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Abstract—Dummy filling is widely applied to significantly
improve the planarity of topographic patterns for the chemical
mechanical polishing (CMP) process in VLSI manufacturing. In
the dummy filling flow, dummy synthesis works as the key step
to adjust the post-CMP profile height. However, existing dummy
synthesis optimization approaches usually fail to balance the
filling quality and efficiency. This article proposes a novel model-
based dummy filling synthesis framework NeurFill, integrated
with multiple starting points-sequential quadratic programming
(MSP-SQP) optimization solver. Inside this framework, a full-
chip CMP simulator is first migrated to the neural network,
achieving 8134× speedup on gradient calculation by backward
propagation. Entrenched in the CMP neural network models, we
further implement an improved version of NeurFill (pNeurFill)
to alleviate the post-CMP height variation caused by dummy
perimeter. After each iteration of dummy density optimization,
an additional perimeter adjustment based on a given candidate
dummy pattern set is applied to search for the optimal perime-
ter fill amount. The experimental results show that the proposed
NeurFill outperforms existing rule- and model-based methods.
The extra perimeter adjustment strategy in pNeurFill can achieve
an average 66.97 Å decreasing in height variation and 8.92%
quality improvement compared to NeurFill. This will provide
guidance for DFM so as to increase IC chip yield.
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I. INTRODUCTION

CHEMICAL mechanical polishing (CMP) has been an
indispensable operation in the modern semiconductor

industry for oxide dielectric and metal layer planarization.
Typically, the post-CMP profile heights depend on the dis-
tribution of metal patterns in polishing windows and vary
largely within one layer of the polished layout. This vary-
ing effect can accumulate through layers and cause a yield
decrease in IC manufacturing, especially in the very deep-
submicrometer and very large-scale multilayer interconnection
process. To mitigate the problem, dummies are inserted into
the layout to control post-CMP topography. These dummies
do not directly influence the functionality of the circuit [1],
but will inevitably induce extra parasitic capacitance result-
ing in undesirable circuit performance degradation, such as
timing degradation [2], [3]. Thus, dummy filling algorithms
are supposed to increase chip yield while trying to maintain
acceptable circuit performance.

Dummy filling flow classically includes two stages, namely,
dummy synthesis and dummy insertion [4]. Dummy syn-
thesis optimizes the fill amount in each filling window to
improve metrics of layout planarity and circuit performance
degradation. Dummy insertion determines the dummy loca-
tion in each filling window to satisfy design rules and
minimize induced parasitic capacitance. Estimating parasitic
capacitance of critical nets to promote post-CMP circuit
performance during dummy insertion has been widely investi-
gated [5], [6], [7], [8], [9]. In this article, we focus on dummy
synthesis optimization, which dominates the planarity of the
polished layout.

The methods of dummy synthesis are categorized as rule-
based and model-based. Rule-based methods adopt empirical
knowledge of the CMP process to guide optimization, which is
normally based on rules of density variance, density gradient,
etc. Kahng et al. [10] presented a practical rule-based formula-
tion with which linear programming (LP) was manipulated to
solve the filling problem of a fixed r-dissection layout. Then,
an improved variant with an increased number of adjacent
density calculation windows was proposed by Chen et al. [11].
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Fig. 1. Flow of model-based dummy filling synthesis and the motivation of
leveraging neural network-based CMP simulators.

However, these two methods only considered the relationship
between interlayer-dielectric (ILD) thickness and local metal
density. To achieve better quality, multiple metrics, such as
overlay, line deviation, and outliers, were introduced to com-
prehensively evaluate the filling result [12], [13], [14], [15].
With the advancement of technology nodes, the intrinsic
incompleteness of empirical rules limits the rule-based filling
quality [16].

Model-based methods leverage analytical expressions to
describe the phenomena like physical abrasion and chemical
erosion in the CMP process. Tian et al. [17] proposed a two-
step model-based filling algorithm, in which an LP problem
was constructed for global density assignment that is fol-
lowed by a local dummy feature adjustment. The approach
generated more uniform post-CMP topographies than the
results of rule-based methods. A novel electro-chemical plat-
ing (ECP) model-based dummy filling algorithm proposed by
Sinha et al. [18] significantly reduced the post-CMP height
variation and the amount of inserted dummies. A dummy
synthesis model proposed by [19] enables implementation of
complex design guidelines, and is also suitable for standard fill
patterns in the insertion stage. However, model-based methods
usually simplify those complicated models for efficiency. As
a result, the filling quality is influenced by the accuracy of
adopted models.

Recently, Cai et al. [16] found that it was unnecessary to
be limited to semi-empirical or analytical ECP/CMP models.
Instead, they implemented a dummy filling framework inte-
grating a calibrated full-chip CMP simulator, and a sequential
quadratic programming (SQP) algorithm was engaged to
optimize the quality score computed via the simulation result.
Full-chip CMP simulators have become mature sign-off tools
in manufacture under 45 nm so that accuracy is guaranteed.
Therefore, this simulator model-based approach gained better-
post-CMP layout planarity than other model-based methods.

Fig. 1 illustrates the basic flow of full-chip CMP model-
based dummy filling synthesis. The target layout is divided
into thousands of uniform windows, so the optimization
problem is extremely high dimensional. Inside the optimizer,
the post-CMP height profile is generated by a full-chip CMP
simulator and evaluated by the metrics. Numerical gradients
of the model-based metrics are used to guide the optimization,
which is time-consuming. Huge invocations of CMP sim-
ulators on numerical gradient calculation have become the
bottleneck of model-based filling synthesis. Besides, CMP is

Fig. 2. Different fill modes, i.e., fill size, buffer space distance, fill arrange-
ment, and fill pattern, can change surface topography and coupling capacitance
after the CMP process [22].

necessary for sub-65-nm process, and calibration of model
parameters can be laborious.

In fact, massive simulator invocations can be easily
observed in other model-based optimization problems, e.g.,
the optical proximity correction (OPC) problem. Recently,
Jiang et al. [20] proposed Neural-ILT for model-based OPC
problem, leveraging neural network-based simulation for
acceleration. Motivated by their work, we develop NeurFill to
solve the efficiency bottleneck of model-based dummy filling
synthesis. Because of the similarity to the image segmentation
problem and the local effect of the CMP process, the full-chip
CMP simulator is migrated to a pretrained neural network as
Fig. 1, where gradient calculation can be efficiently performed
by backward propagation. A preliminary version of NeurFill
was published in [21].

However, only considering dummy density is not enough for
the post-CMP chip planarity. As illustrated in Fig. 2, different
fill modes, i.e., fill size, buffer space distance, fill arrange-
ment, and fill pattern, have been verified to change surface
topography and coupling capacitance after CMP process [22],
[23], [24], [25]. For example, the dummies in the first and sec-
ond columns have different fill size and buffer space distance.
The last column has different patterns. The second and third
columns have the same size but with different fill arrangement.
Among these fill modes, fill size and fill pattern fundamen-
tally reflect the ratio of area and perimeter of dummies. Thus,
dummy perimeter should be seriously taken into considera-
tion in dummy synthesis. Other factors, buffer space and fill
arrangement not included in this article, should be considered
in the phase of dummy insertion.

In this article, we further propose pNeurFill, an enhanced
version of NeurFill, to take dummy perimeter along with dif-
ferent fill patterns into consideration. To obtain high-prediction
accuracy in the new scenario, the neural network is trained by
a dataset that concerning extra perimeter variation. We extend
the original optimization problem formulation with expanded
perimeter space and additional density and perimeter bounded
constraints. To solve this extended optimization problem with
both density and perimeter, we insert a perimeter adjust-
ment step after the density optimization step in the original
optimization loop. Based on the optimization result in each
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filling window, we propose a heuristic dummy pattern allo-
cation algorithm to determine the amount of each fill pattern
from the given candidate pattern set (CPS).

Our main contributions are summarized as follows.
1) We propose NeurFill, a model-based dummy filling

synthesis framework based on a neural network. After
migrating the conventional full-chip CMP simulator into
a GPU-based neural network, we can achieve 188×
speedup on objective evaluation and 8134× speedup on
gradient calculation.

2) Prior knowledge-based starting point is leveraged for
fast dummy filling synthesis. SQP optimizer is applied
to obtain better-filling quality due to the speedup in
gradient calculation.

3) To further improve the filling quality, the orig-
inal optimization problem is extended with extra
optimization dimension of the perimeter, and pNeurFill
framework is proposed to add a perimeter adjustment
step in the NeurFill flow.

4) Experimental results show that the proposed NeurFill
can achieve significant improvement in filling quality
and overall score over traditional rule-based and model-
based methods. Compared to the state-of-the-art simula-
tor model-based method [16], NeurFill obtains average
137× speedup with comparable quality score. Besides,
the refined pNeurFill achieves remarkable advancements
in the post-CMP planarization of chips, i.e., decreas-
ing average 66.97 Å in height variation from 109.0 Å
and increasing average 8.92 % in quality score versus
NeurFill.

The remainder of this article is organized as follows.
Section II introduces the background of CMP dummy fill-
ing. Section III elaborates our motivation. Sections IV and V
presents our neural network model-based dummy synthe-
sis frameworks and the perimeter adjustment strategy. In
Section VI, we provide experimental results and analytically
compare the proposed frameworks with the state-of-the-art
algorithms. Finally, Section VII draws the conclusion.

II. PRELIMINARIES

In this section, we introduce some background knowledge
of the ECP and CMP process in Section II-A, which explains
the reason why dummy filling is indispensable in IC manufac-
ture. Section II-B briefly interprets the mechanism of full-chip
CMP simulators. In Section II-C, we enumerate several metrics
adopted to measure the filling results.

A. ECP and CMP Process

From the back end of sub-130-nm technology node, the
ECP process is applied to deposit metal onto the wafer filling
up etched trenches and forming interconnect wires and vias.
The metal and oxide thickness after ECP is not uniform across
the whole chip. Normally, systematic thickness variations are
found to be layout dependent [26].

Then, the nonuniformity should be reduced by the CMP
process. The wafer is held on a carrier with the surface to
be polished facing down toward a polishing pad on a platen.

Fig. 3. Post-CMP topography of different layout patterns. The field oxide is
polished, which causes thickness loss within the whole surface. Erosion and
dishing describe excessive thickness loss of metal wire and of local oxide
region.

Typically, both the wafer carrier and the platen are rotated in
the same direction, as the carrier also has a lapping motion
across the pad, and slurry composed of suspended particles in
a chemical solution is delivered to the polishing platform. The
whole procedure starts with homogeneous polishing, where the
metal removal rate on different parts of a die is influenced by
the as-plated initial topography created by layout patterns and
plating characteristics. Later, the barrier layer is removed, and
overpolish occurs. Ideally, the wafer can be perfectly flat after
polishing. But an important degradation is that metal lines
suffer from dishing and erosion problems, as shown in Fig. 3,
which results in post-CMP thickness variations.

B. Full-Chip CMP Simulator

After 45-nm technology node, full-chip CMP simulators
have become sign-off tools to help designers and manufac-
turers to overcome DFM problems from reference flow in
foundries. Generally, the simulation procedure consists of four
steps, as illustrated in Fig. 4.

Step 1: Grid the whole chip into multiple equally dis-
sected windows, build equivalent pitch array structures based
on metal density and perimeter in each window, and compute
envelope heights of these windows [23].

Step 2: Solve contact mechanics and fluid mechanics equa-
tions to evaluate the pressure in each window [27].

Step 3: Compute the removal rates with the envelop pres-
sure in local up and down areas using the density-step-height
(DSH) model, where the critical step height Hex, calibrated
by experimental data, includes the information of perimeter
input [28].

Step 4: Obtain the removed amount within a unit polishing
time of δt by the Preston equation [29].

The last three steps will repeat until the preset total polishing
time is reached. More details about full-chip CMP simulators
can be found in [23] and [27].

C. Evaluation Metrics

In ICCAD 2014 dummy filling contest [12], many model-
based metrics were introduced to evaluate layout planarity
and circuit performance degradation after dummy filling
optimization. Given an L-layer layout, each layer is divided
into N ×M windows according to the window size in a CMP
simulator. Three objectives related to the layout planarity are
height variation σ , line deviation σ ∗, and outliers ol. Height
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Fig. 4. Simulation flow of a full-chip CMP simulator. The layout is dissected
into uniform windows and the surface height in each window is iteratively
calculated within a preset simulation time.

variation is the standard deviation of profile heights in all win-
dows of the layout, which aims at presenting uniformity at the
layout level. Line deviation is the summation of column-based
profile height variation. Outlier describes those profile heights
outside the 3σ range. The three metrics are defined as

σ =
L∑

l=1

σl =
L∑

l=1

√√√√ 1

N ×M

N∑

i=1

M∑

j=1

(
Hl,i,j − H̄l

)2 (1)

σ ∗ =
L∑

l=1

N∑

i=1

M∑

j=1

∣∣Hl,i,j − H̄l,j
∣∣ (2)

ol =
L∑

l=1

N∑

i=1

M∑

j=1

max
(
0,

∣∣Hl,i,j − H̄l
∣∣− 3σl

)
(3)

where σl is the profile height variation in layer l.
Hl,i,j is the profile height of window Wl,i,j. H̄l =
(1/N ×M)

∑N
i=1

∑M
j=1 Hl,i,j and H̄l,j = (1/N)

∑N
i=1 Hl,i,j are

the average profile height of layer l and of column j in layer
l, respectively. Besides, total fill amount fa and overlay area
ov are objectives concerning circuit performance degradation.
The total fill amount is defined as

fa =
L∑

l=1

N∑

i=1

M∑

j=1

xl,i,j (4)

where xl,i,j is the fill amount in window Wl,i,j. Overlay area is
calculated by four overlay types about inserted slack regions
during dummy synthesis.

III. MOTIVATION

In the CMP process, both mechanical and chemical meth-
ods are applied. Due to its complexity, the CMP simulators
are regarded as nonlinear black boxes in existing model-based
algorithms. Therefore, analytical gradient of the CMP model
cannot be easily derived. As alternatives, numerical gradients
are leveraged to drive the SQP optimization, which takes the
form as

∇feval = feval(x+�x)− feval(x)

�x
(5)

Fig. 5. Forward and backward propagation on neural networks.

where function feval(·) refers to an evaluation of quality score
by CMP simulation. It is shown that both the case of current
window fill amount feval(x) and the case when a small dummy
amount changed in each window feval(x+�x) need to be sim-
ulated. Furthermore, each simulation will go through plenty of
iteration steps. Huge invocations of CMP simulators are unac-
ceptable because of the rigorous time-to-market requirement
in chip design.

A. Acceleration With Neural Network

Fig. 5 illustrates the basic idea of forward and backward
propagation on neural networks. In forward propagation, the
activations of neurons in the nth layer an are linked with the
activations of neurons in the (n− 1)th layer an−1 by equation

an = fact

(
wnan−1 + bn

)
(6)

where wn and bn are the weight matrix and bias vector in
the nth layer. fact is the activation function. In backward prop-
agation, the gradients of the nth layer δn are related to the
gradients of the (n+ 1)th layer δn+1 by equation

δn =
(

wn+1
)T

δn+1 � f ′act

(
zn) (7)

where � is the Hadamard product. f ′act is the gradient of acti-
vation function to zn and zn = wnan−1 + bn. One significant
benefit neural networks bring is that the backward propagation
algorithm works far faster versus finite differential gradient
approaches, which can accelerate the optimization.

B. Similarity Between CMP Model and Image Segmentation

Once the behavior of CMP simulators is learned by neu-
ral networks, the black box is opened to some extent and
information required by optimization is also available.

Fortunately, we observe the underlying similarity between
the CMP model and the image segmentation problem. In the
image segmentation problem, the input is an image with pix-
els, which contains the information of RGB colors, and the
output is a grayscale image indicating the areas of each seg-
ment. On the other hand, the input of the CMP model is an
extracted grid layout, where each window contains parameters,
such as pressure, trench height and density, perimeter of cop-
pers, etc. The output of the CMP model is a post-CMP height
profile, providing a positive height of each window. Besides,
due to the contact mechanics of rough polishing pads in the
CMP process, the character length in the CMP model is ranged
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Fig. 6. Post-CMP topographies of a test layout during a iterative density
and perimeter optimization.

from 20 to 100 μm [27], which limits the number of correla-
tion windows. The local effect in the CMP model is similar
to the convolutional kernels of neural networks. The intrinsic
similarity between two problems, the local effect in the CMP
model, and the potential acceleration motivate us to leverage
pretrained neural networks replacing the conventional CMP
simulator.

C. Improvement From Perimeter Adjustment

Full-chip CMP simulators use an accurate process model to
predict the roughness of the chip surface. Besides the input
layout topography, simulators also take inputs of process-
related parameters, including the applied nominal pressure, the
simulation time, and the material-removal rate, as well as the
polishing pad parameters consisting of the equivalent Young’s
modulus, the height distribution function, auto-correlation
function [27], etc. Actually, the process-related parameters
and the polishing pad parameters are usually fixed by the
incorporated processes and foundries. Designers can only ease
the roughness degradation of post-CMP chip topographies by
adjusting the dummy distribution in the layout.

Although a large number of research concentrates on the
impact of dummy density, dummy perimeter influences the
line width of the equivalent pitch array structures in the CMP
simulation, which can sway the surface planarity of the pol-
ished wafers. To verify that the variation of metal perimeter
has a significant effect on post-CMP planarity, we succes-
sively optimize dummy density and perimeter, respectively,
in a test layout and observe improvements of the planarity
in post-CMP topographies. As shown in Fig. 6, horizon-
tal and vertical axes are iterations of density and perimeter
optimization, respectively. For example, if only optimizing
density, the planarity can be improved from (1, 1) to (3, 1).
If only optimizing perimeter, it is from (1, 1) to (1, 3). If
optimizing both density and perimeter, it is from (1, 1) to
(3, 3). The experimental results show that optimizing den-
sity and perimeter simultaneously can obtain better-post-CMP
planarity.

IV. NEURFILL FRAMEWORK

In this section, we first give the formulation of dummy
synthesis problem in Section IV-A. The detailed architecture of
the CMP neural network is demonstrated in Section IV-B. The
numerical analyses of planarity score and performance degra-
dation score are delivered in Section IV-C. As SQP algorithm
is the essence of our iterative optimization, the way to find
the starting point is interpreted in Section IV-D. Section IV-E
shows the whole framework of NeurFill. Section IV-F
explains the strategy of training the CMP neural network
model.

A. Problem Formulation

The objective of dummy filling synthesis is to maximize the
filling quality score Squal, which can be formulated as

max
x

Squal = Splan + Sdeg (8a)

Splan = ασ fσ (σ (H))+ ασ ∗ fσ ∗
(
σ ∗(H)

)

+ αolfol(ol(H)) (8b)

Sdeg = αfaffa(fa(x))+ αovfov(ov(x)) (8c)

s.t. xl,i,j ∈
[
0, sl,i,j

]
(8d)

where Splan and Sdeg indicate layout planarity score and
circuit performance degradation score. x and H are vec-
tors, including xl,i,j and Hl,i,j in all windows, respectively.
sl,i,j is the slack area in window Wl,i,j. ασ , ασ ∗ , αol, αfa,
and αov are weight factors provided by the CAD contest
benchmark. As it is expected to decrease all aforementioned
metrics, fσ , fσ ∗ , fol, ffa, and fov are monotonic nonincreasing
score functions about height variation, line deviation, outliers,
fill amount and overlay area, which belong to the function
set as

{
f (t) = max

(
0, 1− t

β

)∣∣∣∣β ∈ R
+
}

(9)

where β of fσ , fσ ∗ , fol, ffa, and fov are benchmark-related
parameters.

B. CMP Neural Network

As shown in Fig. 7, we choose UNet [30], a powerful
convolutional neural network, to replace the full-chip CMP
simulator. The input layout size is fixed to be 100× 100 win-
dows, and smaller layouts will be duplicated several times to fit
it. The rest of our CMP neural network includes an extraction
layer, in which pattern-related and process-related parameters
are extracted into a layout parameter tensor L, and an objective
layer, in which planarity score Splan is calculated according to
the predicted result of profile height Hn from UNet. Since
process-related parameters can be learned by network hyper-
parameters in the training stage, L is a 2× 100× 100 tensor,
where Li,j = (D, P)i,j is metal density D and perimeter P of
the window Wi,j after filling xi,j dummy amount, where i and
j are row and column indexes, respectively. The output Hn is
a 100×100 matrix estimating the average height of each win-
dow after polishing. Robust computation functions are called
to calculate height variation σ , line deviation σ ∗, and outliers
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Fig. 7. Overview of CMP neural network.

ol in (1)–(3), which can be expressed as

σ = SQRT(VAR(Hn)) (10a)

σ ∗ = SUM(ABS(Hn −MEAN(Hn, 1))) (10b)

ol = SUM(SIGMOID(η(ABS(Hn

−MEAN(Hn))− 3 · SQRT(VAR(Hn))))) (10c)

where SQRT, VAR, SUM, ABS, MEAN, and SIGMOID are
PyTorch functions, and η is a hyperparameter. The differen-
tiable sigmoid function is adopted to smooth the piecewise
formulation in (3).

C. Quality Estimation

The quality score Squal in (8a) is the combination of pla-
narity score Splan and circuit performance degradation score
Sdeg. According to (8b), Splan consists of three terms that are
separately calculated in the objective layer of the CMP neural
network. Its gradient can be obtained by backward propagation
through the chain rule as

∇Splan = ∂Splan

∂σ

∂σ

∂Hn

∂Hn

∂L
∂L
∂x
+ ∂Splan

∂σ ∗
∂σ ∗

∂Hn

∂Hn

∂L
∂L
∂x

+ ∂Splan

∂ol

∂ol

∂Hn

∂Hn

∂L
∂L
∂x

. (11)

Gradient calculation is performed for (∂Splan/∂σ),
(∂Splan/∂σ ∗), and (∂Splan/∂ol) according to (8b), and
for (∂σ/∂Hn), (∂σ ∗/∂Hn), and (∂ol/∂Hn) according to
(10a)–(10c) in the objective layer. The backward propagation
in UNet will compute (∂Hn/∂L), and (∂L/∂x) is resolved in
the extraction layer.

In dummy synthesis, there are two methods to intuitively
decrease induced parasitic capacitance. One is simply mini-
mizing the fill amount, and the other is trying to plan the places
of dummies into better-slack regions. The two considera-
tions form the performance degradation score as demonstrated
in (8c). Because the estimation of fill amount and overlay is
not associated with CMP process, analytical gradients are able
to be derived. The analytical gradient of total fill amount is
calculated as

∇fa = JL,N,M (12)

where JL,N,M is the all-ones vector.
The overlay area remains unknown until the locations of

dummies are determined. According to the wire locations in
up and down metal layers, the slack regions of layer l can be

Fig. 8. Four types of fillable slack regions.

Fig. 9. Dummy-to-dummy overlay (black arrow) is the interacted area of
dummies in neighboring layers. Dummy-to-wire overlay (red arrow) is the
overlapped area between dummies and metal wires.

divided into four types, as illustrated in Fig. 8. Type1 refers
to no metal wire in vertical regions of layer l + 1 and layer
l− 1. Type2 and Type3 refer to metal wire appearing only in
layer l + 1 and only in layer l − 1, respectively. Type4 refer
to regions of both up and down layers are paved with metal
wire. Apparently, filling in Type1 region may induce the least
parasitic capacitance, and in Type4 region is more likely to
cause large parasitic capacitance. Within window Wl,i,j, fill
amount in the four slack regions are written as xT1–T4

l,i,j .
The overlay estimation analyzes dummy filled in the vertical

direction of two neighboring metal layers. Fig. 9 displays all
possible overlay types, which can be categorized as dummy-
to-dummy overlay ovd–d and dummy-to-wire overlay ovd–w.
The overlay area in layer l can be calculated as

ovd–d
l,i,j = max

(
0, xT1,T3

l,i,j + xT1,T2
l+1,i,j − s∗l,i,j

)
(13)

ovd–w
l,i,j = xT2,T3

l,i,j + 2xT4
l,i,j (14)

where s∗l,i,j indicates the area of nonoverlap slacks between
Wl,i,j and Wl+1,i,j. The total overlay in all windows can be
calculated as

ov =
L−1∑

l=1

N∑

i=1

M∑

j=1

ovd–d
l,i,j +

L∑

l=1

N∑

i=1

M∑

j=1

ovd–w
l,i,j . (15)
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The analytical gradient of overlay can be derived as

∇ovl,i,j =

⎧
⎪⎨

⎪⎩

0, xT1,T3
l,i,j + xT1,T2

l+1,i,j < s∗l,i,j
2, xT4

l,i,j > 0
1, otherwise.

(16)

Therefore, analytical gradient of performance degradation
score is

∇Sdeg = −αfa

βfa
∇fa− αov

βov
∇ov (17)

where αfa and βfa are benchmark-related constants about total
fill amount, and αov and βov are constants about overlay.

D. Prior Knowledge-Based Starting Point Generation

A prior knowledge-based starting point generation strat-
egy is used here. Intuitively, the post-CMP planarity is better
when metal densities of all windows in a layer are consistent.
Therefore, we assign a target density tl for each layer, which
represents the expected density in windows of layer l after
dummy filling. Next, we set the initial fill amount of Wl,i,j to
make the metal density as close to tl as possible, which can
be expressed as

xl,i,j =
⎧
⎨

⎩

0, tl < ml,i,j

sl,i,j, tl > ml,i,j + sl,i,j

tl − ml,i,j, otherwise
(18)

where ml,i,j and sl,i,j are the original metal density and the
slack area density of window Wl,i,j. The optimal target density
is determined by an exhausted linear search method that selects
the value with the best-quality score, and the corresponding
initial fill amount is the starting point.

E. Framework of NeurFill

The gray shadowed parts in Fig. 10 present the framework
of our proposed NeurFill. In the beginning, the input layout is
uniformly dissected with 100 μm× 100 μm window size, and
the starting point is generated by the prior knowledge-based
method. Then, SQP optimization is applied to the updated
layout in every iteration. If the step size in SQP exceeds a
threshold, the dummy amounts in all windows are adjusted,
and the next iteration starts. Otherwise, the flow will termi-
nate and output the optimized layout. As hyperparameters in
the CMP neural network have been fixed after training, pla-
narity score can be calculated in forward propagation and the
gradient of planarity score to the input dummy fill amount
can be obtained in the input layer through backward propa-
gation. Performance degradation score and its gradient can be
directly computed by performance analysis. The two kinds of
scores and gradients are merged to form the quality score and
gradient in SQP optimization.

F. Pretraining of UNet Model

As depicted in Fig. 7, the UNet architecture consists of a
down-sampling path to capture features and an up-sampling
path to generate the post-CMP height profile. Given a set
of extracted layout parameter matrix L = {L1, L2, . . . , Ln}
and the corresponding post-CMP height profile set Hs =

Fig. 10. NeurFill framework (gray shadowed) leverages the gradient of
quality score to optimize the density fill amount of single dummy pattern
in filling windows by SQP algorithm. pNeurFill framework (orange color)
separates the optimization about dummy density and perimeter apart to realize
perimeter adjustment and multipattern dummy filling synthesis.

Fig. 11. Two-step random procedure of training data generation.

{Hs1, Hs2, . . . , Hsn} generated by the full-chip CMP simulator,
the training procedure of UNet is to minimize the following
objective:

w̃ = arg min
w

λ‖Hn(L, w)−Hs‖22 (19)

where Hn(·, w) is the network output with respect to weights
w and λ is a configurable hyperparameter.

The input and output dimensions are fixed for neural
networks. Since it is hard to find enough actual layouts for
UNet training, a two-step random procedure is applied in this
article to generate training data, as depicted in Fig. 11. First,
layouts are divided into uniform windows. These windows are
randomly assembled to generate 200 layouts of 100×100 win-
dows. Second, random amounts of fixed 1 μm× 1 μm square
dummies are inserted into each window of the assembled lay-
outs with no design rule violation, and then metal density and
perimeter are calculated in each window for the CMP simu-
lation. Finally, 20 000 layouts are generated by the two-step
random procedure and simulated by the full-chip CMP simu-
lator as the training set. The two-step random procedure aims
to produce training instances that are close to the layouts neu-
ral networks may process in the filling optimization. Besides,
the extension ability of the pretrained UNet model is veri-
fied by a testing set, which is generated by another layout not
participating in the generation of the training set.
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V. PNEURFILL FRAMEWORK WITH PERIMETER

ADJUSTMENT

In this section, we introduce our refined pNeurFill frame-
work and the perimeter adjustment strategy. To conduct multi-
pattern dummy synthesis and perimeter adjustment, we modify
the original problem formulation in Section V-A. The calcu-
lation of the gradient of planarity score in the new scenario
is detailed in Section V-B. Section V-C illustrates the archi-
tecture of adopted CMP neural network and affiliated training
flow. In Section V-D, we propose a heuristic dummy pattern
allocation algorithm to handle the multipattern dummy syn-
thesis problem. Finally, the framework of pNeurFill and its
differences from NeurFill are explained in Section V-E.

A. Perimeter Related Problem Formulation

Dummy perimeter is able to affect post-CMP topography
and is meanwhile an important characterization extracted by
CMP simulators. Therefore, dummy perimeter and different
dummy patterns are natural to be considered in dummy filling
synthesis.

1) Dummy Patterns: The choice of dummy patterns can
influence the CMP uniformity and induced parasitic capac-
itance. For example, irregularly shaped fill patterns were
adopted in [31] to reduce intralayer capacitive impact. But
without loss of generality and for clarity, rectangular dum-
mies are sufficient to implement density- and perimeter-based
optimization in our dummy synthesis paradigm. Table I lists
four types of rectangular dummies used in this article, where
lk and wk are the length and width of type-k rectangular pat-
tern. The key factor rk of a dummy pattern is defined as the
ratio of its perimeter pk to its area ak. All available patterns
forming a CPS are fed into the optimization framework. The
patterns in CPS can be replaced according to realistic process
requirements.

2) Filling Constraints: The constraint in (8d) can be more
accurate. Dummies are impossible to cover the whole slack
area in a window as design rules require enough spacing
between any two separate patterns. Moreover, the layout
density satisfies allowed lower-bound and upper-bound con-
straints [32] as

dl,i,j ∈
[
Dmin − ml,i,j, Dmax − ml,i,j

]
(20)

where dl,i,j is the density fill amount in window Wl,i,j. Dmin
and Dmax stand for minimum and maximum metal density
allowed in each window, and ml,i,j is the original metal density
in window Wl,i,j.

To avoid impractical solutions based on the dummy patterns
in CPS, filling perimeter and density should satisfy

rl,i,j = pl,i,j

zdl,i,j
∈

[
min

k∈CPS
rk, max

k∈CPS
rk

]
(21)

where pl,i,j and rl,i,j are the perimeter fill amount and the filling
ratio in window Wl,i,j, respectively. z is the area of a window.

3) Filling Objectives: Now that the filling perimeter is sep-
arated from filling density, H in (8b) can be specifically
denoted as H(d, p). In this way, the formulation of the dummy

TABLE I
DUMMY PATTERNS USED IN OUR EXPERIMENT

synthesis problem is described as

max
d,p

Squal(d, p) = Splan(d, p)+ Sdeg(d) (22a)

Splan(d, p) = ασ fσ (σ (H(d, p)))

+ ασ ∗ fσ ∗
(
σ ∗(H(d, p))

)

+ αolfol(ol(H(d, p))) (22b)

Sdeg(d) = αfaffa(fa(d))+ αovfov(ov(d)) (22c)

s.t. dl,i,j ∈
[
Dmin − ml,i,j, Dmax − ml,i,j

]
(22d)

rl,i,j ∈
[

min
k∈CPS

rk, max
k∈CPS

rk

]
(22e)

where H(d, p), d and p are vectors, including Hl,i,j, dl,i,j, and
pl,i,j in all windows, respectively.

The constrained problem can be converted into a noncon-
strained form by applying the Lagrangian approach, which is
formulated as

min
d,p,V

L(d, p, V) = −Squal(d, p)

+ vT
1 · (Dmin −m− d)

+ vT
2 · (d− Dmax +m)

+ vT
3 · (rmin − r)

+ vT
4 · (r− rmax) (23)

where V = (vT
1 , vT

2 , vT
3 , vT

4 )T are Lagrangian multipliers for
constraint merging. If the values of d, p, and their next steps
δd, δp are determined after the tth iteration of SQP, the
Lagrangian multipliers in the (t + 1)th iteration V(t+1) can
be updated by solving

(I,−I, Jr,−Jr) · V(t+1) =H ·
(
δT

d , δT
p

)T + ∇Squal (24)

where I is the unit matrix, Jr is the Jacobian matrix of
r(d(t), p(t)), and H is the Hessian matrix of L(d(t), p(t), V(t)).
More details about SQP can be found in [33].

B. Planarity Estimation

The planarity score in (8b) is related to the perimeter fill
amount when taking account of the dummy perimeter. In this
case, we break the gradient into two parts that are separately
about density and perimeter as

∇Splan = ∇dSplan · d̂+ ∇pSplan · p̂ (25a)

∇d =
(

∂

∂σ

∂σ

∂Hn
+ ∂

∂σ ∗
∂σ ∗

∂Hn
+ ∂

∂ol

∂ol

∂Hn

)
∂Hn

∂L
∂L
∂d

(25b)

∇p =
(

∂

∂σ

∂σ

∂Hn
+ ∂

∂σ ∗
∂σ ∗

∂Hn
+ ∂

∂ol

∂ol

∂Hn

)
∂Hn

∂L
∂L
∂p

(25c)
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Fig. 12. Differences between NeurFill and pNeurFill in the extraction layer.

where ∇d and ∇p are gradients about density and perimeter,
respectively. d̂ and p̂ are unit vectors in the parameter space.

C. Training of the Neural Network With Density and
Perimeter

The structure of UNet is suitable to be employed for perime-
ter adjustment. Fig. 12 highlights the differences between
NeurFill and pNeurFill in the extraction layer of the CMP
neural network. Compared to NeurFill, pNeurFill inputs the
additional perimeter fill amount p to the neural network, and
its gradient ∇pSplan can also be calculated via backward prop-
agation. Therefore, gradients about density and perimeter can
be separately used to optimize dummy density and to adjust
dummy perimeter in each filling window.

Data augmentation is also applied to produce abundant
pseudo data for neural network training. To catch the fea-
ture of perimeter variation, we create another dataset differing
from the one in NeurFill as shown in Fig. 13. First, we choose
certain real circuit layouts as seeds. In each window of a seed
layout, random density fill amount drand, sampled from a uni-
form distribution in the range of [Dmin −ml,i,j, Dmax −ml,i,j],
is filled in. Then all filled windows are randomly permuted
to generate a sample layout. Second, in each sample layout,
a random metal perimeter amount, sampled from a uniform
distribution in [pmin, pmax], is filled into each window to gen-
erate a pseudo layout, where pmin = z · drand · mink∈CPS rk

and pmax = z · drand ·maxk∈CPS rk. This perimeter range guar-
antees that the layout can be generated using the dummy
patterns in the CPS. In this way, pseudo layouts from the
same sample layout have an identical density distribution but

Fig. 13. Generation of training data. The data set contains 2000 batches
of pseudo layouts and their simulation results. The layouts in a batch
share the same metal density distribution but have different metal perimeter
distributions. All data are split into a training set and a validation set.

different perimeter distributions. We repeat the first step of
density randomness to create 2000 different sample layouts
and repeat the second step of perimeter randomness in each of
these sample layouts to generate five pseudo layouts. Finally,
the 10000 (2000×5) pseudo layouts are fed into the full-chip
CMP simulator to get corresponding post-CMP topographies.
All training data is divided into a training set containing
9000 data and a validation set containing 1000 data. Besides,
another layout is dedicated to generate a testing set contain-
ing 1000 data for ensuring the extension ability of the neural
network.

D. Dummy Pattern Allocation

After dummy filling synthesis optimization in pNeurFill, the
optimal density and perimeter fill amount is resolved in each
window. However, inserting dummy patterns in the CPS one
by one into each window will lead to a discrete variation of
fill amount. Therefore, we propose a heuristic dummy pattern
allocation algorithm, which determines the number of dummy
patterns to fit the optimization result.

Details of the allocation are explained in Algorithm 1, where
|CPS| refers to the cardinal number of the CPS, and n(k)

l,i,j
refers to the amount of type-k pattern in window Wl,i,j. The
patterns in the CPS are sorted in descending order based on
their key factors rk. The objective of dummy allocation is to
find a feasible solution that coincides with the optimized den-
sity and perimeter from dummy synthesis. The algorithm will
iteratively allocate different dummy patterns in each window
Wl,i,j (line 3) when the remaining density fill amount d > 0
(line 5).

In each iteration, a random and feasible fill amount x is
given to the type-k dummy pattern. The random means uni-
formly sampling from (0, d] (line 7), which is to remove
the implied priority among patterns given by the rotational
order of patterns in each iteration. The feasible means satis-
fying the constraint dz ≥ xak to guarantee that there is no
overfilling, and satisfying (p− xpk/dz− xak) ∈ [rmin, rmax] to
guarantee that the optimal density and perimeter fill amounts
found by the dummy synthesis are still achievable by com-
bined patterns in the CPS in the following allocation iterations
(line 8).
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Algorithm 1 Dummy Pattern Allocation

Input: CPS; optimal density fill amount d̃l,i,j; optimal perime-
ter fill amount p̃l,i,j; window size z
Output: amount of patterns filled in each window n(k)

l,i,j
1: sort patterns in CPS depends on rk

2: rmin := mink∈CPS rk, rmax := maxk∈CPS rk

3: for each Wl,i,j do
4: n(k)

l,i,j := 0, d := d̃l,i,j, p := p̃l,i,j

5: while d > 0 do
6: for k := 1 to |CPS| do
7: sample d0 ∈ (0, d] randomly, x := 
 d0z

ak
�

8: while dz < xak or p−xpk
dz−xak

/∈ [rmin, rmax] do
9: x← 
 x

2�
10: end while
11: n(k)

l,i,j ← n(k)
l,i,j + x

12: d← d − xak
z

13: p← p− xpk

14: end for
15: end while
16: end for
17: return n(k)

l,i,j

E. Framework of pNeurFill With Perimeter Adjustment

The orange color in Fig. 10 demonstrates the additional
steps of pNeurFill framework with perimeter adjustment. The
improvements based on NeurFill mainly rest in the following
aspects.

1) Besides the initial dissected layout, a CPS is also pro-
vided to constrain the range of optimized perimeter fill
amount in perimeter adjustment.

2) A perimeter adjustment step is added after the density
optimization to decouple the influence of density and
perimeter fill amount. Thereby, the density and perimeter
gradients from the CMP neural network are individually
applied to different steps.

3) Finally, when iterations of SQP optimization complete, a
dummy pattern allocation algorithm will convert density
and perimeter fill amount into the quantities of patterns
in CPS in all windows.

VI. EXPERIMENTAL RESULTS

The NeurFill and pNeurFill frameworks are implemented
using Python language with PyTorch toolkit. All exper-
iments are performed on a Linux server with 48 CPU
cores working at 2.6 GHz and an Nvidia Tesla K80 GPU
(4992 Nvidia CUDA cores, 8.74 TFLOPS). The full-chip
CMP simulator modeled by our neural network is cal-
ibrated under a 45-nm process of a foundry, and the
accuracy is matched with the CMP Predictor [34], a
commercial full-chip CMP simulator by Cadence. The
window size of the full-chip CMP simulator and the
dummy filling synthesis are both 100 μm × 100 μm.
Dummy patterns used in pNeurFill are listed in Table I.
Therefore, we have rl,i,j ∈ [2.25 μm−1, 4 μm−1] in our
experiment.

Fig. 14. Relative error distribution of the CMP neural network prediction.

TABLE II
RUNTIME COMPARISONS FOR OBJECTIVE EVALUATION

AND GRADIENT CALCULATION

A. Accuracy of Pretrained Model

For NeurFill, 20 000 layout instances in the training set are
generated by the two-step random procedure based on three
available layouts. UNet is pretrained for 20 epochs on the GPU
for 32 h. The average relative error is 0.28 % in the training
set and 0.49 % in the validation set. Besides, the accuracy of
the pretrained UNet model is evaluated by a testing set of
1000 layout instances. For windows in all testing set layouts,
the relative prediction error of envelope height is measured.
The mean and the standard deviation of relative errors are
0.60 % and 0.45 %, respectively. The maximum relative error
of height is 1.77 %.

For pNeurFill, the training set are generated by the improved
data augmentation method concerning perimeter variation. The
average relative error is 0.43 % in the training set and 0.59 % in
the validation set. In the testing set, the mean and the standard
deviation of relative errors are 0.49 % and 0.70 %, respectively.
The maximum relative error of height is 3.92 %. As shown in
Fig. 14, the relative error of height is below 1.30 % in more
than 90 % of the windows.

Since the dimensions of training spaces of NeurFill
and pNeurFill are 10k and 20k, respectively, the worse-
maximum relative error in pNeurFill is somewhat reasonable.
Considering that the average relative error in pNeurFill is
similar to NeurFill, which verifies that pNeurFill is also well-
trained, therefore we did not increase the amount of training
set in pNeurFill.

B. Acceleration of CMP Neural Network

Table II shows the runtime comparisons for objective eval-
uation and gradient calculation between the full-chip CMP
simulator and the proposed CMP neural network. For single-
precision performance, GPU’s computation capability is up to
8.74 TFLOPS, while 64-core CPU is up to 8.12 TFLOPS.
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TABLE III
OPTIMIZATION RESULTS ON THREE LAYOUT DESIGNS

The computation capabilities of two platforms are considered
equivalent.

On a layout design of 100×100 windows, CMP neural
network performs objective evaluation in 0.025 s by forward
propagation, which achieves 188× speedup. For gradient cal-
culation, the backward propagation of CMP neural network is
8134× faster than the numerical gradient calculation of the
64-core full-chip CMP simulator. The CMP neural network
transform the black-box model, i.e., the full-chip CMP sim-
ulator, into a gray-box model, and combines the forward
and backward propagation algorithms for acceleration. The
efficiency of CMP neural network enables SQP framework
for optimization.

C. Filling Quality Comparison

We compare our proposed NeurFill and pNeurFill with rule-
based algorithms, Lin et al. [14], Tao et al. [15], and the best-
existing model-based method, Cai et al. [16], as described in
Table III. The NeurFill and pNeurFill are both neural network
model-based dummy synthesis frameworks, and the pNeurFill
integrates perimeter adjustment. The five test layouts all have 3
layers. Design A is a CMP test design with chip size 5 cm×
5 cm. Design B is a field programmable gate array (FPGA)
design with chip size 6.7 cm× 6.3 cm. Design C, C2 and C3
are Metal 3–5 layers (M3–5), M1–3, and M2–4 of a RISC-V
CPU design with chip size 10 cm× 10 cm.

Considering the filling quality, neural network model-
based methods get better-quality scores than the other algo-
rithms. The quality score of NeurFill is 117.6 % better than
Lin et al. [14] on Design A, 10.9 % better than Tao et al. [15]
on Design B, and 3.3 % better than Cai et al. [16] on Design
C. Although NeurFill and simulator model-based method,
Cai et al. [16] have comparable filling quality, NeurFill is
137× faster than Cai et al. [16], which manifests the backward

propagation of the CMP neural network is extremely efficient
in contrast to the numerical gradient calculation with full-chip
CMP simulation results.

Besides, pNeurFill reaches the highest-overall score and the
best-post-CMP layout planarity with the least absolute height
difference �H among these methods. In particular, pNeurFill
decreases average 66.97 Å in height variation from 109.0 Å
and increases average 8.92 % in quality score compared to
NeurFill, which supports the validity of dummy perimeter
adjustment. The experimental results in Table III show that for
realistic circuit designs like FPGA and RISC-V CPU (B-C3),
the quality improvements are remarkable (9.94 %–12.56 %).
pNeurFill has little quality improvement (0.7967/0.7956 =
0.14%) over NeurFill on Design A, perhaps because it is
pitch array structures with different line widths and line spaces
rather than a realistic circuit design.

As density and perimeter fill amounts are optimized in dif-
ferent steps in pNeurFill, the dimension of parameter space is
grown compared to the only density optimization in NeurFill.
Thus, the runtime in pNeurFill is approximately twice of
NeurFill. To get more uniform layout planarity, which means
a better-chip yield, this overhead is acceptable.

Comparison of the updates of quality score, height variation,
line deviation, and outliers with iteration epoch on Design A
is depicted in Fig. 15. The iterations in NeurFill and pNeurFill
converge very fast and main performance improvements occur
in the first 30 epochs, which shows the effectiveness of the
SQP algorithm with a knowledge-based starting point.

Fig. 16 displays a detailed post-CMP height distribution in
a range, including 50×50 windows on Design C. Fig. 16(a) is
the height distribution of the original layout, Fig. 16(b) is that
of NeurFill optimized layout, and Fig. 16(c) is that of pNeur-
Fill optimized layout. Obviously, the whole layout surface
generated by pNeurFill is more uniform than NeurFill.
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(a) (b)

(c) (d)

Fig. 15. Comparison about the updates of (a) quality score, (b) height variation, (c) line deviation, and (d) outliers with iteration epoch on Design C2.

Fig. 16. Post-CMP height distributions of (a) original layout, (b) NeurFill optimized layout (w.o. perimeter adjustment), and (c) pNeurFill optimized layout
(w. perimeter adjustment) on Design C.

D. Effectiveness of Dummy Allocation

Table IV shows the simulation results of two stages in
pNeurFill, where “Opt” indicates the layout after dummy syn-
thesis and “Alloc” indicates that after dummy allocation. The
proposed dummy pattern allocation algorithm successfully fits
the optimization results in all test layouts with merely 0.028 %
quality loss on average. The loss is due to the conversion from
continuous space to discrete space, where the SQP algorithm
treats density and perimeter fill amount as continuous vari-
ables but the amount of dummy patterns in the allocation step
is actually discrete.

Fig. 17 shows the number of different patterns placed in
three test layouts. The Type-1 pattern is the square dummy
used in NeurFill but is not dominant in Design A and
C after optimization considering the perimeter fill amount.
The other three dummy patterns also account for some
proportion.

E. Rule-Based Dummy Insertion

After determining the number of different dummy patterns
in each window, dummy insertion only needs to optimize
the positions of dummies to decrease induced parasitic

TABLE IV
RESULTS OF PNEURFILL AFTER SQP OPTIMIZATION AND AFTER

DUMMY ALLOCATION ON THREE LAYOUT DESIGNS

capacitance. In Fig. 18, we put dummies into one layer of
Design A based on the dummy synthesis optimization result
and DRC rules to demonstrate a possible post-insertion view.
It also shows that different dummy patterns are inserted into
one local region of the layout.
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Fig. 17. Dummy amount of different patterns on test layouts.

Fig. 18. Possible Locations of inserted dummies on Design C2. Filling
windows are marked with black bold lines. Metal wires are colored green
and gray rectangles are filled dummies.

VII. CONCLUSION

In this article, we propose NeurFill to migrate full-chip CMP
simulators to neural networks for dummy synthesis. Considering
the height variation caused by the dummy perimeter, we further
refine the framework with perimeter adjustment and propose
pNeurFill to solve the related multipattern dummy synthesis
problem. With empirical starting point-based SQP optimization,
our methods reach better-layout planarity than rule-based meth-
ods and are much faster than the state-of-the-art model-based
method. This will provide guidance for DFM in IC manu-
facturing. Furthermore, we believe the methodology of neural
network modeling can be applied to deal with high-dimensional
optimization problems in other application scenarios.
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