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A GPU-Enabled Level-Set Method
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Abstract—As the feature size of advanced integrated circuits
keeps shrinking, resolution enhancement techniques (RETs) are
utilized to improve the printability in the lithography process.
Optical proximity correction (OPC) is one of the most widely
used RETs aiming at compensating the mask to generate a more
precise wafer image. In this article, we put forward a level-
set-based OPC approach with high mask optimization quality
and fast convergence. In order to suppress the disturbance of
the condition fluctuation in the lithography process, we pro-
pose a new process window-aware cost function. Then, a novel
momentum-based evolution technique is adopted, which demon-
strates substantial improvement. We also propose a self-adaptive
conjugate gradient method that promises a higher optimization
stability and less consuming time. Moreover, the graphics pro-
cessing unit (GPU) is leveraged for accelerating the proposed
algorithm. We take the output masks from a machine learning-
based mask optimization flow as the input and work as the
postprocess to refine the quasi-optimized masks. Experimental
results on ICCAD 2013 benchmarks show that our algorithm
outperforms all previous OPC algorithms in both solution quality
and runtime overhead.

Index Terms—Design for manufacturability (DFM), graph-
ics processing unit (GPU), level set, mask optimization, optical
proximity correction (OPC), process variation.

I. INTRODUCTION

IN THE past decades, much progress has been made in
optical lithography technology. In the lithography process,

pixelated optical masks are shaped in design patterns and pro-
jected on the wafer images. However, the resolution of the
lithography system is proportional to the wavelength of the
lithographic source light, and it is inversely proportional to
the size of the mask due to the diffraction effect [1]. Thus, it
becomes more and more challenging to further downscale the
transistor since the feature size is already much smaller than
the light source wavelength (193 nm).

To further extend the resolution limit, several resolu-
tion enhancement techniques (RETs) are proposed for mask
optimization. Optical proximity correction (OPC) as a major
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RET aims at compensating for the distortion of the printed
image by predistorting the shape of the mask pattern.
Generally speaking, OPC can be divided into three categories:
1) rule-based OPC [2]; 2) model-based OPC [3]–[5]; and 3)
inverse lithography technique (ILT) [6]–[8]. The key to rule-
based OPC is predetermining a set of empirical correction
rules applying to different kinds of features on design pat-
terns. This is easy to implement but could only improve the
local fidelity. Model-based OPC adopts mathematical mod-
els to represent the lithography process and moves the edge
segments on the mask gradually.

As a critical OPC method, ILT treats mask optimization
as an inverse imaging problem that can be solved numer-
ically. It aims at optimizing the carefully designed objec-
tive function and adjusting the pixelwise mask back-
ward. A variety of attempts have been made in ILT to
improve both the printed pattern fidelity and the process
robustness [6], [7], [9]–[11].

Back in the early 1990s, Liu and Zakhor [12], [13]
proposed a branch-and-bound algorithm together with a simu-
lated annealing algorithm to systematically design predistorted
masks. However, this method turns out to be very time con-
suming. Sherif et al. [14] introduced the linear objective func-
tion with unconditional constraints to solve the nonlinear mask
optimization problem iteratively. Granik [15] discussed and
compared the linear, quadratic, and nonlinear methods to solve
the inverse mask optimization problem and presented a model-
based algorithm with SRAF insertion [16]. Yu and Pan [17]
proposed a topological invariant pixel-based OPC to balance
the printed contour fidelity and the degree of mask manufac-
turing difficulty. Poonawala and Milanfar [6], [18] put forward
the model-based OPC and employed the steepest descent algo-
rithm to improve the efficiency of the optimization process.
They then developed the regularization framework to enhance
the quality of aerial image [9]. Shen et al. [19] performed 2-D
discrete cosine transformation (DCT2) on the target image,
which could keep its feature while reducing the mask complex-
ity. Zhang et al. designed a new pixel-based cost function [20]
which could reduce the computational complexity and lessen
the dependence on the initial conditions. Jia et al. [10] incor-
porated the focus variation into the source-mask optimization
cost function to improve both the printed pattern fidelity and
the process robustness. Liu and Shi [11] used the homotopy
continuation framework to accelerate the optimization and
improve the mask manufacturability. Gao et al. [7] pushed
this further by directly optimizing the edge placement error
(EPE) and suppressing the process variation band (PV Band)
simultaneously.
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Fig. 1. Comparison of mask complexity. (a) Is the target pattern. (b) Is
the mask generated by pixelwised OPC [7]. (c) Is mask generated by our
proposed level-set method.

However, the mask optimized by the pixelwise ILT
still contains unwanted tiny outliers and fractures, creating
obstacles to the mass production. As an alternate ILT strategy,
the level-set algorithm has been widely explored [21]–[24].
Different from regarding every pixel on the mask as an iso-
lated unit, the level-set method tracks the evolution of the
mask boundary to reduce the geometric deviation in the final
printed image [25]. This improves the mask continuity and
suppresses the degree of irregularity. Fig. 1 compares the mask
generated by pixel-based ILT and level-set algorithm. Given
the desired pattern in Fig. 1(a), the mask in Fig. 1(b) con-
tains many unwanted outliers and fractures while the mask in
Fig. 1(c) is much cleaner.

The mathematical expression of the level set is first
proposed in [25], which described the technical details of
the propagation of the mask fronts. In [26], the level-set
method was adopted in the lithography processing problem.
It was further used to solve inverse problems with con-
straints [27]. Shen et al. [21] applied the level-set method
to the inverse lithography problem and developed the mask
optimization framework. Besides, they further considered the
process variations as random variables and incorporated them
into the framework for robust design [22]. Lv et al. [23]
enhanced the computational efficiency and pattern fidelity by
adopting conjugate gradient (CG) descent and adjusting the
time step. Geng et al. [24] modified the objective function
taking the focus and variations into account and used the
hybrid CG method to achieve stable convergence. However,
the performance can still be improved. In conventional gradi-
ent descent optimization, the search direction could oscillate
in different directions. Besides, when approaching the local
optimal, the learning rate keeps decreasing. Those could
lead to slow convergence and sometimes get stuck in local
optimum. To overcome this, the momentum-based gradient
method utilizes the gradient from past iterations to decide
the search direction by introducing a momentum term. The
search path could be smoother and the direction becomes more
steadily toward global optimal using the momentum strategy.

In this article, we develop a comprehensive momentum-
based level-set method to acquire better fidelity printed pat-
terns. We propose a new process window-aware cost function
that could not only suppress the influence of the process con-
dition variation but also help reduce the EPE. To get better
convergence and improve the optimization stability, we also
develop a novel self-adaptive CG (SACG) method which could

switch from different kinds of search velocities automatically.
The compute unified device architecture (CUDA) toolkit is
also used to perform graphics processing unit (GPU) acceler-
ation which could substantially reduce the runtime. In recent
deep learning-based mask optimization flow [28], the output
masks from neural networks are quasi-optimized which need
further refinement. Besides, those generated masks are in irreg-
ular shapes which are challenging for mask optimization flows.
As a high-performance ILT flow, our method is also robust
enough to handle rough initial masks, which makes it prac-
tical for our method to work as a post-refinement of other
quasi-optimized mask optimization flows. We apply the mask
filters with alternate sizes on the irregular input masks and
balance between the complex local features with global prop-
erties. We test our method on the benchmarks released by IBM
on ICCAD 2013 contest [29], and the results show our method
could outperform the top winner of ICCAD 2013 and several
previous methods. The main contributions of our methods are
listed as follows.

1) We propose a novel process variation-based cost func-
tion, which could suppress the PV Band meanwhile
reducing the EPE.

2) We develop a momentum-based SACG method to
improve the convergence and enhance the optimization
stability.

3) We adopt the GPU acceleration scheme and reduce the
time of the optimization notably.

4) We take the roughly optimized masks as the input
and adjust the resolution to improve the computational
efficiency and mask quality.

5) We perform experiments on ICCAD 2013 contest bench-
marks and the results turn out to be prominent among the
top winner of the contest and some previous algorithms.

The remainder of this article is organized as follows.
Section II gives an introduction to the lithography process
and formulates the inverse lithography problem, including two
important evaluation metrics. Section III gives the detailed
elaboration of the level-set framework with an efficient process
variation-based cost function, the input mask resolution adjust-
ment strategy, and a novel SACG method. Section IV details
experimental results and comparisons, followed by conclusion
in Section V.

II. PRELIMINARIES

In this section, we introduce the preliminaries on the lithog-
raphy model and the mask optimization problem. Related
variables and mathematical operators are listed in Table I.

A. Lithography Process

The lithography process is composed of an optical projec-
tion model and a photoresist model. The incident light passes
through the mask and sends the spatial information of the mask
pattern M(x, y) into the optical projection system. The input
light intensity distribution is transformed to the aerial intensity
distribution I(x, y) on the wafer plane. Due to the diffraction
effect, the aerial image can be expressed based on Hopkins
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TABLE I
VARIABLES AND OPERATORS USED IN THIS ARTICLE

diffraction theory [30]

I(x, y) =
K∑

k=1

μk|hk(x, y)⊗M(x, y)|2. (1)

In above equation, hk(x, y) is the kth optical kernel func-
tion and μk is the corresponding weight. We apply the Kth
order approximation to simplify the simulation, and K = 24
is the total number of optical kernels in accordance to the
contest [29].

The aerial image I is then transformed into the wafer image
R by comparing the aerial intensity to the photoresist inten-
sity threshold. To simulate this process, we adopt the constant
threshold model here. The mathematical expression is given
as follows:

R(x, y) =
{

1, if I(x, y) ≥ Ith

0, if I(x, y) < Ith
(2)

where Ith is the intensity threshold that controls the binary
image on the wafer plane.

B. Inverse Lithography Technique

Due to the low-pass property of the band-limited lithography
system, the printed wafer image R is typically a blurred version
of the input mask M as is written in (1).

The objective is to synthesize a predistorted binary mask
so that the corresponding printed image could be as close to
the target image R∗ as possible. Mathematically, this equals
to minimizing the geometric distance between the nominal
printed image with the target image

M∗ = argmin
M

∥∥R− R∗
∥∥2
. (3)

In above equation, ‖ · ‖ is the Euclidean norm (L2 norm).
Once the image is printed on the wafer plane, several metrics
are measured to evaluate the quality of the image. In the fol-
lowing parts, the introduction of two metrics called EPE and
PV Band will be given.

C. Edge Placement Error

EPE is evaluated as the geometric distortion of the target
image. As is shown in Fig. 2(a), probe points are set equidis-
tantly on every horizontal and vertical edges. If the distance
D from target to the printed image is larger than the EPE
constraint thEPE, we label it as an EPE violation

EPE violation(x, y) =
{

1, if D(x, y) ≥ thEPE
0, if D(x, y) < thEPE.

(4)

Fig. 2. Two considered metrics. (a) Measurement of EPE. (b) Measurement
of PV Band.

Fig. 3. Evolution process of the level-set method. (a) Perpendicular distance
d from points to the mask contour. (b) Initial mask. (c) Mask pattern after t
iterations.

D. Process Variation Band

In real applications, process variation could cause the devi-
ation in the final printed image, leading to printed failure. It
is essential to maintain the robustness of printed images. PV
Band is utilized to evaluate such robustness, which is defined
as the exclusive OR (XOR) region between the outermost and
innermost contours under different process conditions, as is
shown in Fig. 2(b). In this article, the depth of the focus
(focus/defocus) and the intensity of incident light (dose) are
considered as the process variables.

III. LEVEL-SET-BASED ILT FRAMEWORK

In the level-set framework, the mask optimization process is
transformed into a contour evolution problem. Different from
many ILT methods in which each pixel is taken as an opti-
mized unit, the level-set method considers the mask boundary
as a continuum. Fig. 3 gives an example of the boundary evo-
lution process. To get the level-set function, first we need to
obtain the perpendicular distance d(x, y) from all points on the
mask plane to the mask boundary. An example in initialization
step is shown in Fig. 3(a). The initial position for the mask
boundary is represented by red contour in Fig. 3(b), the con-
tour divides the mask plane into three parts which could be
characterized by the level-set function ψ(x, y). The level-set
function values outside and inside the mask contour are set
to be positive and negative values of perpendicular distance
d(x, y), respectively, and the contour itself is zero boundary
of the level-set function. The mathematical representation is
given as follows:

ψ(x, y) =
⎧
⎨

⎩

−d(x, y), if (x, y) ∈ C−
0, if (x, y) ∈ ∂C
d(x, y), if (x, y) ∈ C+.

(5)

∂C is the boundary of the mask. C− and C+ are the inner
and outer regions of the mask, respectively. Once the initial
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mask contour is given by ψ0, the wafer image could be sim-
ulated and evaluated. After that error information could be
sent back to update the level-set function. The new mask
is adjusted based on the changed function value. This is an
iterative method and the mask could be updated to optimum,
as is shown in Fig. 3.

A. Level-Set-Based ILT

For level-set-based ILT, we adopt the binary mask. Whether
the pixel is transmitted or blocked is determined by the level-
set function ψ(x, y), the relation can be described as follows:

M(x, y) =
{

min, if ψ(x, y) ≤ 0
mout, if ψ(x, y) > 0.

(6)

In the above equation, min = 1 and mout = 0 means that the
pixel on (x, y) is determined to be inner and outer of the mask.
In general, this level-set-based ILT algorithm is developed to
reduce the pattern distortion which is described in (3). The
cost function can be expressed as follows:

Lnom(M) =
∥∥R− R∗

∥∥2
F. (7)

To enable the backpropagation, we use the sigmoid function
to approximate the step function in (2)

R = sig(I) = 1

1+ e−s(I−Ith)
(8)

where s is the steepness. By combining (1), (7), and (8), we
could get the detailed expression of the nominal cost function

Lnom(M) =
∥∥∥∥∥sig

[
K∑

k=1

μk|hk(x, y)⊗M(x, y)|2
]
− R∗

∥∥∥∥∥

2

. (9)

Given the cost function, the velocity v(x, y) can be deduced
based on [27]

v(x, y) = −∂Lnom(M)
∂M

|∇ψ(x, y)| (10)

where |∇ψ(x, y)| is the gradient of the level-set function. We
need to calculate the Jacobian of the cost function Lnom(M)
at M

∂Lnom(M)
∂M

= G(M) = ∂
∥∥R− R∗

∥∥2

∂M
= 2

(
R− R∗

) ∂R
∂M

= 2
(
R− R∗

)
R(1− R)

∂

∂M

×
K∑

k=1

(
μk|hk(x, y)⊗M(x, y)|2

)

= 2
(
R− R∗

)
R(1− R)
 ∂

∂M

K∑

k=1

μk

× (hk(x, y)⊗M(x, y))

(

h†
k(x, y)⊗M(x, y)

)

= 2 ·
{

hk ⊗
[(

R∗ − R
)
 R
 (1− R)⊗

(
h†

k ⊗M
)]

+ h†
k ⊗

[(
R∗ − R

)
 R
 (1− R)(hk ⊗M)
}
.

(11)

B. Process Variation-Aware Cost Function

To keep the optimization algorithm robust to different pro-
cess conditions, a process variation-aware cost function should
be taken into consideration. We propose a new cost function
that could help minimize the PV band area and, meanwhile,
improve the quality of printed images without aggravating
increasing computational burden

Lpvb(M) =
∥∥Rin(M)− R∗

∥∥2 + ∥∥Rout(M)− R∗
∥∥2
. (12)

To achieve a low cost value in (12), Rin(M) and Rout(M)
should be both close to the target image, which is stricter than
minimizing the distance between Rin(M) and Rout(M). This
adjusted cost function could guide the optimization process to
find the desired mask, which could generate the wafer image
with a tolerable PV band and less EPE number.

The total cost function is a linear combination of (7)
and (12)

L = Lnom(M)+ wpvbLpvb(M). (13)

The gradient of the total cost function can also be expressed
in a separate way

G(M) = Gnom(M)+ wpvbGpvb(M) (14)

where wpvb is the weight of the PV band cost function. The
calculation of Gpvb(M) is similar to (11).

C. Self-Adaptive Conjugate Gradient Method

CG methods are proved to be efficient when solving
optimization problems in large-scale systems. In our work,
the CG method is applied to help evolve from the initial level-
set function to the final result. Denote the velocity in the ith
iteration as vi

vi =
{−G(M)|∇ψ0|, if i = 0
−G(M)|∇ψi| + λivi−1, if i > 0

(15)

where λi is the CG coefficient characterized by the CG
method. In previous work, we adopt the Polak–Ribière–Polyak
(PRP) CG method proposed in [31], which is one of the widely
applied formulas for λi. In the PRP method, the expression of
CG coefficient is as follows:

λPRP
i = ‖Gi(M)|∇ψi|‖2 − Gi(M)|∇ψi| · Gi−1(M)|∇ψi−1|

‖Gi−1(M)|∇ψi−1‖2
.

(16)

However, we observe from the experimental results that
under some test cases, the evolution speed with PRP CG could
be unstable, and obtained solutions can be further improved.
In order to achieve better convergence, in this article, we adopt
a modified SACG method to achieve better results in aspects
of printed pattern fidelity and runtime.

The Fletcher–Reeves (FR) conjugate method proposed
in [32] offers another choice for velocity update

λFR
i =

‖Gi(M)|∇ψi|‖2
‖Gi−1(M)|∇ψi−1‖2

. (17)

It has been widely researched that the FR CG method is
globally convergent on general functions, while its drawback
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is sometimes it could cause a jam [33], [34], and for some
test targets, the optimization process using only the FR CG
method would take serval iterations without making significant
progress to the better masks..

To overcome these problems, we combine the PRP CG with
FR CG to make full use of the superiority of both methods.
The CG coefficient could be adjusted in a self-adaptive manner

λi =
⎧
⎨

⎩

−λFR
i , if λFR

i < −λPRP
i

λPRP
i , if λFR

i ≥
∣∣λPRP

i

∣∣
λFR

i , if λFR
i < λPRP

i .

(18)

D. Momentum-Based Updating Strategy

In our level-set mask optimization framework, the input
masks could be in irregular shapes which are generated from
other quasi-optimized mask optimization flow. Besides, the tar-
get patterns themselves for some test cases are sophisticated.
Therefore, it is necessary to further avoid the stuck and sup-
press the oscillations during the update of level-set function
ψ(x, y). In our work, the momentum term containing the his-
tory information of velocity is utilized to guide the search
direction

ψi+1(x, y) = ψi(x, y)+ (vi(x, y)+ αvvi−1(x, y))�t. (19)

In the above equation, αv is a hyperparameter controlling the
weight of velocity from the last iteration. It can be tuned from
case to case. This momentum-based term could help optimize
masks within fewer iterations on several benchmarks without
reducing the quality.

E. Mask Filters for Irregular Input

As a robust high-performance mask optimization method,
we could accept the complex masks as initial masks and refine
them to get desired wafer patterns. This capability shows great
practical value because our proposed mask optimization could
be concatenated to other quasi-mask optimization flows and
work as a postprocess. The framework is displayed in Fig. 4.
We display an example of an irregular initial mask and the
magnified view of a local area with and without mask filters, as
can be seen in Fig. 5. It can be observed that the output mask
from the previous optimization flow contains many nonrectan-
gular complex local features. The curvilinear edges composed
of a large number of short segments bring a heavy computa-
tional burden when calculating the level-set distance function.
Besides, the tiny local features sometimes lead to overfitting
and degrade the mask quality. In this article, we apply fil-
ters with different grid sizes on the input masks and decrease
the resolution. Fig. 5 displays two filtered results using 2× 2
filters and 4 × 4 filters, respectively, and the orange boxes
are filters in different sizes. For a filter with size (f , f ), we
check the transmissivity in every nonoverlapping (f , f ) square
region. If there exists at least one transmitted pixel in an (f , f )
region, then the whole region is transmitted, otherwise, it is
totally blocked. In this way, we maintain the major optimized
properties and abandon the minor local topological features.
The calculation of the distance to the mask boundary can be
significantly accelerated.

Fig. 4. Overview of Level-set mask optimization as postprocess of quasi-
optimization flow.

Fig. 5. Complex initial mask and the magnified details corresponding to
black-box area. (a) Raw magnified mask without using filters. (b) Magnified
mask area after 2× 2 filter. (c) Magnified mask area after 4× 4 filter.

F. Level-Set-Based ILT Mask Update Algorithm

Based on the techniques introduced above, we could build
a complete iterative algorithm to generate the optimal mask
using the level-set function. In the initialization stage, the ini-
tial mask M0 can either be shaped as the same with target
image R∗ or be generated from other quasi-optimization flows.
Then, level-set function ψ0(x, y) for the initial mask can be
calculated with (5) (line 1). The mask is sent into forward
lithography simulator and printed on wafer plane described
by (1) and (8). Once the wafer image R0 is generated, gradi-
ent of total cost function G0(M) is calculated by (11) (line 2).
From (15), the starting velocity v0 is set as the negative initial
gradient (line 3).
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(a) (b)

Fig. 6. Overview of GPU. (a) GPU architecture. (b) GPU programming model and thread hierarchy.

In every iteration, the optimization process starts from
choosing a proper time step �ti (line 5). In order to keep
the stability, we suppress the value of �ti with regards to the
maximum value of evolution velocity

�ti = λt

max(|vi(x, y)|) . (20)

In the above equation, λt is a constant time-step coefficient.
We set it to 2.5 in our experiment. Then, the change of level-
set function could be calculated using the momentum strategy
(line 6). The level-set function in the next iteration could be
updated based on (19) (line 7), leading to the correction of
the mask pattern (line 8). After that the wafer image is simu-
lated and evaluated (line 9), the gradient for the next iteration
could be computed (line 10), followed by the calculation of
new velocity (line 12). The loop will continue until the preset
iteration number N is achieved or the maximum velocity is
less than the tolerance ε, which means the optimization pro-
cess has found a stable result. The whole process is described
in Algorithm 1.

The updated mask in the last iteration loop is chosen as the
optimized mask M∗.

G. GPU-Enabled Acceleration

A GPU is formed by multiple units named streaming multi-
processors (SM) as shown in Fig. 6(a). Each SM can execute
many threads concurrently. CUDA is a parallel computing plat-
form and a programming model developed by NVIDIA for its
GPU. The NVIDIA CUDA Toolkit provides a development
environment for creating high-performance GPU-accelerated
applications. The parallel portions of a GPU application are
executed on the device as kernels. A kernel is executed as
a grid of thread blocks which is a batch of threads that can
cooperate with each other [see Fig. 6(b)].

Previous work [35] built a learning-based independent mask
printability evaluation framework, in which the author imple-
mented matrix-based concentric circle sampling (MCCS) with
CUDA to accelerate the feature extraction from layout pattern,
and this served as a preparation step for machine learn-
ing model training. This can be regarded as an indirect

Algorithm 1 Level-Set-Based ILT Method Flow
Require: : Target image R∗, initial masks M0, optical kernels

h1, . . . ,hk, resistant model steepness s, intensity threshold
Ith, max iteration number N, velocity tolerance ε.

Ensure: Optimized mask M∗.
1: Initialize: ψ0 ← M0;
2: G0(M)← ∂L0(M)

∂M ;
3: v0 = −G0(M)|∇ψ(x, y)|;
4: repeat
5: Time step: �ti ← λt

max(|vi(x,y)|) ;
6: Change: �ψi ← (vi(x, y)+ λvvi−1(x, y))�ti;
7: Level-set function: ψi+1 ← ψi +�ψi;

8: Mask : Mi+1(x, y) =
{

min, if ψ(x, y) � 0,

mout, if ψ(x, y) > 0,
;

9: Evaluate the printed image with Score function:
Ri+1, (Ri+1)in, (Ri+1)out;

10: Gradient of cost function: Gi+1(M)← ∂Li+1(M)
∂M ;

11: λi+1 ← SACG method;
12: vi+1 = −Gi+1(M)|∇ψ(x, y)| + λPRP

i+1 · vi;
13: until i ≥ N or |v|max ≤ ε

CUDA-based speedup method in the mask optimization pro-
cess. On the contrary, we implement the lithography simula-
tion process with CUDA and accelerate the mask optimization
process directly. As is expressed in (1), the level-set method
requires massive calls of forward lithography simulation which
brings a large amount of computational efforts from convolu-
tion operations. Based on the properties of convolution, we
can transform the calculation of aerial image intensity into
the following expression:

M ⊗H =
K∑

k=1

μk · (M ⊗ hk) =
K∑

k=1

M ⊗ (μk · hk)

= M ⊗
K∑

k=1

μk · hk (21)

where H is the general kernel function defined as the weighted
sum of the optical kernel functions. With this transformation,
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TABLE II
BENCHMARK STATISTICS

the general kernel function could be precomputed in a multi-
processing way. This could reduce convolution operations by
K times and greatly improve the efficiency of our approach.

We apply the fast Fourier transform (FFT) algorithm to
accelerate convolution operations. The FFT is a divide-and-
conquer algorithm for efficiently computing discrete Fourier
transforms (DFT) of complex or real-valued data sets. By effi-
ciently converting convolution operations between point-value
representation and coefficient representation, the FFT algo-
rithm reduces the convolution computations from O(N2) to
O(N log(N)). However, by profiling the runtime of the level-
set method, the runtime of the CPU-based FFT algorithm
takes nearly ninety percent of the total runtime. We imple-
ment the FFT algorithm using the CUDA Toolkit for GPU
acceleration. Our GPU-based FFT algorithm provides a sim-
ple interface to compute FFTs by leveraging the parallelism
of the GPU, which reduces the total runtime to a large extent.
Moreover, (21) can be computed with GPUs in parallel to fur-
ther reduce the total runtime. To the best of our knowledge,
we are the first to implement the CUDA-based acceleration
on the lithography simulation process. This hardware-based
acceleration is proved efficiently and can reduce the runtime
of one iteration significantly in Section IV. However, it is also
a general acceleration strategy and can be applied smoothly
in many other OPC frameworks, only if it is an ILT-based
method.

IV. EXPERIMENTAL RESULTS

Our level-set ILT algorithm is implemented in C/C++.
We adopt the 193 nm wavelength lithography system with
a defocus range of ±25 nm and a dose range of ±2%,
which is provided in the ICCAD 2013 contest [29]. We adopt
24 optical kernel functions in the optical model, and the
threshold intensity in the photoresist model is 0.225. The PV
band metric system and EPE checker module are also pro-
vided in the contest. For all following experiments, the targets
are ten benchmarks composed of rectangles and polygons in
different shapes released by IBM [29]. Each benchmark lay-
out is a 32 nm 1× metal layer. The size of the image is
2048 nm × 2048 nm with the resolution of 1 nm2 per pixel.
The pattern area of each benchmark is listed in Table II. The
outermost final printed pattern is generated at nominal focus
and +2% dose while the innermost printed pattern is generated
at defocus and −2% dose. The EPE violation threshold thEPE

is set to 15 nm. EPE is measured on the sample points located
on the pattern edges every 40 nm. In our experiment, target
patterns B1 and B3 are the most complex, and the primary
objective is to optimize the masks under nominal condition.
The weights of the PV band cost function wpvb in (14) for
them are 0.2. For other targets, the wpvb are set to be 2.5. The
weights of velocity from the last iteration in (19) for different
targets are set differently, ranging from 0.2 to 0.5.

To evaluate the effectiveness of our SA-Level-set mask
optimization method quantitatively, we adopt four metrics
described in [29], which are the number of EPE (#EPE), PV
Band area (PVB), runtime (RT), and the number of shape vio-
lations. The score function is the linear combination of those
metrics

Score = RT+ 4× PVBand

+ 5000× #EPE+ 10000× ShapeViol. (22)

In the above score function, ShapeViol is visually checked
from the final printed image.

A. Comparison With Different Level-Set Methods

In the first experiment, we compare our mask optimization
methods with recent other level-set-based methods. We imple-
ment our mask optimization flow on a single Nvidia Tesla
P100 GPU accelerator. The initial masks are shaped as the
same with target patterns. The lithography model is the same
in [29], and the metrics are calculated using (22). It is worth
mentioning that Shen et al. [21], [22] and Lv et al. [23]
used different benchmarks and metrics. For fair comparisons,
we build the flow described in these papers on our own
and test them on an Intel Xeon E5-2690 V4 CPU with
2.6 GHz and 32-GB RAM to obtain the converged results.
The detailed performance results are listed in Table III. The
“Level set” represents the primary level-set-based optimization
flow proposed in [21]. The “Robust-Level set” in [22] consid-
ers the influence of aberration conditions and aims to minimize
the expectation-orient objective function under different condi-
tions. The “CG-Level set” in [23] includes the PRP CG method
and Euler time step. The “FLSB-ILT” in [24] adds the PV
Band-based objection function to nominal cost. The “M-Level
set” in [36] represents our momentum-based level-set function.
The “SA-Level set” improves the M-Level set by adopting the
SACG method. Compared with previous level-set optimization
methods, our momentum-based level-set mask optimization
tactfully assembles the process variation-aware cost function,
CG method, and momentum-based updating strategy, and it
successfully gets better scores than previous level-set-based
methods.

In the last three columns of Table III, we apply the SACG
method and test the performance on the same test cases. The
SA-Level-set method could reduce the PVB value slightly
compared to the momentum-based level-set method for most
test cases without increasing the EPEs and, thus, achieves
0.7% improvements for the total scores. It can be seen the
significant contribution of the SACG method is accelerating
the convergence and reducing the runtime. Since the weight
of the runtime term in score function (22) is small compared
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Fig. 7. Runtime comparison with different level-set-based methods. For better display, we truncate the values above 1000 s, for those cases, the exact run
time is marked on the top.

TABLE III
COMPARISON BETWEEN DIFFERENT LEVEL-SET-BASED METHODS

with other terms, this improvement is considerable. The results
show the SACG method could enhance the level-set updating
algorithm and help to find a better resolution.

We separately present the runtime comparison of our meth-
ods with previous level-set-based methods. The runtime is
measured from the input of the target pattern to the produc-
tion of the optimized mask. For all methods listed in Table III
except for FLSB-ILT, the iterative optimization process stops
either when the maximum velocity of mask contour is smaller
than the threshold ε = 0.001, or the preset maximum iteration
number N = 50 is reached, as described in Section III-F.
For FLSB-ILT in [24], the optimization method stops when
the root mean square (RMS) of cost function (13) is smaller
than the tolerance value 0.1 or the maximum iteration num-
ber is met. The results are presented in Fig. 7. It is worth
mentioning that for the method that consumes time larger
than 1000 s for one test case, we truncate the bar to 1000 s
and add the exact runtime on top of it. As introduced in
Section III-G, the FFT part consumes more than 90% of the
total runtime on our CPU machine. This FFT algorithm could
be implemented in a multiprocessing way with GPU acceler-
ation and achieves a speedup of more than 5×. The overall
efficiency could thus be largely improved. By adopting GPU
acceleration, we significantly reduce the computational time
in all cases without degenerating the fidelity or robustness of
the masks. The SA-Level-set process with GPU has almost

5.4×, 6.0×, and 5.5× speedups compared with level set [21],
Robust-Level set [22], and CG-Level set [23], respectively. For
FLSB-ILT [24], they use the same litho model on the same
test cases. FLSB-ILT consumes more than 17× more average
time than the M-Level set. Compared with the SA-Level set
with CPU only, it could achieve more than 4.2× speed up.
Combined with the SACG method, our SA-Level-set method
could obtain 1.4× and 4.8× speedup compared with GPU and
CPU versions of the M-Level set, respectively, and achieve the
best among all compared methods.

B. Comparison With Different SOTA Methods

In the next experiment, we compare our methods with other
state-of-the-art process window-aware pixel-based OPC meth-
ods: MOSAIC_fast, MOSAIC_exact in [7], robust OPC in [4],
and PVOPC in [5]. The initial masks are shaped as the same
with the target pattern, which is consistent with other com-
pared methods. In this section, our methods are also tested on
a single Nvidia Tesla P100 GPU accelerator. Since all com-
pared methods use identical metrics and benchmarks and the
lithography system is also the same, the comparison can be
made directly. The detailed data are listed in Table IV.

It is worth mentioning Kuang et al. [4] offered their detailed
data to us, based on which we are able to compute the score
values using (22). Although the tradeoff between EPE counts
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TABLE IV
COMPARISON WITH STATE-OF-THE-ART OPC ALGORITHMS

Fig. 8. Runtime comparison with different OPC methods. For better display, we truncate the values above 1000 s, for those cases, the exact run time is
marked on the top.

and PV band area is still challenging to handle, our methods
successfully attain the best general performance with the low-
est score among all the compared methods. The performance
using the momentum-based level-set method without SACG
is 5.6% better than the fast version of MOSAIC work
(MOSAIC_fast). For the high-quality version MOSAIC_exact,
our result is still 1.6% better. Compared with the rule-based
robust OPC and PVOPC, our result has a general improvement
of 11.5% and 1.2%, respectively.

The results show our method could generate robust and high
fidelity pattern images on these benchmarks, and it reveals the
potential for achieving high-quality masks for other desired
patterns.

The runtime comparison is presented in Fig. 8. For
MOSAIC_fast and MOSAIC_exact in [7], the iterative
optimization processes stop when the RMS of gradients of all
pixels is smaller than tolerance value 0.015, or the iteration
number is already 20. In robust OPC [4] and PVOPC [5],
the mask is updated iteratively until the total number of EPE
violations is less than a threshold or the maximum number
of iterations is achieved. MOSAIC_fast adopts an alternate
gradient method to reduce computational time. It consumes
4.1× more runtime than the SA-Level set. MOSAIC_exact
sacrifices the computational efficiency to pursue a high-quality
mask, the SA-Level-set method achieves almost 24× speedup

on this. In an ILT flow, the simulations consume the most time
in the optimization process. As is explained in [4], in Robust
OPC, they only run the simulators in two process conditions
for each iteration and estimate the results in the third pro-
cess condition using the experimental data. Compared with it,
the SA-Level set is 2.7× faster. The rule-based PVOPC also
consumes 1.46× more time than the SA-Level set.

Fig. 9 displays the optimized masks of ten test cases
together with corresponding printed patterns and PV Bands.
The mask images are in good accordance with the target
images. Outliers and fractures are reduced, which makes the
masks more manufacturing friendly.

The wafer images of cases B5 and B6 in first ten iterations
are shown in Fig. 10 as the visualization of the optimization
process. For the first several iterations, the results are unsta-
ble and shots and cuts could appear in the printed images.
However, this could be corrected in the next few steps. In
our experiments, for most cases, the optimal masks could be
generated in 15 iterations.

C. SA-Level Set as Robust Postprocess

To evaluate the robustness of our SA-Level set working as a
postprocess, we conduct further experiments to refine the com-
plex output masks generated from a quasi-mask optimization
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Fig. 9. Level-set inverse lithography results. Columns correspond to ten test cases. Rows from top to bottom are: (a) target patterns; (b) optimized masks;
(c) printed wafer images; and (d) PV band.

Fig. 10. Visualization of the optimization convergence in first ten iterations. The object pattern of rows from top to bottom is cases B5 and B6, respectively.

TABLE V
COMPARISON OF DIFFERENT POSTPROCESSES

flow, the enhanced GAN (EGAN) flow in [28]. The targets
are the same as those in Section IV-B. We denote the test
case ID “EGAN-i” as the ith quasi-optimized input masks cor-
responding to the ith target. In order to observe and compare
the general performance of masks using different optimization
methods. We still adopt the score function in (22) as metric.
It is worth mentioning that we get the executable files from
Yang et al. [28], in order to keep the experimental conditions

consistent and get comparable run time data, We run all the
compared ILT refinement methods in this section on a macOS
machine with a 1.4-GHz Intel i5 CPU. The filtered masks
are set as initial masks in SA-Level-set optimization flow and
replace the pixel-based ILT refinement engine as described
in [28]. The detailed results are displayed in Table V.

The “MOSAIC” here represents MOSAIC_fast mask refine-
ment adopted in EGAN-OPC flow, as is explained in [28].
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MOMENTUM EFFECT COMPARISON

The M-Level set represents the EGAN generated masks with
the momentum-based level-set algorithm but without using
the SACG method and mask filtering. The “Filtered-Level
set” represents the optimization of the filtered mask using a
momentum-based level set, which the SACG method excluded.
To gain a better balance between local features and global
properties, and save memory storage, we use filters with the
size of (2, 2) and (4, 4) to reshape the quasi-optimized masks.
The “FSA-Level set” means the filtered masks optimized with
the self-adaptive momentum-based level-set algorithm.

The FSA-Level-set result has a great 12.4% improve-
ment compared with MOSAIC, which proves our complete
postoptimization process is able to generate state-of-the-art
masks compared with the traditional pixel-based ILT method.
Compared with the Level set, the FSA-Level set could achieve
1.2% improvement, this demonstrates the significant advan-
tages of the mask filter strategy. Besides, the mask filter
strategy could adjust the complexity of the input mask and
has strong robustness. We can concatenate our Level-set flow
to other mask quasi-optimization flow and work as a postpro-
cess. The FSA-Level set also exhibits 0.6% lower score value
compared with the Filtered-Level set, together with the results
in Section IV-B strongly proves the effectiveness of our SACG
method.

We also list the detailed runtime value and compare the
speed of different methods, as is shown in Table V. Compared
with MOSAIC, our FSA-Level set has a great 1.73× speed
up. For most cases, we could refine the same quasi-optimized
masks within fewer iterations. Compared with the level set
without using the mask filter strategy and the SACG method,
the FSA-Level set is 1.13× faster. We further analyze the
effect of the mask filter strategy and the SACG method. The
Filtered-Level set could accelerate the optimization process
compared with the level set, which validates the effective-
ness of the mask filter strategy. But it takes 1.046× longer
time compared with the FSA-Level-set result, which proves
the SACG method could guide the searching algorithm to bet-
ter masks with less time. This runtime superiority together
with the general performance improvement could significantly
prove the robustness of our FSA-Level-set method.

D. Ablation Study on Momentum Term of SA-Level Set

An ablation study is performed on the SA-Level-set
optimization process with GPU to investigate the influence
of the momentum strategy. The results are given in Table VI,
where “w/o. momentum” represents the update of the level-set
function is momentum excluded and only uses the latest veloc-
ity, while “w. momentum” refers to the momentum included
the optimization process. We compare the average values in

all four metrical aspects. The results show that the mask gen-
erated with momentum added could produce a more robust
pattern, and the average number of EPE violations could be
reduced with a smaller PV Band. Besides, the momentum
strategy could help accelerate the convergence by reaching the
best results in less time. Generally speaking, the momentum
strategy could bring comprehensive development and improve
the total score.

V. CONCLUSION

In this article, we develop a level-set inverse lithography
mask optimization method with CUDA speedup to generate
mask patterns with high fidelity and robustness in a very
short time. We formulate the new process variation-based cost
function to minimize the PV band and pattern displacement
effectively. A momentum-based CG algorithm is adopted to
help improve the convergence. To further enhance the mask
quality and accelerate the optimization process, we propose
the SACG method. The mask filters are adopted to improve
the robustness for irregular input, which makes our method
practical to work as a postmask optimization process. We also
use GPU to accelerate the optimization process. Numerical
experimental results show that our method could produce bet-
ter masks in a short time, and it is robust to different process
variations and complex input masks.
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