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Abstract—This article studies the robust deep stereo vision
in autonomous driving systems and counteracting adversarial
attacks. The autonomous system operation requires real-time
processing of measurement data which often contain significant
uncertainties and noise. Adversarial attacks have been widely
studied to simulate these perturbations in recent years. To coun-
teract the practical attacks in autonomous systems, novel methods
based on simulated attacks are proposed in this article. Univariate
and multivariate functions are adopted to represent the relation-
ships between the left and right input images and the deep stereo
model. A stereo regularizer is proposed to guide the model to
learn the implicit relationship between the images and character-
ize the loss function’s local smoothness. The attacks are generated
by maximizing the regularizer term to break the linearity and
smoothness. The model then defends the attacks by minimizing
the loss and regularization terms. Two techniques are developed
in this article. The first technique, SmoothStereo, explores
the basic knowledge from the physical world and smooth-
ness, while the second technique, SmoothStereoV2, improves
SmoothStereo through leveraging the smooth activation func-
tions during the defense. SmoothStereoV2 can learn and utilize
the gradient information concerning the attacks. The gradients
of the smooth activation functions can handle attacks for improv-
ing the model robustness. Numerical experiments on KITTI
datasets demonstrate that the proposed methods offer superior
performance.

Index Terms—Adversarial defense, autonomous system, local
smoothness, robust stereo vision.

I. INTRODUCTION

W ITH the arrival of the artificial intelligence era,
autonomous driving systems based on deep neural

networks (DNNs) have triggered a new revolution in travel-
ing and have a high potential to change the development of
cities. An autonomous driving system needs to complete the
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Fig. 1. Structure of a typical stereo-based deep vision model. There are two
sibling branches, e.g., feature extraction modules and RPN modules. Each
branch takes left and right images as input, respectively. The extracted feature
maps or object proposals are concatenated or reshaped into a single feature
map for further processing, e.g., regressing 3-D boundary cube, predicting
viewpoints, generating disparity maps, etc. Some models may concatenate
more branches after the sibling branches to conduct complicated tasks, relying
on the knowledge from these sibling branches.

following tasks: sensing, decision making, planning, and con-
trol. Among these, sensing is considered the most fundamental
and important task. In recent years, vision-based matching and
detection systems that utilize DNNs have been widely used as
sensing systems [2].

A stereo-based model is a vision-based system that exploits
sparse, dense, semantic, or geometrical information in stereo
imagery. Most of these models, e.g., Faster R-CNN [3], utilize
large feature networks as their backbone to extract features and
use region proposal networks (RPNs) to generate object pro-
posals which are then refined in subsequent modules. With this
rich information, we can get more accurate key points, view-
points, object dimensions, disparity maps, bounding boxes of
the 3-D objects, etc [4]–[10]. Usually, the left and the right
images cooperate in the stereo-vision system, as shown in
Fig. 1. Three-dimensional spatial knowledge is highly depen-
dent on the left and right stereo-pair images. Contrary to the
stereo systems, monocular approaches suffer from the lack of
accurate depth information and, as a result, cannot provide
comparable performance [8].

Although deep learning algorithms have demonstrated supe-
rior performance in many circumstances, recent researches
reveal that these algorithms are vulnerable to perturbations.
This security risk is hazardous for stereo models used in
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autonomous driving systems. Consequently, the concept of
adversarial attacks [11] came into being to measure these
perturbations. Typically, adversarial perturbations are crafted to
be invisible to human observers and indistinguishable from the
original image. This is achieved by constraining the �p norm
of the adversarial image to a predefined value that ensures
human imperceptibility from a pixel-difference perspective.
However, when added to images, adversarial examples cause
significant errors in the stereo model. Several adversarial attack
algorithms have been designed to attack DNN models [11]–
[19]. Szegedy et al. [11] first demonstrated the existence of
perturbations to natural images that can fool DNN models
into misclassification. To generate adversarial images more
efficiently, Goodfellow et al. [12] proposed a novel method
termed the fast gradient sign method (FGSM) to generate the
perturbations by computing the gradient of the loss function.
Intuitively, this method updates each input image pixel through
its gradient to maximize the loss while model parameters are
kept unchanged. FGSM utilizes the linearity hypothesis of DNN
models, i.e., designs of deep learning models encourage linear
behavior for computational gains. The basic iterative method
(BIM, also known as, I-FGSM) [16] extended FGSM by iter-
atively taking multiple small steps to adjust the perturbation
direction. Projected gradient descent (PGD) [17] studied the
adversarial perturbations from the perspective of optimization.
PGD initializes the search for an adversarial image at a random
point within the perturbation range.

Attacking the stereo models is more challenging compared
to attacking the classification models. Typically, a classifi-
cation model comprises a feature extraction module and a
classifier. In contrast, the stereo models are composed of many
complicated modules to learn enough knowledge, which would
contain lots of redundant information. The classification tasks
target the class labels in one-hot encodings, while the stereo
models detect vehicles that are more difficult. Chen et al. [20]
attacked detectors via the expectation over transformation
(EOT) technique—a method that computes the perturbation
by adding random distortions (e.g., resizing, rotation, etc.) to
natural images. Li et al. [18] attacked the shapes of bounding
boxes and classification labels simultaneously. Li et al. [19]
and Dong et al. [21] attacked more relevant objects by splitting
the whole image into subregions, e.g., foreground and back-
ground, or several superpixels. Adversarial examples also exist
in the physical world. Some adversarial images and road signs
are printed to fool deep vision models [16], [22]. Adversarial
T-shirts can deceive detection systems with a few adversarial
patches on the clothing [23], [24]. Athalye et al. [25] generated
adversarial 3-D objects via transformation-based methods.

Some adversarial defense algorithms have been proposed to
improve model robustness to attacks [26], [27]. A majority
of the literature introducing new adversarial attack methods
trained the models with their attacked inputs which is a prac-
tice termed adversarial training [12], [16], [17]. Some methods
modified the raw inputs by conducting preprocessing opera-
tions, e.g., random resizing [28] and data compression [29]
to introduce the perturbations to the inputs artificially and
help the model learn the critical information robustly under
the perturbations. SafetyNet [30] proposed to append an SVM

classifier to the models such that SVM can use the discrete
feature codes. For an input image, its discrete codes are com-
pared against the codes of training data to determine whether
it is an adversarial image. Generative adversarial networks
(GANs) [31], [32], composed of generators and discrimina-
tors, add two novel modules to help generate perturbations
and discriminate adversarial inputs. Stereopagnosia [33] dis-
cusses the influence of imposing traditional attack methods
directly on the stereo models and shows that the stereo models
are vulnerable to attacks. However, there has been no specif-
ically designed work done on defending against attacks on
stereo-based models to the best of our knowledge.

In this article, we propose a novel attack method with
a physically meaningful regularization term that considers
the characteristics of the stereo models and use a smooth
defense method based on adversarial training to tune the
model. Stereo-based models usually utilize the implicit spatial
information from the left and right images to extract features
independently, i.e., the sibling branches in Fig. 1. The con-
catenated features from these two images are further fused
to learn more information jointly, i.e., the single branch in
Fig. 1. Considering that these two types of mechanisms can
be modeled as univariate and multivariate functions, a novel
stereo-based regularizer targeting the overall loss of these
functions is proposed. The remainders of Taylor expansions
represent the regularizer term to characterize the local lin-
earity and smoothness of the loss surface. Our attacks tend
to break the smoothness of the loss surface by maximizing
the regularizer term to generate the perturbations. The direct
smooth defenses minimize the loss concerning the perturba-
tions to improve the smoothness. With these features, our novel
defense method can counteract adversarial attacks efficiently.
The proposed method is named SmoothStereo [1].

We further improve our method to be SmoothStereoV2
by using the smooth activation function during the model
defense. Some activation functions are employed, including
SoftPlus [34], exponential linear unit (ELU) [35], Gaussian
error linear unit (GELU) [36], and Swish [37], in place of
the widely used nonsmooth activation function rectified lin-
ear unit (ReLU) in existing stereo models. Compared with
the direct defense method in SmoothStereo, the smooth
activation function can capture and utilize more feature and
gradient information concerning the attack images during
defense training and introduce more smoothness into the
model without changing the model structures. Therefore, using
the smooth activation function ameliorates the loss function
during training, and the model is trained to be more robust
to perturbations. Furthermore, using smooth activation func-
tions will not cause extra inference costs because of no
changes to the model structures and tiny computation work-
loads of activation functions. The importance and effectiveness
of the smoothness have been emphasized in some previous
arts [38]–[42].

Focusing on the features and gradients is always of vital
importance to improve the robustness of the stereo mod-
els, and how to handle these has naturally been a critical
topic of the adversarial defenses no matter whether it is for
stereo applications or not [12], [16], [17], [26]–[28], [43].
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Studying the gradients is also a key topic of various appli-
cations and theoretical problems. Akiyama and Suzuki [44]
discussed the two-layer ReLU used in teacher–student learn-
ing and Asi et al. [45] proposed an adaptive gradient method
in convex optimization. Saito et al. [46], Jiang et al. [47],
Sitawarin et al. [48], and Cui et al. [49] focused on different
tasks with distinct settings from our stereo applications and
designed new loss functions to manipulate the gradients and
features in their problems.

The experimental results on the KITTI 2012 and KITTI
2015 stereo datasets [50], [51] show the outstanding
performance of our stereo-based perturbation generation
method and smooth defense method under various strengths
of attacks, compared with FGSM [12], PGD [17], and
I-FGSM [16].

The remainder of this article is organized as follows.
Section II introduces the problem to be addressed and
preliminaries. Section III explains our proposed method
SmoothStereo in detail. Section IV proposes the novel and
more powerful SmoothStereoV2 based on smooth acti-
vation functions. Section V summarizes the defense flow.
Section VI demonstrates the experiments, the results, and
analyses. Finally, Section VII concludes this article.

II. PRELIMINARIES

A. Adversarial Training

Adversarial training can be traced back to the rise of
adversarial attack algorithms [12]. The typical form of the
most representative adversarial training algorithms involves
two steps: 1) the generation of the adversarial image set via
adversarial attacks and 2) the defense training based on the
adversarial images. Most adversarial training methods perform
the following min–max training strategy shown in:

arg min
θ

E(x,y)∈D
[

max
δ∈�

L(x + δ, θ; y)
]

s.t. ‖δ‖p ≤ ε (1)

where D represents the dataset with x as the input image, y as
the ground truth, θ represents the model parameters, δ denotes
the perturbations, � is the perturbation set corresponding to
D, L(·) is the loss function, and E(·) represents the expected
loss over D. ‖ · ‖p is the �p-norm, which constrains the per-
turbation within ε such that the perturbation is imperceptible.
ε reflects the strengths of the attacks. The larger ε permits a
more extensive range of perturbations. The generated images
deviate farther from the clean images and, therefore, are more
harmful to the deep learning models. In comparison, a smaller
ε leads to weaker perturbations. Some experimental results
in Table IV can be taken as examples to illustrate this. For
simplicity, we use � to represent the candidate perturbation
set which is updated under the constraint ε. First, in (1), we
maximize the model loss to learn the adversarial perturbation
δ for each image x via gradient ascent

δi+1 = δi + s · ∇δi L(x + δi, θ; y)

δi+1 = clamp(δi+1;−ε, ε) (2)

Fig. 2. Generated object proposals and the final detected objects. The
proposals determine the final detection objects.

where s is the step size and i is the optimization step with

δ0 = random(−ε, ε) (3)

where random(·) is to generate the random initial perturbation
in [−ε, ε], and clamp(·) is the clamping function to force ‖δi‖p

to fall into the perturbation range. Sometimes researchers con-
strain δi ∈ [−ε, ε]. The input images with their corresponding
perturbations constitute the adversarial set. Second, the adver-
sarial set is used to tune the model parameters to minimize
the model loss via gradient descent

θ i+1 = θ i − η · ∇θ i L(x + δ, θ i; y) (4)

where η is the step size. δ is obtained by solving (2). The initial
parameter θ i=0 is obtained from the pretrained model. After
optimization via (4), the model with the updated parameters
is the robust model to counteract the adversarial attacks.

B. Deep Stereo Models

Deep stereo models have proved successes in autonomous
driving systems [6]–[10]. They are utilized to perform
the stereo matching, object detection, disparity prediction,
and regression tasks by exploiting semantic and geometric
information in stereo imagery. The network architecture can
be briefly divided into two parts, as shown in Fig. 1. The
first module contains two sibling branches that independently
extract features or generate object bounding proposals for the
left and right images. The subsequent module fuses the sibling
features and generates the boundary cube, key point, disparity
maps, and other related 3-D spatial information. An example
is shown in Fig. 2.

C. Problem Formulation

Denote xl and xr as the input left and right images, respec-
tively. The ground-truth features learned from the left and
right images are bl and br, e.g., the object proposals or the
disparity features. The model prediction objective is y, e.g.,
the object box and disparity map. Given a stereo-based model
with parameters θ and loss function L, our task is to solve the
following min–max problem:

arg min
θ

E(xl,xr,y)∈D
[

max
δl,δr∈�

Lo(xl + δl, xr + δr, θ; bl, br, y)
]
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Fig. 3. Bounding boxes generated for the left and right images.

s.t. ‖δl‖p ≤ ε, ‖δr‖p ≤ ε (5)

where δl and δr represent the perturbations on the left and right
images, respectively, and are both constrained within the per-
turbation budget ε. In this article, we propose new techniques
by manipulating the loss function to counteract the attacks.
For clarity, we denote the original loss function in (5) as Lo.
The optimization process of (5) follows (2) and (4), while the
specific form of the loss function is adopted to improve the
performance.

III. SMOOTH ADVERSARIAL STEREO METHOD

In this section, we propose the SmoothStereo method,
composed of the smoothness-driven generation of adversarial
attacks and the corresponding smooth defense based on these
attacks.

A. Stereo-Based Regularizer

The stereo-based deep models can handle various tasks
while different tasks can be modeled as distinctive forms of
objective functions. For example, the sibling RPN modules
generate bounding boxes for the left and right images, respec-
tively (as shown in Fig. 3). Therefore, we can model this part
as two independent univariate functions. The regularization
term should constrain both of these two functions. Regressing
the 3-D bounding box or generating the final disparity map
can be represented as a multivariate function. The features
learned from the left–right stereo pair are jointly used as inputs
to the multivariate function. Consequently, the regularization
term should also be able to handle multivariate functions. We
should consider both of these function terms in the regularizer
to characterize the local smoothness of the loss surface.

The features learned from the left and right images share
high intersections, e.g., the intersection over union (IoU) of the
two regressed bounding boxes in Fig. 3. This phenomenon is
consistent with the realistic understanding that stereo cameras
capture the same field of view from a rectified stereo pair with
a small level of disparity. However, the two features contain
differences influenced by physical factors, such as the dis-
tance between the car and the object, the object’s orientation to
the stereo camera, etc. These physical factors vary with envi-
ronments, making them expensive to measure accurately. For
simplicity, we compute the distance between the two features
to characterize the effects of the realistic physical factors.

Let fl(xl) and fr(xr) denote two univariate functions, to rep-
resent the features extracted from the left image xl and right
image xr, respectively. Therefore, the distance between fl(xl)

and fr(xr) is defined as follows:

d(xl, xr) = ‖fl(xl) − fr(xr)‖n (6)

where ‖·‖n is the �n norm. As mentioned above, the physical
characteristics are measured with d(xl, xr). After attacking the
images, the corresponding distance is computed as follows:

d(xl + δl, xr + δr) = ‖fl(xl + δl) − fr(xr + δr)‖n. (7)

The loss term for the sibling branches under attacks is
defined as follows:

Lb = ‖d(xl + δl, xr + δr) − d(xl, xr)‖n. (8)

To improve the robustness of the detection system, we
will minimize (8) to teach the model to reserve the phys-
ical characteristics under attacks. However, minimizing (8)
would possibly result in inflexible optimization and ambiguous
convergence status [52]. The specific hazard is that pushing
d(xl, xr) close to zero makes the model confuse the left and
right images. In other words, the optimization process forces
the left and right branches to output the same results, which
contradicts our goal. For example, d(xl, xr) = 0 would result
in fl(xl) = fr(xr). So is for d(xl + δl, xr + δr). Although the
original model loss function in (5) would alleviate this hazard
by computing the errors between the model results and the
ground truths, Lb would no longer be a help but a burden.

To counteract this optimization ambiguity, we add a mar-
gin m to reinforce the optimization of the distance func-
tions [52], [53]. Take d(xl, xr) as an example. fl(xl) and fr(xr)

are in symmetric positions in d(xl, xr). This means that adding
a positive margin to fl(xl) is equivalent to adding a nega-
tive margin to fr(xr). The margin-based distance functions are
shown as follows:

d(xl, xr) = ‖fl(xl) − fr(xr) + m‖n

d(xl + δl, xr + δr) = ‖fl(xl + δl) − fr(xr + δr) + m‖n. (9)

The same margin m is shared in the two distance metrics
because we expect the model to recover the same results after
being attacked.

The tasks using the fused features learned from the early
module can be modeled as multivariate functions. Denote the
multivariate function as fm(xl, xr), and the function with per-
turbations as fm(xl + δl, xr + δr). We hope the model can get
the same result for the attacked images, therefore the loss term
to be minimized is defined as follows:

Lm = ‖fm(xl + δl, xr + δr) − fm(xl, xr)‖n. (10)

Unlike (9), we do not add a margin here since the features
learned from the perturbed images should equal the original
parts. Lm in (10) is distinct from the original loss function Lo

in (5) though they both use the two inputs. Usually, the Lo

computes the cross-entropy loss on the final results while Lm

computes the distance between the features. Specifically, fm(·)
is the feature tensor in the model rather than the final model
outputs.

Both the Lb and Lm can be added to the loss function as the
stereo-based regularization terms. Together with the original
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loss function Lo in (5), the new optimization objective function
is defined as follows:

L = Lo + Lb + Lm. (11)

Using this L makes our method different from the other
general adversarial methods. For the �n norm in the above
formulations, we usually use the �1 norm for simplicity.

B. Local Smoothness Optimization

Recent work has demonstrated that the robustness of mod-
els usually suffers from the nonlinearity of loss surface and
gradient obfuscation. To simulate the perturbations to attack
the models, violating the linearity of the loss surface is of
help [54]–[56]. Therefore, we propose optimizing the problem
from the perspective of local smoothness while considering the
regularization terms defined above.

Lb defined in (8) is transformed to a formulation shown as
follows:

Lb = ‖‖fl(xl + δl) − fr(xr + δr) + m‖1

− ‖fl(xl) − fr(xr) + m‖1‖1 (12)

where we use the �1 norm for simplicity. The nested norm
parameters are challenging to be solved and m is to be deter-
mined before the optimization. Besides, the difference between
the two terms in ‖ · ‖ is at a high magnitude, while the loss
surface usually has a low magnitude. Inspired by recent work
which approximates the regularization term by the remainder
of its Taylor expansion [54], [55], we propose to relax (12)
as (13). Refer to the Appendix for the details of the relaxation
process

Lb ≤ ‖fl(xl + δl) − fl(xl)‖1 + ‖fr(xr + δr) − fr(xr)‖1

≤ ‖δl∇xl fl(xl)‖1 + γl(ε, xl)

+ ‖δr∇xr fr(xr)‖1 + γr(ε, xr) (13)

where δl∇xl fl(xl) is the first-order term in the Taylor expansion
of fl(xl + δl), and δr∇xr fr(xr) is of fr(xr + δr). γl(ε, xl) and
γr(ε, xr) are the maximums of the high-order remainders of
the Taylor expansions. They are defined as follows:

hl(ε, xl) = ‖fl(xl + δl) − fl(xl) − δl∇xl fl(xl)‖1

hr(ε, xr) = ‖fr(xr + δr) − fr(xr) − δr∇xr fr(xr)‖1

γl(ε, xl) = max
‖δl‖p≤ε

hl(ε, xl), γr(ε, xr) = max
‖δr‖p≤ε

hr(ε, xr)

(14)

where hl and hr represent the high-order remainders for the
left and right images, respectively.

With (13), we can not only erase m but also relax (12)
to its upper bound. Considering the tradeoff between com-
putational workload and model accuracy, the higher order
remainders, e.g., the second-order gradient, are not computed.
The insights behind (13) are straightforward: the difference
between fl(xl + δl) and fl(xl) is constrained by the first-order
gradient term and the high-order remainder of the Taylor
expansion of fl(xl + δl). hl and hr are suitable measures of
how linear the surfaces are within the perturbation range ε.
This kind of quality is called local smoothness measure. By

minimizing the smoothness terms, we will enhance the loss
surface’s smoothness and improve the model’s robustness.
On the contrary, to attack the model, we can manipulate the
input images to maximize the smoothness term to break the
smoothness of the loss surface.

As to the multivariate regularizer Lm, it follows a similar
relaxation strategy. fm(xl + δl, xr + δr) is approximated by

fm(xl + δl, xr + δr) ≈ fm(xl, xr) + δl∇xl fm(xl, xr)

+ δr∇xr fm(xl, xr). (15)

Thus, we can form the following bound:

Lm ≤ ∥∥δl∇xl fm(xl, xr) + δr∇xr fm(xl, xr)
∥∥

1

+ γm(ε, xl, xr) (16)

where γm(ε, xl, xr) is the maximum of the high-order remain-
der hm(ε, xl, xr). They are defined as follows:

hm(ε, xl, xr) = ‖fm(xl + δl, xr + δr) − fm(xl, xr)

− δl∇xl fm(xl, xr) − δr∇xr fm(xl, xr)‖1

γm(ε, xl, xr) = max
‖δl‖p≤ε,‖δr‖p≤ε.

hm(ε, xl, xr). (17)

Combining (14) and (17) together, we define the regular-
ization term for high-order remainder as Lh, as shown as
follows:

Lh = hl(ε, xl) + hr(ε, xr) + hm(ε, xl, xr). (18)

Similarly, we combine all of the first-order gradient terms
together, and then we have the regularization term L∇ defined
as follows:

L∇ = ‖δl∇xl fl(xl)‖1 + ‖δr∇xr fr(xr)‖1

+ ‖δl∇xl fm(xl, xr) + δr∇xr fm(xl, xr)‖1. (19)

By maximizing Lh, we can break the smoothness of the
loss surface, so as to generate powerful adversarial images.
By minimizing these regularization terms together with the
original loss, we can train the model to improve the smooth-
ness and defense the perturbations. Therefore, we rewrite the
min–max formulation in (5) and (11) as follows:

arg min
θ

E(xl,xr,y)∈D
[

Lo + L∇ + max
δl,δr∈�

Lh

]

s.t. ‖δl‖p ≤ ε, ‖δr‖p ≤ ε. (20)

The min–max formulation is computed on batches of
input images during the generation of adversarial images and
the model training. The method proposed in the section is
shorted as SmoothStereo. The inner maximization is the
smoothness-driven generation of adversarial images, and the
outer minimization is the smooth defense.

IV. SMOOTH GRADIENT DEFENSE

As mentioned above, SmoothStereo consists of two
parts: 1) smoothness-driven generation of adversarial images
and 2) smooth defense. In this section, we propose to enhance
SmoothStereo as SmoothStereoV2 by using the smooth
activation functions to introduce smoothness to the model
structure and further improve the loss function (20) to defend
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the attacks. In other words, the novel SmoothStereoV2 is
composed of smoothness-driven image generation and smooth
defense with a smooth loss function, as shown in (26).

A. Smooth Gradient Method

During defense training, the model learns the stored pertur-
bations to improve the model’s robustness and tune the model
parameters. Improving the model robustness usually forces the
stereo model to deviate from the original distribution of the
clean images to the perturbations in the attacks. These pertur-
bations would possibly do not exist in some scenarios. These
would result in the degradation of the inference accuracy on
the images with weak perturbations. Tsipras et al. [57] claimed
that the model robustness may be odd with the model accu-
racy, and there exists a tradeoff. Zhang et al. [58] identified
the tradeoff as a guiding principle in defense training and
proposed a novel defense method, composed of an empirical
risk minimization term and a regularization term, to push the
classification boundary away from the data. Wang et al. [59]
proposed a dynamic training strategy to gradually increase
the convergence quality of the adversarial examples and pro-
vide a theoretical guarantee on the defense convergence. Some
researchers suggest improving accuracy by enhancing the gen-
eralization ability of the model to suit a wide range of various
inputs. Yang et al. [60] combined dropout with robust train-
ing methods to obtain better generalization and proposes to
use a novel locally Lipschitz classifier. Balancing the robust-
ness and accuracy is difficult, while these methods only focus
on trivial classification tasks and require heavy model train-
ing from scratch. The actual application scenarios are intri-
cate, thus making these methods targeting classification tasks
not applicable, especially in our complicated stereo-based
tasks.

As mentioned in the above section, violating the smoothness
of the loss surface generates powerful perturbation samples.
Inspired by this, we propose that increasing the smoothness
of the model during defense training would help improve
the robustness to attacks. In this article, we propose to
use a smooth activation function to preserve more details
about the gradients to increase the model’s smoothness and
robustness [40], i.e., smooth gradient learning.

The most widely used activation function in stereo models is
ReLU, a nonsmooth function that introduces nonlinearity into
the network [3], [4], [7], [8], [10]. Typically, a stereo model
is deep and stacks tens of ReLU functions. Using the ReLU
function, the activation values that are less than 0 are forced to
be 0 to improve the sparsity of the data to help emphasize the
crucial data. The ReLU function and its gradient function are
shown in (21) and Fig. 4. Any features less than 0 are forced
to be zero while their gradient values are also zeros. There
is an abrupt change of the gradient at x = 0. General model
training methods use ReLU to ignore the details deliberately
to improve the model’s generalizability and avoid overfitting
because of the redundancy in the training sets. With these
characteristics, ReLU has been used as primary layers in the
existing deep learning models, including the stereo models
discussed in this article. For example, there are 11 and 34

Fig. 4. ReLU function and its gradient function.

ReLU layers in AANet [10] and Stereo R-CNN [8]

f (x) = max(0, x)

f ′(x) =
{

0, x ≤ 0
1, x > 0.

(21)

We conjecture that preserving more gradient information
help improve the ability to perceive disturbances. However,
when x ≤ 0, the activation values and gradients of ReLU
are all equal to 0, and Fig. 4 shows the abrupt changes of
the gradient value at x = 0. This characteristic is adopted to
force to model to forget many details to improve the model’s
generalizability and avoid overfitting since the deep learn-
ing models are usually trained with more than hundreds of
epochs on thousands, even millions of images. In comparison,
in our problem, a smooth function curve and a smooth gradi-
ent curve are preferred to preserve more information since the
stereo models ought to be trained to be sensitive enough to the
subtle perturbations, in a few training epochs with hundreds
of adversarial images and based on the pretrained models.
Meanwhile, the models should perform well under various
attacks, including weak and strong attacks. The function and
gradient values should change continuously, and close to zero
should be held and distinguishable. To deal with this problem,
we propose using the smooth approximation of the ReLU
function, including SoftPlus [34], ELU [35], GELU [36], and
Swish [37].

SoftPlus and its gradient function are given as follows:

f (β, x) = 1

β
log(1 + exp(βx))

f ′(β, x) = 1

1 + exp(−βx)
(22)

where β is a hyperparameter to control the gradient.
ELU takes the smooth form and the gradient function is

shown as follows:

f (x) =
{

x, x ≥ 0
exp(x) − 1, x < 0.

f ′(x) =
{

1, x ≥ 0
exp(x), x < 0.

(23)

GELU weights the inputs nonlinearly by their magnitude,
rather than gates inputs by their sign as in ReLUs. GELU takes
the form f (x) = x · �(x), where �(x) is the cumulative dis-
tribution function of the standard normal distribution. GELU
and its gradient function are approximated [36] as (24) to ease
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Fig. 5. Smooth activation functions and their gradient functions, with β = 1
and β = 15 for SoftPlus.

computations

f (x) = 0.5x
(

1 + tanh
[√

2/π
(

x + 0.044715x3
)])

f ′(x) = 0.5 tanh
(

0.0356774x3 + 0.797885x
)

+
(

0.0535161x3 + 0.398942x
)

sech2
(

0.0356774x3 + 0.797885x
)

+ 0.5. (24)

Swish and its gradient function are shown as follows:

f (x) = xσ(x)

f ′(x) = xσ(x) + σ(x)(1 − xσ(x))

with σ(x) = (1 + exp(−x))−1. (25)

Compared with ReLU in Fig. 4, abrupt changes do not exist
in these smooth activation functions. The values close to zero
(which means they are subtle and difficult to perceive) are well
reserved. During the defense training with smooth activation
functions, the loss value is backpropagated to update the model
parameters concerning these small values to make them more
sensitive. In contrast, in the nonsmooth ReLU models, their
corresponding parameters are ignored and remain unchanged.
Using smooth activation functions does not introduce addi-
tional model weights, thus keeping the model structures and
inference procedures consistent with the ReLU-based models.
The computation workloads of the activation function are neg-
ligible compared with the computationally heavy layers, such
as various types of convolutions and fully connected layers.

Examples of these smooth activation functions and their gra-
dient curves are shown in Fig. 5, with β = 1 and β = 15 for
SoftPlus. Compared with ReLU in Fig. 4, the functions and
gradient functions preserve more information, especially for
x ≤ 0. Though these gradient functions have distinct values
for the same x, the differences for different x are highlighted,
while in ReLU, there are only two values, 1 and 0.

B. Learning via Smooth Activation Functions

Learning via smooth activation functions helps improve
the model robustness to the attacks while considering more
to guarantee the performance under various intense attacks.
There are two categories of adversarial images, one for defense
training and one for testing (i.e., attacks after defense). For
SoftPlus with β values, detailed analyses are necessary to
handle various defense and testing images.

With the increase of perturbations in the generated adversar-
ial examples, the defense training, as shown in (20), increases

Fig. 6. SoftPlus functions and their gradient functions.

the model robustness to stronger attacks during testing.
However, the accuracies for test cases with weaker pertur-
bations degrade relatively, or the performance improvements
are unsatisfying. Some results are shown in the experiments
in Section VI-C. The β value in SoftPlus controls the gradient
of SoftPlus and the rate of value changes of the gradient func-
tion. The β values are adjusted to facilitate model robustness
to strong attacks. If using a smaller β, the curves deviate far-
ther from the x-axis at x = 0. As shown in Fig. 6, smaller β

values possess more f (x) values if x < 0 and have more com-
prehensive ranges of gradient values to update parameters. For
SoftPlus, β = 1 preserves more information compared with
β = 15. That means more information from the perturba-
tions and the more considerable differences between the clean
images and the perturbations are preserved. The differences
pull the model weights farther from the original weight dis-
tribution during defense training. Other activation functions
show more complicated phenomena. For Swish and GELU,
more gradient information is preserved compared with other
functions. For ELU, the gradient is consistent as 1 if x ≥ 0.
As to the function values shown in Fig. 5, ELU, Swish, and
SoftPlus with β = 1 possess higher diversities compared with
GELU. Therefore, in comparison, some critical information is
forgotten by GELU during inference.

We need to guarantee that enough information is learned
during defense training to enable the model to identify the
perturbations. Concerning the perturbation ε, if the adver-
sarial training images are generated under a tight constraint
(i.e., a small ε), using smaller β to preserve more information
is preferred since the perturbations are subtle. Suppose the
perturbation constraint is loose, i.e., a large ε and drastic per-
turbations. In this case, we prefer larger β values to avoid the
strong perturbations to pull the model too far from the origi-
nal distribution. Empirically, the β value in SoftPlus increases
as the perturbations of the adversarial images increase to
improve the overall performance and balance the robustness
and accuracy.

As mentioned above, Swish and ELU preserve more
information, therefore, have higher robustness to weak attacks
than GELU. Various SoftPlus functions are better than GELU
since more features will be preserved during inference.
Compared with the smooth defense training in (20), the
smooth gradient method based on smooth activation functions
improves the model performance. It provides the opportunities
to adjust the balance between robustness and accuracy via β

of SoftPlus. Both ReLU and smooth activations do not contain
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TABLE I
SUMMARY OF THE PROPOSED METHODS

learnable parameters. Although there are some exponential
and product operations in smooth activations, the computation
overheads are tiny compared to convolutions and FC layers.
Some inference latencies are listed in the experimental results
to illustrate this.

In summary, the adversarial images are generated by break-
ing the local smoothness. Then, the generated adversarial
images are used to fine-tune the model enhanced by smooth
activation functions. For clearness, the min–max optimization
formulation in (20) is reformulated as follows:

δl, δr = max
δl,δr∈�

Lh

arg min
θ

E(xl,xr,y)∈D
[
Ls

a = (
Ls

o + Ls∇ + Ls
h

)]
s.t. ‖δl‖p ≤ ε, ‖δr‖p ≤ ε (26)

maxδl,δr∈� Lh is discussed in Section III to generate the per-
turbations based on the original model in which ReLU is
used. Ls

o, Ls∇ , and Ls
h are the modified model loss terms by

replacing the ReLU in the original model with the smooth
activation function, where s denotes smooth. In other words,
smooth activations are only used to help tune the model
parameters during defense training and will not participate in
the generation of adversarial images. The enhanced defense
method proposed in this section together with the method
to generate the adversarial images in Section III is termed
SmoothStereoV2.

Here, we articulate the strength of the attack. A larger ε will
make the images deviate from the clean images farther, result-
ing in more errors, i.e., stronger perturbations. A smaller ε will
lead to weaker perturbations since the deviations are fewer.
Besides, PGD is regarded as a stronger attack method than
FGSM since PGD will result in more significant performance
degradations than FGSM for the same ε, as shown in Table IV.

V. OVERALL FLOW

In the previous sections, we discuss the stereo-based local
smooth regularizer in detail and introduce the smooth activa-
tion function to improve the defense performance. The local
smooth regularizer is maximized to generate the adversar-
ial images. The activation function, either SoftPlus, Swish,
GELU, or ELU, is adopted in the outer minimization to help
the defense training. For clarity, our proposed methods are
summarized in Table I. The overall algorithm framework is
shown in Algorithm 1. If SmoothStereoV2 is adopted,
smooth activation will be used. β is a hyperparameter for
SoftPlus, so we do not treat it as an input parameter of the
optimization flow. Without loss of generality, we use s to
denote the loss functions with smooth activations as shown
in (26), rather than introducing new notations to represent

Algorithm 1 Adversarial Training of Stereo-Based Model

Require: Clean image set D = {(xi
l, xi

r, bi
l, bi

r, yi)}N
i=1, num-

ber of samples N, batch size b, iterations of outer
minimization TO, iterations of inner maximization TI ,
model parameters θ , learning rate η of model parameters,
perturbation range ε, step size p of perturbation.

1: for t1 = 1 → TO do
2: Sample a batch B = {xi

l, xi
r}b

i=1 from D;
3: Generate random initial perturbation � = {δi

l, δ
i
r}b

i=1
for B, under constraint ε;

4: for t2 = 1 → TI do
5: Calculate Lh for the batch B;
6: Update � via back-propagation to maximize Lh,

with perturbation step size p;
7: end for
8: if Using SmoothStereo then
9: Compute Lo, L∇ , Lh according to B and �;

10: Compute La = Lo + L∇ + Lh;
11: Update θ via back-propagation to minimize La,

with learning rate η;
12: else if Using SmoothStereoV2 then
13: Compute Ls

o, Ls∇ , Ls
h according to B and �;

14: Compute Ls
a = Ls

o + Ls∇ + Ls
h;

15: Update θ via back-propagation to minimize Ls
a,

with learning rate η;
16: end if
17: end for
18: return The new model with updated parameters θ .

the loss functions for these different activations separately.
According to the above discussions, to achieve the optimal
defense performance to various attacks, it is preferred to
defend through the SmoothStereoV2 based on adversarial
images generated with strong perturbations.

VI. EXPERIMENTAL RESULTS

A. Experimental Settings

This section evaluates our proposed methods, focusing on
the performance of smoothness-driven generation of adversar-
ial images and the smooth gradient defense. The mainstream-
ing stereo datasets, KITTI 2012 [50] and KITTI 2015 [51],
are adopted as the benchmarks. Some stereo-based tasks
are tested, including object detection Stereo R-CNN [8] and
stereo-matching AANet [10]. Powerful adversarial methods
are adopted as the baselines to generate the adversarial images,
i.e., FGSM [12], I-FGSM [16], and PGD [17]. The optimal
results are bolded. The direct adversarial defense, proposed
in [17], is used to defend against adversarial attacks, and the
results are compared with our proposed methods. The experi-
mental GPU platform is an Nvidia Titan Xp with CUDA 11.0,
and the total global memory is 12196 MB. The CPU platform
has 2 Intel Xeon Silver 4114 CPUs. In physical environments,
the perturbations should fall in a feasible range. We select
some perturbations to test our methods. In experiments, the
left and right images share the same perturbation ranges.

Authorized licensed use limited to: Chinese University of Hong Kong. Downloaded on November 22,2022 at 08:03:22 UTC from IEEE Xplore.  Restrictions apply. 



SUN et al.: COUNTERACTING ADVERSARIAL ATTACKS IN AUTONOMOUS DRIVING 5201

TABLE II
RESULTS OF ATTACKING STEREO R-CNN BY FGSM AND PGD

Fig. 7. Examples of results on FGSM attacks. The images from left to right are: original detection results (ground truth), adversarial images generated via
FGSM with ε = 2, defense results via direct adversarial training, and defense results via our SmoothStereo and SmoothStereoV2.

Fig. 8. Example of results on PGD attacks. The images from left to right are: original detection results (ground truth), adversarial images generated via
PGD with ε = 2, defense results via direct adversarial training, and defense results via our SmoothStereo and SmoothStereoV2.

In the object detection task Stereo R-CNN, we test our
proposed methods with two perturbation ranges ε = 0.7 and
ε = 2. In Stereo R-CNN, two sibling branches propose many
region proposals for the objects, and then a single branch
generates the final object boxes. The two KITTI sets are
fused to train and test Stereo R-CNN. In comparison, in the
stereo-matching task, AANet matches the features extracted
from the two sibling branches to learn the disparity knowl-
edge. Therefore, this task is more sensitive to the changes
of features and more vulnerable to attacks than the object
detection tasks. We test AANet with more perturbations,
ε = {0.7, 2, 2.55, 5.1, 10.2}. The perturbation step sizes for
these ε values are {0.01275, 0.051, 0.06375, 0.51, 0.765}. In
the experimental results, SmoothStereoV2 includes Swish,
ELU, GELU, and SoftPlus. A set of β values for SoftPlus
is tested, i.e., {1, 3, 5, 10, 15}. The experimental stereo-input
images are selected from KITTI sets, following [8] and [10].

B. Smooth Adversarial Methods on Stereo-Object Detection

Some experiments are conducted on object detection Stereo
R-CNN [8] to test our methods, compared with FGSM
and PGD. The detection performance metrics include AP2d
that representing the average detection precision of the 2-D
bounding box, AOS that representing the average orientation
similarity of the joint 3-D detection, AP3d that representing

the average detection precision of the 3-D bounding box, and
APbv that representing the average localization precision of the
bird’s eye view. The error statistics are computed according
to boxes with IoU ≥ 0.7 (IoU). The KITTI object detection
set has three categories of inputs: 1) easy; 2) moderate; and
3) hard, which reflect the difficulties of the detection tasks.
The perturbation step is 2.

The results of directly using FGSM and PGD to attack
Stereo R-CNN are listed in Table II. By applying attacks, the
detection qualities degrade significantly.

To improve the model robustness to these attacks, we use
direct defense training to tune the model with the FGSM-
and PGD-generated images as the defense training set. The
defense sets are generated with the same perturbations as
the testing sets. The testing results of our proposed meth-
ods are listed in Table III. The results show that our methods
SmoothStereo and SmoothStereoV2 outperform the
baselines significantly in most cases. SmoothStereo wins
the baselines, and SmoothStereoV2 with smooth activation
functions improves the performance further. The performance
improvements are pretty impressive for the instances under
PGD attacks, demonstrating the effectiveness of enhancing the
model smoothness under strong attacks.

Figs. 7 and 8 show some examples of using FGSM, PGD,
and our methods to defend against the attacks. The adversarial
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TABLE III
ACCURACY RESULTS OF TESTING STEREO R-CNN AFTER DEFENSE TRAINING

images mislead the model to misclassify cars and incorrectly
predict the object orientations. Direct defense training still
loses cars while misclassifying the granite steps as a car. In
comparison, our methods can correctly predict the locations
and directions of the vehicles. Moreover, our regularization
and smoothness terms outperform the original Stereo R-CNN
detection model in some cases. Fig. 7 shows that our robust
models correctly detect cars that were misclassified by the
original model. In Fig. 8, our methods detect the vehicle suc-
cessfully and find the nearest object that hinders the vehicle.
Our approach can also overcome the poor performance and
instability of Stereo R-CNN.

C. Smooth Adversarial Methods on Stereo Matching

To demonstrate the performance, we test our methods on a
more general stereo-matching task, AANet [10]. The perturba-
tion step is equal to 40. The performance metric is the average
L1 loss between the predicted disparities and the ground truths.
The lower loss value reflects better performance.

Without defense training, the results of attacking AANet
using the generated adversarial images are listed in Table IV.
The L1 loss for clean input images is 11.17. Our generated
adversarial images seriously mislead the model compared with
PGD and FGSM. As the perturbation range ε increases, our
advantages are more noteworthy. For example, for ε = 10.20,
the loss value under our SmoothStereo attack is 88.55,

TABLE IV
L1 LOSSES OF ATTACKING AANET ON KITTI 2015

9.97% higher than PGD, and 419.35% higher than FGSM. The
results also illustrate the strengths of attacks. Larger ε values
result in stronger attacks, i.e., more significant performance
degradations.

We analyze the performance of SmoothStereoV2 with
various β values of SoftPlus to illustrate the importance
of smooth gradients under attacks. Then, we compare the
performance on AANet after applying other defense training
methods to highlight our approaches further.
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Fig. 9. SmoothStereoV2 defense results with different β values and two
defense training sets, under various FGSM attacks.

Fig. 10. Defense sets are generated with ε = 5.10. FGSM represents FGSM-
based defense method. S.S. represents SmoothStereo defense. The β

terms represent the SmoothStereoV2 with these β values. ε = 0.7 is
weak attack and ε = 10.2 is strong.

β value of the SoftPlus function plays a vital role dur-
ing the model inference. By default, researchers set β as 1.
We will choose suitable β flexibly to adjust the gradient in
SmoothStereoV2. Some results are plotted in Fig. 9. First,
increasing the perturbation ε of the adversarial defense set
would remarkably improve the robustness of the model to
defend the attacks. As shown in Fig. 9, the L1 loss values
are usually higher than 20 with ε = 0.70 (i.e., weak attacks in
the training set), while most L1 loss values are smaller than
15 with ε = 10.2 (i.e., strong attacks in the training set). This
phenomenon is consistent with empirics that stronger pertur-
bations contribute more to the model’s robustness. Besides, if
the adversarial image set is generated with ε = 0.7, the default
β = 1 has good performance, especially when FGSM attacks
are stronger. However, if the adversarial defense set is gen-
erated with ε = 10.2, the performance of the default β = 1
is the worst while β = 15 is optimal. Larger β can always
guarantee performance under subtle attacks.

Generally, models perform well under weak attacks, while a
satisfying model should still perform well under strong attacks.
To illustrate our performance, we plot the results of AANet
after defense training under weak PGD attack ε = 0.7 and
strong PGD attack ε = 10.2, as shown in Fig. 10. Under strong
and weak FGSM attacks, the experimental results show similar
results. It demonstrates that our methods achieve consistent
performance under strong and weak attacks while the baselines
are inferior under strong attacks.

More results are listed in Table V for KITTI 2012
and KITTI 2015, including different defense meth-
ods and defense sets with different perturbations
ε ∈ {0.70, 2.00, 2.55, 5.10, 10.20}. The result values are
the average L1 losses of five attacks with attack perturbations
ε ∈ {0.70, 2.00, 2.55, 5.10, 10.20}. For KITTI 2015, the

TABLE V
L1 LOSSES OF ATTACKING AANET

results show that with the increasing perturbation ε of the
defense set, larger β contributes to the lower L1 loss. Swish
and ELU perform well on both the two KITTI sets, while
GELU achieves outstanding results on KITTI 2012. The fam-
ily of smooth activation functions shows good performance
on the strong PGD attacks on these two sets. Some practical
stereo-image examples are shown in Fig. 11 with β = 10.
The original model performs poorly on the perturbed images,
while after defense with our methods, the display map is of
high quality.

In summary, our proposed methods outperform the base-
lines significantly in improving the model robustness to strong
attacks while balancing the accuracies to subtle attacks. As
discussed above, traditional models with nonsmooth activation
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Fig. 11. Examples of AANet disparity results. The defense and test pertur-
bations are both with ε = 10.20. The images from top to down are: original
left and right images, perturbed left and right images, disparity map of the
perturbed images generated by the original model, and disparity map gener-
ated by SmoothStereoV2 with SoftPlus β = 10. Our disparity map can
well reflect the actual physical characteristics while the outputs of the original
model are of chaos.

TABLE VI
INFERENCE LATENCIES (MS) ON KITTI 2012

functions ignore information during inference and backpropa-
gation to avoid overfitting the redundant data. In our adversar-
ial problems, preserving information to counteract attacks is
essential. The model accuracy is also guaranteed since we can
handle weak attacks successfully. To achieve the optimal aver-
age performance under attacks, we suggest a strong defense set
generated by our smoothness-driven generation method with
large perturbation ε = 10.2, and the smooth defense method
SmoothStereoV2 with large β values for SoftPlus (e.g., β

= 10 or 15), Swish, or ELU.

D. Analyses on the Inference Costs

The time costs of model inferences are listed in Table VI.
We compare the inference latencies of baselines and our meth-
ods on KITTI 2012 and AANet. Each latency is the average
value of six trials. Results show that using our methods or the
baselines will not degrade the real-time inference performance
of the stereo model. In deep learning models, the computa-
tional workloads arise mainly from the convolutions and fully

connected layers. In comparison, the activation layers can be
finished quickly, thus impacting the inference speed slightly.

VII. CONCLUSION

To counteract adversarial attacks and improve the robustness
of object detection models for autonomous driving systems,
novel defense methods that explicitly consider the physical
meaning of the stereo-based models are proposed in this arti-
cle. Our regularization terms can help the model learn the
relationships between the left and right images and physical
meanings. These terms reflect the local linearity and smooth-
ness of the loss function. Furthermore, a smooth defense
method based on the smooth activation function is proposed
to improve the model’s smoothness during defense training.
An optimal defense strategy is summarized based on our
smoothness-driven generation of adversarial images and the
smooth defense method. It is shown in the results that our
methods outperform the baselines significantly. To the best of
our knowledge, this is the first work proposing novel meth-
ods specifically for the stereo-based problems in autonomous
systems.

APPENDIX

RELAXATION OF EQUATION (12)

According to the triangle inequality

||a| + |b|| ≤ |a ± b| ≤ |a| + |b| (27)

which is one of the defining property of the normed vector
space [61], (12) can be relaxed to a upper bound

Lb = ‖‖fl(xl + δl) − fr(xr + δr) + m‖1

− ‖fl(xl) − fr(xr) + m‖1‖1

≤ ‖fl(xl + δl) − fr(xr + δr) + m

− (fl(xl) − fr(xr) + m)‖1

= ‖(fl(xl + δl) − fl(xl)) − (fr(xr + δr) − fr(xr))‖1

≤ ‖fl(xl + δl) − fl(xl)‖1 + ‖fr(xr + δr) − fr(xr)‖1. (28)

The left and right images are in the symmetric positions
in (28), i.e., fl(xl + δl) − fr(xr + δr) leads to the same
deduced results with fr(xr + δr) − fl(xl + δl). Furthermore,
fl(xl +δl) can be approximated by its first-order Taylor expan-
sion fl(xl) + δl∇xl fl(xl). Thus, we can have the following
bound:

‖fl(xl + δl) − fl(xl)‖1

= ‖δl∇xl fl(xl) + fl(xl + δl) − fl(xl) − δl∇xl fl(xl)‖1

≤ ‖δl∇xl fl(xl)‖1 + ‖fl(xl + δl) − fl(xl) − δl∇xl fl(xl)‖1

≤ ‖δl∇xl fl(xl)‖1 + γl(xl, ε) (29)

where γl(xl, ε) is defined as the maximum of the remainder
of the first-order Taylor expansion of fl(xl + δl), i.e.

γl(xl, ε) = max
‖δl‖p≤ε

‖fl(xl + δl) − fl(xl) − δl∇xl fl(xl)‖1. (30)

Similarly, the term for the right image is relaxed as follows:

‖fr(xr + δr) − fr(xr)‖1 ≤ ‖δr∇xr fr(xr)‖1 + γr(xr, ε). (31)
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Given (29) and (31), Lb is further relaxed to its upper bound
as shown as follows:

Lb = ‖‖fl(xl + δl) − fr(xr + δr) + m‖1

− ‖fl(xl) − fr(xr) + m‖1‖1

≤ ‖δl∇xl fl(xl)‖1 + γl(xl, ε)

+ ‖δr∇xr fr(xr)‖1 + γr(xr, ε). (32)
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