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Abstract

Deep neural networks (DNNs) have been widely used re-
cently while their hardware deployment optimizations are
very time-consuming and the historical deployment knowl-
edge is not utilized efficiently. In this paper, to accelerate
the optimization process and find better deployment con-
figurations, we propose a novel transfer learning method
based on deep Gaussian processes (DGPs). Firstly, a deep
Gaussian process (DGP) model is built on the historical
data to learn empirical knowledge. Secondly, to transfer
knowledge to a new task, a tuning set is sampled for the new
task under the guidance of the DGP model. Then DGP is
tuned according to the tuning set via maximum-a-posteriori
(MAP) estimation to accommodate for the new task and fi-
nally used to guide the deployments of the task. The experi-
ments show that our method achieves the best inference la-
tencies of convolutions while accelerating the optimization
process significantly, compared with previous arts.

1. Introduction
Deep neural networks (DNNs) have shown great suc-

cesses in various application scenarios [1, 2, 3, 4]. How-
ever, the enormous computational intensities and heavy data
communications result in great challenges to inference. In
recent years, great efforts have been made to accelerate the
inference from various perspectives, including quantization
[5, 6, 7], pruning [8, 9, 10, 11], optimization of deployment
configurations [12, 13, 14, 15, 16], hardware-guided model
training [17, 18], neural architecture search [19, 20], and
etc. Many different platforms have been tested, e.g., mobile
devices [21, 22], FPGAs [23, 24], and GPUs [16, 25].

In this paper, we focus on the optimization of deploy-
ment configurations. Configurations represent the resource
allocations, scheduling, binding of DNN models on hard-
ware platforms, and etc. Traditionally, these optimization
methods are tightly coupled with hardware architectures
and model structures [26, 27, 28]. These methods usually
propose some analytical formulations to model the laten-
cies, and characterize the target DNN models and hardware

platforms with respect to some properties, e.g., the sizes of
layers, and the capacities of buffers. Therefore, these meth-
ods cannot be flexibly adapted to different models. Further,
some general deployment frameworks are developed, e.g.,
Halide [12] and TVM [13], which use some auto-tuning al-
gorithms to automatically find the optimal deployment con-
figuration for any given model and hardware platform. For
example, XGBoost [29] is used to build a boosted deci-
sion tree to predict the deployment performance of con-
figurations. Simulated annealing (SA) is used as the so-
lution searching algorithm. AutoTVM [14], which inte-
grates the above algorithms, is an automatic optimization
framework in TVM [13] and achieves outstanding perfor-
mance. GGA [16] takes advantage of a guided genetic algo-
rithm (GGA) to explore the candidate configurations, under
the guidance of an artificially designed scoring calculator.
CHAMELEON [15] proposes to use a proximal policy re-
inforcement learning algorithm to learn the actions to search
the configuration space progressively.

However, these automatic frameworks are still unsatisfy-
ing. Firstly, the optimization process is slow, resulting from
the large configuration space and the time-consuming com-
pilation process. Usually, the configuration space contains
more than millions of configurations, e.g., more than 200
million in the first layer of VGG-16. It is inevitable to tra-
verse lots of configurations to guarantee the performance of
the searching algorithm. It also takes a long time to com-
pile a configuration and do the inference to get the real on-
board latency. Therefore, the overall optimization process
is very slow, e.g., longer than a whole day. Secondly, al-
though lots of efforts are required to optimize the deploy-
ments of various DNN models, explicit empirics have sel-
dom been drawn from the historical data. Despite that many
duplicated works have been done to deploy some models,
we usually start from scratch to optimize new models even
though they are very similar to what has been deployed be-
fore. It is believed that with prior empirics, we can fur-
ther improve the inference performance. CHAMELEON
[15] leverages reinforcement learning to learn the evolution
rules of the deployment configurations from the historical
data. However, the experimental results show that the per-
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formance improvements mainly rely on adaptive sampling
(AS) which adjusts the searching scope adaptively, instead
of the policies of reinforcement learning. The guided ge-
netic algorithm (GGA) [16] explores the candidate config-
urations to evaluate the similarities between the new layers
and the history data, so as to guide the genetic evolution
process. However, this method relies on complex and tricky
evolution rules and the high-quality scoring calculator of
the similarities. These disadvantages make it hard to be
popularized in practical scenarios. And its deployment con-
figurations have worse inference latencies compared with
CHAMELEON [15]. Meanwhile, engineers are looking
forward to the advent of automatic optimization flows with-
out human interference. Ideally, the inputs of an automatic
optimization flow are the historical tuning data with no need
for manually designed rules.

To counteract these problems, on the one hand, it is ur-
gent to find an accurate method to estimate the performance
quickly without interacting with hardware to compile the
model and do the inference. On the other hand, historical in-
formation should be fully utilized to guide the deployments
of new models. In this paper, we propose a novel automatic
optimization framework based on deep Gaussian transfer
learning. Firstly, a deep Gaussian process (DGP) model is
built on the historical optimization data to learn the hidden
knowledge related to model structures, hardware character-
istics, optimal deployment strategies, and etc. Stochastic
variational inference is adopted to optimize the DGP. Sec-
ondly, when deploying a new DNN model, some efficient
initial configurations of this new model are sampled un-
der the guidance of the prior knowledge in the pre-trained
DGP model. Maximum-a-posteriori (MAP) estimation is
applied to tune the DGP model according to these initial
configurations, to make the DGP model accommodate for
the new task with no loss of the hidden knowledge. Fi-
nally, the tuned DGP model is used as a replacement to the
time-consuming compilations and on-board inferences dur-
ing optimization, to predict the performance values of new
configurations accurately. Our tuned DGP model acceler-
ates the optimization process remarkably while reducing the
inference latency of the final model deployment simultane-
ously. We test our method on various types of convolutional
layers and networks and results show that our method out-
performs the state-of-the-art baselines significantly.

The remainder of this paper is organized as the follow-
ing. Section 2 recaps the preliminaries. Section 3 illustrates
our motivations and deep Gaussian transfer learning algo-
rithm. Section 4 demonstrates the experiments and results.
Finally, we conclude this paper in Section 5.

2. Preliminaries
DNN layers can be represented as several for-loops. Typ-

ically, convolutional operations can be represented as a

for o in range(0, M):

for h in range(0, H):
for w in range(0, W):

for i in range(0, N):

for kh in range(0, KH):
for kw in range(0, KW):

Out[b][o][h][w] += W[o][i][kh][kw] 
⇥
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for b in range(0, B):

Figure 1: A seven-level for-loop of a direct convolutional
operation. B: batch size, M : number of output channels,
N : number of input channels, H: height of features, W :
width of features, KH: height of kernels, KW : width of
kernels. The size of weight tensor is [M , N , KH , KW ]
and the size of input tensor is [B, N , H , W ].

seven-level for-loop, as shown in Figure 1. It is important
to organize the hardware resources to conduct communi-
cations and computations and schedule these loops, i.e., to
determine an optimal deployment configuration.

2.1. Deployment of DNN models

The NVIDIA CUDA [30] is taken as an example to ex-
plain the programming abstraction architecture on GPU, as
shown in Figure 2. The programming architecture is com-
posed of grids, blocks, and threads, and some memories. It
provides fine-grained data parallelism, thread parallelism,
nested within coarse-grained data parallelism, and task par-
allelism. The dense computational task is partitioned into
smaller sub-tasks that can be conducted independently in
parallel in these blocks. Following the single instruction
multiple threads (SIMT) mechanism, each block is parti-
tioned into a group of threads that can run the same code
on different data synchronously. Except for GPU, other
platforms including FPGA and ASIC have similar process-
ing engines to conduct the DNN computations. Figure 3 is
taken as an example to illustrate how to partition the work-
loads of DNN models and map them to hardware. For sim-
plicity, the input tensor and weight tensor are represented as
matrices with sizes N×B and M×N , respectively. Firstly,
the input and weight are split into small rectangles, with
sizes step × block-factor and block-factor × step. The size
of the corresponding outputs is block-factor × block-factor.
To get the result of each output rectangle, its corresponding
input and weight rectangles are assigned to a CUDA block
to conduct the computations. Secondly, the computations
are further split into block-factor × block-factor threads.
Then these threads are assigned into some virtual groups to
be scheduled by the CUDA runtime system.

For clearness, all of the deployment settings (e.g., bind-
ings of blocks, and threads) to be determined are encoded
as the attributes of a feature vector which is termed as de-
ployment configuration. A deployment configuration can be
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Figure 2: A brief CUDA programming architecture [30],
composed of grids, blocks, threads, and some memories.
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Figure 3: The computation workloads are partitioned into
blocks and then further split to threads and virtual threads.

denoted as a feature vector x.

2.2. General Automatic Deployment Flow

To determine the optimal deployment configuration,
some automatic flows are developed, among which TVM
[13] is widely used. In TVM, deployment configurations of
layers in a DNN model are optimized layer by layer. Each of
the for-loops on M , H , and W is split into four sub-loops.
These four sub-loops are mapped to blocks, virtual threads,
threads, and in-thread-for-loops, respectively. The bound of
each sub-loop reflects the number of the allocated hardware
resources. Each of the for-loops on N , KH , and KW is
split into two sub-loops. These two sub-loops are mapped
to threads, and in-thread-for-loops, respectively. The de-
tailed information of deployment configurations is in the
appendix. To determine the number of resources allocated
to these sub-loops, i.e., the bounds of these sub-loops, a
comprehensive search space is defined, in which all of the
possible configurations to the resource allocations are con-
tained. The search space is usually composed of millions of
configurations.

3. Transfer Learning Based on Deep Gaussian
Processes

To avoid confusion, in the following, the model refers to
our proposed DGP model, and the DNN model to be de-

ployed on hardware is named as a task.

3.1. Motivations

In our problem, there are some great challenges, includ-
ing the undersized available dataset resulting from the time-
consuming design flow, and the uncertainties with respect to
the characteristics of hardware and models which are hard
to measure. Deep learning methods achieve outstanding re-
sults on many regression problems, but they are prone to be
overfitted with a lack of large training dataset in our prob-
lem and be overconfident. Previous researches have shown
that as the width of a one-hidden-layer neural network in-
creases to infinity, the network converges to a Gaussian pro-
cess (GP) model [31, 32, 33], which is a powerful nonpara-
metric distribution and has wide applications [34, 35, 36].
GP method grows in complexity to suit the data and is ro-
bust enough to the overfitting on small datasets while pro-
viding reasonable predictions as well as uncertainty estima-
tions. However, the GP models are limited by the expres-
siveness of kernel functions. Learning on a large and richly
parameterized space of kernels is expensive, and approxi-
mations are at risk of overfitting [37, 38]. A deep Gaus-
sian process (DGP) is a hierarchical composition of GPs
that can overcome the limitations of GPs while retaining the
advantages [39]. It can be regarded as a multi-layer neural
network with multiple, infinitely wide hidden layers [40].
The mapping between layers is parameterized by a GP, and
consequently, DGP can provide powerful uncertainty esti-
mations. It performs input warping or dimensionality com-
pression or expansion and automatically learns to construct
a kernel that works well on the data. With these advantages,
the DGP model is adopted in this paper, as the performance
estimator in the optimization process of deployment config-
urations.

Considering the diversities and relationships between de-
ployment tasks, it is imperative to transfer the knowledge
learned in the source domain (historical task) to the target
domain (new task). Some kernel learning methods are used
as transfer learning approaches to learn scalable, expressive,
and flexible kernels [41, 42, 43]. These methods rely on re-
training or joint learning on a large number of tuning points
of the new tasks. Note that we want to accelerate the search-
ing process, therefore the slow joint learning and data col-
lections are infeasible in our situation. These transfer learn-
ing approaches are also highly coupled with their regression
or classification methods, which hinders flexibility. Tradi-
tionally, Gaussian process models are fitted from scratch via
maximum likelihood estimation. In this paper, we propose
a novel transfer learning algorithm based on the maximum-
a-posteriori (MAP) estimation. The knowledge learned on
history is used as the prior of DGP. Then DGP is tuned via
MAP. This has similar philosophies with [44, 45], which
also introduce a prior in the model and then calibrate it via



posterior. Thanks to the knowledge learned on history, our
method does not require much data on the new task. MAP is
also easy to be solved with low workloads, so as to acceler-
ate the search of optimums and improve the quality simul-
taneously. With these advantages, MAP has been widely
used recently, e.g., reinforcement learning [46], structured
prediction [47], and statistical inference [48].

3.2. Our Automatic Optimization Framework

The overall optimization framework is shown in Fig-
ure 4. The DNN tasks are optimized layer by layer, follow-
ing previous arts [13, 15, 16]. Before starting to optimize a
new task, a deep Gaussian process model is built on the his-
torical optimization data. The DGP preparation step is task-
independent, i.e., the pre-trained DGP model can be used to
deploy other tasks. In Figure 4, the DNN task is represented
as a graph, in which each node is a layer. For each layer, a
searching space D containing all of the configurations of
this layer is generated. In the tuning stage, the pre-trained
DGP model is utilized as the criterion to sample some ef-
ficient initial configurations from D. These initial config-
urations are then compiled and deployed to get their on-
board performance values. These configurations and per-
formance values are denoted as a tuning set. The hyper-
parameters of the pre-trained DGP model are introduced as
the prior. Maximum-a-posteriori (MAP) estimation is used
to tune the pre-trained DGP model under the guidance of
the tuning set. The tuned DGP model is then adopted as the
performance estimator in the third stage (i.e., the optimum
searching stage). Various algorithms can be applied here
as the searching algorithm to find optimal configurations.
In experiments, we use simulated annealing as the search-
ing algorithm. The previous arts [13, 15, 16] interact with
hardware iteratively in the searching process to obtain the
real on-board performance. By contrast, our tuned DGP can
take the place of the real hardware and report the predicted
performance, so as to accelerate the searching remarkably.
All of the configurations found by the searching algorithm
are recorded and the final optimal deployment configuration
for this layer is selected from the record. The pseudo-code
of our framework is provided in the appendix.

3.3. Deep Gaussian Processes with Stochastic Vari-
ational Inference

Denote our task as f : x → y, with the deploy-
ment configuration vector x and its performance value y.
The historical optimization record is D = {X,y}, with
X = {x1, . . . ,xN} and y = {y1, . . . , yN}. For a sin-
gle layer Gaussian process, the non-parametric Gaussian
process places a GP prior over the value function f as
f(x) ∼ GP(µ(x), k(x,x′)), where µ(·) is the mean func-
tion and k(x,x′) is the kernel function. K(X,X) denotes
the kernel matrix, i.e., K(X,X)i,j = k(xi,xj). Given the
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Figure 1: (Left): Deep Gaussian Process illustration1. (Middle): Histograms of a random selection of
inducing outputs. The best-fit Gaussian distribution is denoted with a dashed line. Some of them
exhibit a clear multimodal behaviour. (Right): P-values for 100 randomly selected inducing outputs
per dataset. The null hypotheses are that their distributions are Gaussian.

resulting in a Bayesian ‘self-tuning’ covariance function that fits the data without any human input
[Damianou, 2015].

The deep hierarchical generalization of GPs is done in a fully connected, feed-forward manner. The
outputs of the previous layer serve as an input to the next. However, a significant difference from
neural networks is that the layer outputs are probabilistic rather than exact values so the uncertainty is
propagated through the network. The left part of Figure 1 illustrates the concept with a single hidden
layer. The input to the hidden layer is the input data x and the output of the hidden layer f1 serves as
the input data to the output layer, which itself is formed by GPs.

Exact inference is infeasible in GPs for large datasets due to the high computational cost of working
with the inverse covariance matrix. Instead, the posterior is approximated using a small set of pseudo
datapoints (⇠100) also referred to as inducing points [Snelson and Ghahramani, 2006, Titsias, 2009,
Quiñonero-Candela and Rasmussen, 2005]. We assume this inducing point framework throughout
the paper. Predictions are made using the inducing points to avoid computing the covariance matrix
of the whole dataset. Both in GPs and DGPs, the inducing outputs are treated as latent variables that
need to be marginalized.

The current state-of-the-art inference method in DGPs is Doubly Stochastic Variation Inference
(DSVI) [Salimbeni and Deisenroth, 2017] which has been shown to outperform Expectation Prop-
agation [Minka, 2001, Bui et al., 2016] and it also has better performance than Bayesian Neural
Networks with Probabilistic Backpropagation [Hernández-Lobato and Adams, 2015] and Bayesian
Neural Networks with earlier inference methods such as Variation Inference [Graves, 2011], Stochas-
tic Gradient Langevin Dynamics [Welling and Teh, 2011] and Hybrid Monte Carlo [Neal, 1993].
However, a drawback of DSVI is that it approximates the posterior distribution with a Gaussian. We
show, with high confidence, that the posterior distribution is non-Gaussian for every dataset that
we examine in this work. This finding motivates the use of inference methods with a more flexible
posterior approximations.

In this work, we apply an inference method new to DGPs, Stochastic Gradient Hamiltonian Monte
Carlo (SGHMC), a sampling method that accurately and efficiently captures the posterior distribution.
In order to apply a sampling-based inference method to DGPs, we have to tackle the problem of
optimizing the large number of hyperparameters. To address this problem, we propose Moving
Window Monte Carlo Expectation Maximization, a novel method for obtaining the Maximum
Likelihood (ML) estimate of the hyperparameters. This method is fast, efficient and generally
applicable to any probabilistic model and MCMC sampler.

One might expect a sampling method such as SGHMC to be more computationally intensive than a
variational method such as DSVI. However, in DGPs, sampling from the posterior is inexpensive,
since it does not require the recomputation of the inverse covariance matrix, which only depends on
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Figure 1: (Left): Deep Gaussian Process illustration1. (Middle): Histograms of a random selection of
inducing outputs. The best-fit Gaussian distribution is denoted with a dashed line. Some of them
exhibit a clear multimodal behaviour. (Right): P-values for 100 randomly selected inducing outputs
per dataset. The null hypotheses are that their distributions are Gaussian.

resulting in a Bayesian ‘self-tuning’ covariance function that fits the data without any human input
[Damianou, 2015].

The deep hierarchical generalization of GPs is done in a fully connected, feed-forward manner. The
outputs of the previous layer serve as an input to the next. However, a significant difference from
neural networks is that the layer outputs are probabilistic rather than exact values so the uncertainty is
propagated through the network. The left part of Figure 1 illustrates the concept with a single hidden
layer. The input to the hidden layer is the input data x and the output of the hidden layer f1 serves as
the input data to the output layer, which itself is formed by GPs.

Exact inference is infeasible in GPs for large datasets due to the high computational cost of working
with the inverse covariance matrix. Instead, the posterior is approximated using a small set of pseudo
datapoints (⇠100) also referred to as inducing points [Snelson and Ghahramani, 2006, Titsias, 2009,
Quiñonero-Candela and Rasmussen, 2005]. We assume this inducing point framework throughout
the paper. Predictions are made using the inducing points to avoid computing the covariance matrix
of the whole dataset. Both in GPs and DGPs, the inducing outputs are treated as latent variables that
need to be marginalized.

The current state-of-the-art inference method in DGPs is Doubly Stochastic Variation Inference
(DSVI) [Salimbeni and Deisenroth, 2017] which has been shown to outperform Expectation Prop-
agation [Minka, 2001, Bui et al., 2016] and it also has better performance than Bayesian Neural
Networks with Probabilistic Backpropagation [Hernández-Lobato and Adams, 2015] and Bayesian
Neural Networks with earlier inference methods such as Variation Inference [Graves, 2011], Stochas-
tic Gradient Langevin Dynamics [Welling and Teh, 2011] and Hybrid Monte Carlo [Neal, 1993].
However, a drawback of DSVI is that it approximates the posterior distribution with a Gaussian. We
show, with high confidence, that the posterior distribution is non-Gaussian for every dataset that
we examine in this work. This finding motivates the use of inference methods with a more flexible
posterior approximations.

In this work, we apply an inference method new to DGPs, Stochastic Gradient Hamiltonian Monte
Carlo (SGHMC), a sampling method that accurately and efficiently captures the posterior distribution.
In order to apply a sampling-based inference method to DGPs, we have to tackle the problem of
optimizing the large number of hyperparameters. To address this problem, we propose Moving
Window Monte Carlo Expectation Maximization, a novel method for obtaining the Maximum
Likelihood (ML) estimate of the hyperparameters. This method is fast, efficient and generally
applicable to any probabilistic model and MCMC sampler.

One might expect a sampling method such as SGHMC to be more computationally intensive than a
variational method such as DSVI. However, in DGPs, sampling from the posterior is inexpensive,
since it does not require the recomputation of the inverse covariance matrix, which only depends on
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Figure 4: Our automatic optimization framework, consists
of three stages, i.e., stage 1: DGP model preparation based
on the history data, stage 2: transfer knowledge to new
DNN layers, and stage 3: optimal configuration searching.

historical data D, y is assumed to be influenced by the zero-
mean Gaussian noise ϵ ∼ N (0, σ2

e), i.e., yi = f(xi) + ϵ.
The noise is indispensable to characterize the hardware un-
certainties which may be caused by real-time workloads,
temperature fluctuation, and etc. The function values with
respect to X are denoted as a vector f . Denote the hyper-
parameters as θ, including noises and parameters in the ker-
nel function. The marginal likelihood takes the form shown
in Equation (1).

P(y|θ) =
N∏
i=1

∫
p(yi|fi)p(fi)dfi = N (µ, K̃), (1)

where µ is the mean vector, K̃ = K(X,X) + σ2
eIN , and

IN is the identity matrix.
A DGP model stacks multiple single-layer Gaussian pro-

cesses. The outputs of the previous GP layer are the in-
puts of the next GP layer. For a DGP model comprised
of L layers, denote the value functions of these L layers
as {f1, · · · , fL}. Correspondingly, the function values on
inputs X are {f1, · · · ,fL}. Here f0 is defined as X .
The hyper-parameters in the l-th layer are represented as
θl. Based on the definitions of the single-layer Gaussian
process, the prior of a DGP model comprising L layers can
be written as Equation (2).

P(f l) = N (µl,Kl), l = 1, · · · , L,

P(y, {f1, · · · ,fL}) =
N∏
i=1

P(yi|fL
i ;θ

L)

L∏
l=1

P(f l|f l−1;θl),

(2)
where the hyper-parameters θl are solved via maximum
likelihood estimation which is computationally expensive.
For the training set with N configurations, the computa-
tion complexity of the gradients of K̃ with respect to θl

is O(N3). Besides, the marginal density is unavailable in



closed form or requires exponential time to compute [49],
thus making the inference hard.

Inspired by recent works on posterior approximations of
sparse Gaussian approximations, the stochastic variational
inference [49] is employed to accelerate the computations
of DGPs in this paper. The key technique is to introduce an
inducing configuration set Z = {z1, · · · , zL} with |zl| ≪
N and z1 ⊂ X . Denote the function values at configura-
tions zl as ul in the l-th layer. The basic assumption is that
{ul}Ll=1 is a sufficient statistic for {f l}Ll=1, so that the real
posterior P({f l,ul;θl}Ll=1|y) can be approximated given
a Gaussian distribution Q({ul}Ll=1). To achieve the best
{ul}Ll=1, KL divergence between P({f l,ul;θl}Ll=1|y) and
Q({f l,ul}Ll=1) is minimized with respect to the selection
of {zl,θl}Ll=1, as shown in Formulation (3).

min
{zl,θl}L

l=1

KL
(
Q({f l,ul}Ll=1)∥P({f l,ul;θl}Ll=1|y)

)
.

(3)
Formulation (3) can be transferred to be the equivalent for-
mulation as follows:

max
{zl,θl}L

l=1

logP(y|{zl,θl}Ll=1)

= max
{zl,θl}L

l=1

[
N∑
i=1

EQ(fL
i |u;xi,Z)[logP(yi|fL

i ;θ
L)]

]

−
L∑

l=1

KL[Q(ul)∥P(ul;θl)],

(4)

where P(y|{zl,θl}Ll=1) is the likelihood function. The
model hyper-parameters {zl,θl}Ll=1 are solved via Formu-
lation (4). For simplicity, denote {zl,θl} as θ̃l. Until now,
we have finished the training of our DGP model based on
the historical data D = {X,y}.

In this paper, the DGP model together with stochastic
variational inference grows in complexity to suit the his-
torical data and is robust enough to provide reasonable er-
rors that would result from hardware or system uncertainties
[40, 39, 49]. It also has a greater capacity to generalize and
contains more hidden information compared with previous
arts. The experimental results show us an outstanding per-
formance by using our DGP and its high transferability.

3.4. Transfer Knowledge to New Tasks

To transfer the hidden knowledge and empirics from the
known historical tasks (a.k.a., source tasks) to new tasks
(a.k.a., target tasks), two steps are required, i.e., finding a
good initial tuning data set and choosing a fast and efficient
transfer learning algorithm.

Firstly, to guarantee that adequate knowledge is learned
for the new task, it is crucial to find a good tuning data
set. Randomly picking some initial configurations from the
extremely large design space would introduce some ille-
gal configurations (i.e., with performance values equal to

zero) which cannot help us but wastes lots of time to com-
pile them. Besides, there is no guarantee that the histori-
cal data set is large enough to cover the data distribution of
the target task. The target task would also possibly have
a higher upper bound of performance values, which means
the mean value of the historical data might be smaller than
the mean value of the target task. Therefore, the tuning data
set should contain configurations with performance values
as higher as possible, to calibrate the mean function.

To handle these, the DGP model learned from the histor-
ical data is used as the empirical criterion to select suitable
initial configurations for the new task. A set which is large
enough is randomly sampled from the search space and then
fed into the DGP model to get the predicted performance.
We sort these initial configurations according to their pre-
dicted performance values and the configurations with top
s performance values are chosen as the tuning points, i.e.,
Xt = {xt

1, · · · ,xt
s}. The configurations in Xt are com-

piled and deployed on real hardware to get the real perfor-
mance set yt = {yt1, · · · , yts}. Denote {Xt,yt} as Dt, and
then Dt is used as the tuning set to calibrate the empirical
DGP model. Intuitively, a tuning set with high diversities is
better. However, in our context, the configuration space is
too large and only small parts have good performance. Our
target is to find the optimal configurations instead of char-
acterizing the whole configuration space. In other words,
we are interested in a small part of the solution space with
high performance. Besides, compared with the large space,
the size of the randomly sampled set and the number of the
sorted configurations are small, a basic situation is that these
sampled configurations will always scatter with high diver-
sities in the space. Therefore, finding a better initial tuning
set via our DGP is wise with no harm to the diversities.

Secondly, a fast and efficient transfer learning algorithm
based on MAP is proposed to tune the DGP model with
Dt. As mentioned above, the widely-used transfer learning
algorithms [41, 42, 43] are unsuitable in our situations for
several reasons. For the target task, with the help of MAP,
the model parameters are optimally determined by combin-
ing the hidden knowledge (in the form of the parameters
θ̃l) and Dt. For the convenience of explanation, we omit
the layer indices to lighten the notations. Denote all of the
parameters in the source task DGP model as θ̃ and the pa-
rameters for target task as θ̂. According to the Bayes’ theo-
rem, MAP is to find the optimal value of θ̂ (i.e., most likely
to occur) to maximize the posterior distribution P(θ̂|yt).
Specifically, P(θ̂|yt) follows Formulation (5).

P(θ̂|yt) ∝ P(θ̂) · P(yt|θ̂), (5)

where P(yt|θ̂) is the likelihood function in Formulation
(4). The prior of θ̂ is assumed to follow a Gaussian dis-
tribution with θ̃ as the mean value [45]. To accelerate the
computation, the MAP is implemented as an L2 regulariza-



tion term of θ̂ and θ̃, i.e., ∥θ̂ − θ̃∥22. The objective function
to tune the parameters is defined as Formulation (6).

max
θ̂

logP(yt|θ̂)− λ∥θ̂ − θ̃∥22, (6)

where λ is a hyper-parameter. Theoretically, L2 regulariza-
tion is equivalent to MAP inference with a Gaussian prior
on the parameters [50]. Compared with the traditional GP
methods which are fitted from scratch, our method with
prior θ̃ does not require too much data and saves time.

An important characteristic of deployment is that var-
ious computation operations would have a non-negligible
influence on the communication modes, resource alloca-
tions, and etc. For example, depthwise convolutions and di-
rect convolutions have distinct computation patterns. These
characteristics are hard to be summarized as a unified rule
even for senior engineers. To guarantee the performance of
our flow, DNN layers are categorized into some groups ac-
cording to their types. The knowledge is learned and trans-
ferred within each group.

4. Experiments
We implement our flow based on GPyTorch [51] and em-

bed it into TVM to validate the performance. Some ablation
studies are conducted. Layer-wise and model-wise perfor-
mance are analyzed and compared with the state-of-the-art.
Due to space limitations, we present some important set-
tings and representative results in the paper, and more de-
tails and results can be referred to the appendix.

4.1. Experimental Settings

Our experiments are running on an Intel(R) Xeon(R) E5-
2680 v4 CPU@ 2.40GHz. The hardware platform is an
NVIDIA GeForce GTX 1080Ti GPU and the CUDA ver-
sion is 9.0.176. For fair comparisons, models tested in pre-
vious work [14, 15, 16] are tested, including AlexNet [52],
ResNet-18 [53], and VGG-16 [54]. Further, MobileNet-
v1 [55] is tested. Note that the current deployment flows
[14, 15, 16] optimize the DNN models layer by layer. The
optimization algorithms and processes are independent of
the model structure, therefore simple model structures are
enough to validate our method with no need of using more
complicated DNN models. The representative DNN layers
widely used in both industries and academia are covered
in these models, including convolutional layers, residual
blocks, depthwise separable convolutional layers, and etc.
For the layers with the same structures, only the first of them
will be optimized and others directly use the same config-
uration for this layer. Besides, same with [14, 15, 16], we
focus on the optimizations of various convolutional layers,
and other types of layers are skipped, e.g., fully connected
layers and pooling layers. These other layers directly use
the settings provided by TVM.

AutoTVM [14], integrating XGBoost, simulated anneal-
ing, and etc., is used as the baseline. Besides, two outstand-
ing baselines are also compared, including DAC’20 GGA
[16] which uses a well-designed heuristic guided genetic al-
gorithm, and ICLR’20 CHAMELEON [15] which is based
on reinforcement learning and adaptive sampling algorithm.
In our method, we use the simulated annealing in TVM as
the searching algorithm and follow the same settings as Au-
toTVM and CHAMELEON. Our DGP is used as the per-
formance estimator and a replacement to GPU during con-
figuration searching, as mentioned in Section 3.2. The ra-
dial basis function is adopted as the kernel function. The
number of inducing points in variational inference is 128.
Notably, the experimental platforms and software versions
are distinct compared with other works, which would have
a significant effect on the search time and the performance
of the final deployments. For fairness, the results are ex-
pressed as ratios to the results of AutoTVM.

To illustrate the performance, three metrics are used, i.e.,
Giga floating operations per second (GFLOPS), the reduc-
tion of the inference latency, and the reduction of the search
time to find the optimal configuration. GFLOPS measures
the number of floating-point operations conducted by the
hardware per second during executing the model. It is used
as the optimization objective for each layer in our method
and the baselines. Inference latency is the final end-to-end
on-board inference time of the whole model. Search time
is the overall time cost to optimize the deployment of the
whole DNN model, including the interactions with hard-
ware and model tuning.

4.2. Layer Groups and Historical Data

As mentioned above, to guarantee the transferability of
prior knowledge, the DNN layers are categorized into some
groups. In this paper, we choose three criteria, including
layer type (e.g., direct convolution, or depthwise separable
convolution), kernel size (e.g., 3× 3, or 7× 7), and padding
type (e.g., no padding, or padding size = 1). These criteria
are fundamental factors that would have a great influence
on the deployment performance and usually bother engi-
neers. According to these criteria, VGG-16 has 1 group,
while ResNet-18, AlexNet, and MobileNet-v1 have 4, 3,
and 4 groups, respectively. The first layer of each group is
deployed via AutoTVM and the configurations explored by
AutoTVM in this process are collected as the historical data
for this group. This makes our method more practical in
demanding application scenarios.

4.3. Ablation Studies on the Proposed DGP

We perform ablation studies on our pre-trained DGP
model, i.e., evaluate the results of stage 1 in Figure 4. The
accuracies of directly using DGP trained on the historical
data to predict the performance of configurations of new
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Figure 6: The randomly sampled tuning set and the set selected according to DGP. The data are in descending order. There
are 300 configurations in each tuning set, and the X-axis is the index of the configuration.

layers are plotted, in comparison with the prediction perfor-
mance of the XGBoost used by AutoTVM. For fair com-
parisons, these two methods use the same training data, as
mentioned in Section 4.2. After training, they are directly
used to predict the performance without tuning. The root-
mean-square error (RMSE) of the predicted GFLOPS val-
ues is to characterize the prediction error. The results are
shown in Figure 5. The prediction accuracy of our DGP on
direct convolutional layers outperforms XGBoost remark-
ably, no matter whether with padding or not, or with vari-
ous sizes of kernels, or different sizes of strides. Our DGP
wins on most of the depthwise convolutional layers. As to
the performance of residual blocks, our method is also the
superior one. On these four models, our average results are
the best. It is demonstrated that our DGP models are able to
learn enough prior knowledge of the hidden characteristics
of the hardware architecture, model structures, and etc.

As mentioned above, the pre-trained DGP is used as the
empirical criterion to select a suitable initial configuration
set for the subsequent tuning stage. Note that our target is to
learn the good configurations instead of the whole configu-
ration space. Using our DGP will help choose the useful
configurations and will teach the model to learn more about
the characteristic of this layer. Examples of the sampled
configurations and their on-board GFLOPS values are plot-
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Figure 7: Comparisons between AutoTVM and ours. “Se-
lected” means the tuning configurations are selected by us-
ing our pre-trained DGP as the criterion. “Random” means
the tuning configurations are randomly sampled from the
configuration space without any prior knowledge.

ted in Figure 6. In experiments, the tuning set contains 300
configurations. Most of the configurations sampled via our
DGP model are feasible and have continuous GFLOPS val-
ues. In comparison, most of the randomly sampled config-
urations are infeasible on hardware. Besides, the maximum
GFLOPS of the random method is lower than ours which
means the DGP tuned on the random set is unable to give
higher prediction values for good configurations.



Table 1: Comparisons of Search Time and End-to-end Model Inference Latency

Model
AutoTVM [14] ICLR’20 [15] Ours

Search Inference Search Inference HV Search Search Inference Inference HV(h) (ms) Redu. (%) Redu. (%) (h) Redu. (%) (ms) Redu. (%)

MobileNet-v1 31.14 0.8980 - - - 10.06 67.69 0.7664 14.65 9.9168
AlexNet 6.28 1.3467 72.16 5.88 4.2409 2.14 65.96 1.2537 6.91 4.5573
VGG-16 19.92 6.7847 82.56 3.44 2.8418 4.61 76.83 6.4972 4.24 3.2556

ResNet-18 32.04 1.8248 76.67 4.16 3.1915 9.47 70.43 1.7305 5.17 3.6423

4.4. Ablation Studies on the Transfer Learning

To prove the effectiveness of our transfer learning
method, we compare the results of using the randomly sam-
pled tuning set with the results of using the tuning set se-
lected by our DGP (as mentioned in Section 3.4). The re-
sults are shown in Figure 7. The randomly sampled tuning
sets increase the inference latencies significantly because
the performance of most of the sampled configurations is
unsatisfying. Randomly sampling a small number of con-
figurations cannot introduce enough knowledge about the
optimal configurations, but confuses the pre-trained DGPs.

4.5. Performance of the Whole framework

Some results with respect to the reduction of search time
of the whole optimization process and reduction of model
inference latency are analyzed here, compared with the
state-of-the-art baselines. The detailed results are listed in
Table 1. The reported latency is the average of latencies
from 1800 on-board inference trials and is believed to be ac-
curate enough. Usually, there is a trade-off between search
time and model inference latency. To improve the model in-
ference performance, more configurations are sampled and
analyzed in the searching process. Consequently, the search
time increases, and vice versa. For fair comparisons be-
tween these two closely related and interacting metrics, we
introduce the concept of hypervolume (HV) [56]. Hyper-
volume is commonly adopted to measure the solutions of
multi-objective optimization problems. The reduction ra-
tios of inference latency and search time are multiplied, to
measure the overall performance, as shown in Equation (7).

HV = Redu. of Latency×Redu. of Search Time× 100.
(7)

Here the HV value is multiplied by 100 to adjust the order
of magnitude. The solution with a higher HV value is the
better one. The results prove the superior performance of
our method. Compared with ICLR’20 CHAMELEON [15],
though our reductions in search times are not optimal, the
reductions of the inference latencies are much better. Our
overall results are much better than CHAMELEON, with
respect to the HV values. In GGA [16], the authors reduce
the search time of ResNet-18 by 93.17% and reduce the in-
ference latency by 3.26%. Although they have the fastest
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Figure 8: The ratios of the GFLOPS values of VGG-16.

search speed, the inference latency is the worst. The HV
value of their method is 3.037, which is also worse than [15]
and ours. Accelerating the search speed too aggressively
does not worth the loss of the quality of results. The precise
search times and inference latencies of VGG-16, AlexNet,
and MobileNet-v1 are not provided in GGA [16]. For sup-
plementary, the GFLOPS values of VGG-16 are plotted in
Figure 8. Compared with AutoTVM, our method wins on
most layers and has a better average GFLOPS value.

Despite the existing trade-off between the searching time
and the inference latency, on-chip inference latency is ac-
tually the most critical metric since the model deployment
is “once for all”, which means no matter how much time
we spent to optimize the deployment, the faster on-chip in-
ference is more important than the faster optimization pro-
cess. From this perspective, our method also outperforms
the baselines significantly.

5. Conclusion

In this paper, a transfer learning algorithm based on a
deep Gaussian process (DGP) is proposed to optimize the
deployment of DNN models, by using the historical infor-
mation efficiently. The representative DNN layers and mod-
els are tested. Both the search time and inference latency
are reduced simultaneously. The experiments show that our
method outperforms the baselines remarkably.
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