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Contextual bandit serves as an invaluable tool to balance the exploration vs. exploitation tradeoff in various ap-
plications such as online recommendation. In many applications, heterogeneous information networks (HINs)
provide rich side information for contextual bandits, such as different types of attributes and relationships
among users and items. In this article, we propose the first HIN-assisted contextual bandit framework, which
utilizes a given HIN to assist contextual bandit learning. The proposed framework uses meta-paths in HIN to
extract rich relations among users and items for the contextual bandit. The main challenge is how to lever-
age these relations, since users’ preference over items, the target of our online learning, are closely related
to users’ preference over meta-paths. However, it is unknown which meta-path a user prefers more. Thus,
both preferences are needed to be learned in an online fashion with exploration vs. exploitation tradeoff bal-
anced. We propose the HIN-assisted upper confidence bound (HUCB) algorithm to address such a challenge.
For each meta-path, the HUCB algorithm employs an independent base bandit algorithm to handle online
item recommendations by leveraging the relationship captured in this meta-path. A bandit master is then
employed to learn users’ preference over meta-paths to dynamically combine base bandit algorithms with a
balance of exploration vs. exploitation tradeoff. We theoretically prove that the HUCB algorithm can achieve
similar performance compared with the optimal algorithm where each user is served according to his true
preference over meta-paths (assuming the optimal algorithm knows the preference). Moreover, we prove that
the HUCB algorithm benefits from leveraging HIN in achieving a smaller regret upper bound than the base-
line algorithm without leveraging HIN. Experimental results on a synthetic dataset, as well as real datasets
from LastFM and Yelp demonstrate the fast learning speed of the HUCB algorithm.
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1 INTRODUCTION

Contextual bandit provides a principled online method to optimize the performance of various
systems, e.g., online recommender systems, through learning from interactions with the user. For
the contextual bandit based online recommendation algorithms [1, 8, 15, 27], each item is mapped
as an arm in the contextual bandit, the observed information of an item with respect to a given
user is mapped as its contextual vector, and the user’s feedback to that item (e.g., click action)
is mapped as a reward. The algorithm sequentially recommends items to the user, and acquires
the user’s feedback on the recommended item. The goal of the algorithm is to discover an item
recommendation (arm selection) strategy on the fly, so that the user’s feedback in the long run
can be optimized, i.e., the cumulative reward is maximized. In general, the algorithm needs to
make a tradeoff between exploitation (i.e., leveraging users’ known preference) and exploration
(i-e., revealing users’ unknown preference). Contextual bandit algorithm is drawing increasing
attention in online recommendation problems and one can refer to [8, 27] for a thorough survey
of works in this research line.

In many applications, heterogeneous information, such as different types of attributes and re-
lationships of users and items, is usually available. For example, On Yelp,' a social network ex-
ists since users can follow other users. The location-based businesses have categories, and users
can write reviews to businesses as well. Such heterogeneous information captures rich relations
among users and items, and thus has a high potential to improve bandit learning, since knowl-
edge gathered about a user or an item can be used to assist the parameter learning of other
users or items. However, previous contextual bandit algorithms either do not consider any re-
lationships among users and arms [15, 28], or leverage only one single relationship, e.g., users’
friendships [6, 19, 29, 30]. This article is the first to utilize the rich heterogeneous information to
assist bandit learning.

This article proposes a new contextual bandit framework called HIN-assisted contextual bandit,
where a heterogeneous information network (HIN) and a set of selected meta-paths in the HIN
are given (please refer to Definition 1 for a precise description). Formally, the HIN [25] is a frame-
work to represent many types of entities and relations in a unified manner. For example, Figure 1
shows a simple example of HIN built from Yelp, which contains relations between users, categori-
cal and geographical attributes of businesses (i.e., arms), and so on. A meta-path is a path over node
types of HIN and each meta-path defines a new composite relation on HIN (please refer to Defini-
tion 2 for a precise description). For example, the meta-path “user—business—category—business”
in Figure 1 depicts how users prefer businesses with similar categories. In a HIN-assisted contex-
tual bandit, the objective is still to learn an arm selection (or item recommendation) strategy, by
utilizing the given HIN and selected relations, so that users’ overall satisfaction (cumulative re-
ward) can be maximized.

The main challenge of designing arm selection strategy while utilizing given relations is that
users’ preference over relations (or meta-paths) as well as over items are correlated, and both
these preferences are unknown. In other words, we need to learn both preferences in an online
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manner while balancing the exploration vs. exploitation tradeoff. To address the challenge, we de-
sign the HUCB algorithm. In the HUCB algorithm, the user’s preference over arms under different
meta-paths are learned online by a group of independent base bandit algorithms, which handle the
exploitation vs. exploration tradeoff. Meanwhile, the user’s preference over different meta-paths
are updated dynamically based on the performance of base bandit algorithms. Namely, if one base
bandit algorithm can predict the user’s preference over arms more accurately in previous rounds,
the user’s preference on this meta-path will be enlarged. However, inferring the user’s preference
over meta-paths solely based on the historical performance of base bandit algorithms will lead to
suboptimal solutions, i.e., trapped by suboptimal base bandits. For example, a base bandit algo-
rithm, which is exploratory initially (i.e., bad performance) but can excel later or may not even be
selected. Thus, we also develop a bandit master to dynamically ensemble base bandit algorithms
while balancing the explore/exploit tradeoft in learning user’s preference over meta-paths. We the-
oretically prove that the HIN-assisted upper condence bound (HUCB) algorithm achieves the
same-order of upper regret bound as the optimal algorithm where each user is served according to
his true preference over meta-paths (assuming the optimal algorithm knows the true preference).
Moreover, by leveraging HIN, we prove that the HUCB algorithm can achieve a smaller regret
upper bound (i.e., improved performance) than the baseline algorithm without leveraging HIN.
Experimental results on synthetic datasets, and real datasets from LastFM and Yelp, show that the
HUCB algorithm significantly outperforms the baseline algorithms.
In summary, our contributions are as follows:

— We formulate the first HIN-assisted contextual bandit to leverage rich relations on a given
heterogeneous information network (Section 2).

— We design the HUCB algorithm for HIN-assisted contextual bandit, and theoretically show
the benefits of leveraging HIN, which has similar performance as the optimal algorithm
where each user is served according to his true preference over meta-paths (assuming the
optimal algorithm knows this information). (Section 3).

— We conduct extensive experiments on synthetic datasets and real datasets from Yelp and
LastFM, and demonstrate the fast learning speed of the HUCB algorithm (Sections 4 and 5).

The reminder of this article is organized as follows. Section 2 presents the HIN-assisted contex-
tual bandit model and problem formulation. Section 3 presents the design and analysis of HUCB
algorithm, which solves the HIN-assisted contextual bandit problem. Section 4 presents the exper-
imental results on synthetic data. Section 5 presents the experimental results on real-world data.
Section 6 presents technical proofs to theorems and lemmas. Section 7 presents the related work
and Section 8 concludes the article.

2 PROBLEM FORMULATION

In this section, we first briefly introduce the traditional contextual bandit. Then, we generalize it
to leverage heterogeneous information represented by a heterogeneous information network.

2.1 Contextual Bandit

In contextual bandit, given a finite set of N € N, arms denoted by A, an agent aims at maximizing
cumulative reward in T € N, decision rounds through interacting with users. In recommendation
application, the agent can be mapped as the recommender system, and each arm a € A can be
mapped as an item. At eachround ¢t = 1,...,T € Ny, a subset of arms A; € A is shown to the
agent. Each arm a € A, is associated with a d-dimensional contextual vector x, ; € R4, which
describes the observable information of arm a and a given user u at round ¢, where d € N... Based
on the contextual information {X, ;}qcx,, the selected arms and received rewards in previous
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rounds, the agent chooses an arm a, from A;, shows the arm a; to the user u, and receives a new
reward or feedback denoted by r,, 4, ; € ¥ . For example, ¥ = {0, 1} models a binary reward, while
F = R models a continuous reward.

The goal of the agent is to maximize the expected cumulative reward in T rounds. Let
Zthl E[ry,q;,¢] denote the maximum expected cumulative reward in T rounds, where a; € A;
is the optimal arm at round ¢ for user u, i.e.,

Elru,a;,¢] 2 E[ru,a,¢], Ya € A;.
The goal of contextual bandit is formally defined as minimizing the cumulative regret in T rounds:
T
R(T) = 3" (Elruape] - Elrua.i]) - (1)

=1
A smaller regret R(T) implies that the cumulative reward is close to the optimal cumulative reward.
The agent needs to make a tradeoff between exploitation (i.e., choose the best arm estimated from
the reward history) and exploration (i.e., enquire arms to reveal users’ unknown preference).

In the standard contextual bandit problem, the reward r,, 4,,; is a function related to the contex-
tual vector x,, ; and an unknown parameter vector 6,. The parameter vector 6, can be mapped
as user u’s preference, and it is what the agent wants to learn. Let €; denote a random variable
representing the random noise in the reward. The noise captures uncertainty in reward and it can
be caused by human factors such as bias. The LinUCB algorithm [15] considers a reward function

R
Tu,a;t = Xat,teu + €4,

while hLinUCB algorithm [28] considers a reward function
Tua;t = (Xat,t’ Vat)Teu + €,

where v,, € R! denotes the unknown hidden features associated with arm a, that the agent also
needs to learn.

2.2 HIN-assisted Contextual Bandit

Previous works estimate {6, } (and {v,} if applicable) either independently for each user (for each
arm) [15, 28], or considering a single relationship, for example, users’ friendship [29]. However, in
many cases, additional information regarding to users and arms, e.g., users’ friendships, categorical
and geographical attributes of arms, can be obtained. Such information is beneficial to bandit learn-
ing, as they reveal the dependency between users and arms. Thus, the knowledge gathered about
a user or an arm can be leveraged to improve the parameter learning of other users or arms. The
heterogeneous information network, whose nodes are of different types and links among nodes
represent different relations, has been shown as an effective way to represent all these information
in a unified framework [22, 31]. Moreover, different types of relations among users and arms can
be obtained in the heterogeneous information network and we aim at leveraging those relations
to assist bandit learning.

Heterogeneous information network. We first give a formal definition of heterogeneous in-
formation network.

Definition 1 (HIN). A heterogeneous information network is defined as a directed graph G =
(V,8,K,R, ¢, V), where each element of the graph is defined as follows:

— V denotes a finite set of V € N, nodes representing users, arms, and so on.;
—& C V XYV denotes a finite set of directed edges, with [v;,v;] € & indicating a directed
edge fromv; € V tov; € V;
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Fig. 1. A single example is HIN from Yelp.

— XK denotes a set of all possible types associated with nodes;

— R denotes a set of all possible types associated with edges;

— ¢ : V — K denotes a node type mapping function, which prescribes a type ¢(v) for each
node v € V;

— ¢ : & = R denotes an edge type mapping function, which prescribes a type ¢/([vy, v]) for
each edge [v1,v;,] € E.

Figure 1 shows an example of a heterogeneous information network built on Yelp. It contains four
types of nodes, i.e.,
K = {“user”, “business”, “location”,‘category”},

and four types of links, i.e.,

R = { “user—business”, “business>location”, “businesse>category”, “user<>user” }.

One can observe that ¢(u;)="user”, ¢(b;)="business” and /(u; — b;) = “user—business”.
In this article, we emphasize that the HIN is allowed to be time-varying. Denote the HIN at
round ¢ as

Gt = ((Vt’ 81‘, (]<a Ra ¢9 w)

Here, the node-set V; and edge set &; may vary over round t, capturing that outdated items may
be deleted or the new item may be added. We consider a class of HIN G; satisfying that the type of
each edge is uniquely determined by the corresponding starting node type and ending node type.
Formally, the following holds:

[$(v1), $(v2)] = [$(v3), P(v4)] = Y(v12v2) = Y (v3—0y), @)

where vy, vy, v3, v4 € V;. For example, Figure 1 satisfies above property and ¢/(u; — by) = ¢(us —
by) = “user—business”. To simplify the presentation, define a relation function R : K x K — R
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to capture the property of the Equation (2), which satisfies that

Y (v1 = v2) = R(P(v1), $(v2))-
To extract rich relations from HIN, one can use the meta-path technique [22, 31, 33]. A meta-

path summarizes the semantics of a path in a HIN, which can be utilized to quantify similarity
between arms and users. Formally, a meta-path is defined as follows.

Definition 2 (Meta-path). A meta-path of length m € N, is defined as a path over node types,
and is denoted by
p=E(Ky—> Ky — - > Kp),
where Ko, Kj,...,K;, € K denote m + 1 node types. This meta-path defines a new composite
relation R(Kp, K1)R(K1, K3) . . . R(Km-1, K;,) between node type K, and K,.

For example, “user—business—category—business” is a meta-path in Figure 1. It character-
izes users’ preferences on the business with similar categories. The semantics of a path (vy —
v = -+ = Up) in a HIN, where vy, v1,...,0,, € V4, can be summarized by a meta-path
p = (p(vg) = ¢(v1) > -+ = P(vm)). For example, the semantics of the path “u; —» b —
Coffee&Tea — b,” and the path “u; — b, — Coffee&Tea — b;” are summarized by the meta-path
“user—business—category—business”. The meta-path carries rich similarity information among
users or items (details are in the next section), which can be utilized to speed up the bandit learning.
We next present our problem formulation so to make this point clearer.

Problem Formulation. In the HIN-assisted contextual bandit, the agent learns to maximize the
cumulative reward in T rounds through interacting with users. In each round ¢, besides a finite
set of arms denoted by A, and their associated contextual vectors {x, ;|a € A;}, a heterogeneous
information network G;, and a finite set of selected meta-paths denoted by # are given. Without
loss of generality, we normalize the contextual vector such that ||x, ||z = 1. Based on the inter-
actions in the previous t — 1 rounds, i.e., {(a;, ru,aT,T)};;ll, and the relations defined by the given
meta-paths P in the HIN G,, the agent selects an arm a, € A, receiving the reward r, g, ;. The
problem in HIN-assisted contextual bandit is to find an arm selection (or item recommendation)
strategy that can effectively leverage the given relations, so that the cumulative regret in Equa-
tion (1) is minimized.

Remark. The environment of the HIN-assisted contextual bandit is static, i.e., the reference vector
0, is fixed and it does not evolve with round ¢.

3 ALGORITHM & THEORETICAL ANALYSIS

In this section, we propose the HUCB algorithm for HIN-assisted contextual bandit. We first
present the learning of users’ preference over arms/items under each meta-path via the indepen-
dent base bandit algorithm, then we describe how to ensemble these base bandit algorithms via the
bandit master. Finally, we gives a rigorous proof on the upper regret bound of the HUCB algorithm.

3.1 Base Bandit Algorithm under Meta-path p

We first quantify similarities among users and items under the user-centric meta-path and arm-
centric meta-path. We present two base bandit algorithms to utilize these similarities for learning.
We would like to remark that in this article we develop the base bandit algorithm by extending the
hLinUCB algorithm [28], one can also easily extend other algorithms [18].

Similarities induced by a meta-path. This article mainly focuses on two classes of meta-paths
characterized by the format “user— - - - —user—arm type” or “user—arm type— - - - —arm type”.
Formally:
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— User-centric meta-path:
p=(Ko— K> > Ky = Kp),

where Ky = K; = -+ - = Kj—1 =“user” and K,,, =“arm type”.
— Arm-centric meta-path:

p=(Ko—>Ki— - > Kp),
where Ky =“user” and K; = - - - = K, =“arm type”.

For example, in Yelp, each business corresponds to an arm, and in Figure 1, “user—user—business”
is a user-centric meta-path, while “user—business—category—business” is an arm-centric meta-
path. The intuition of using user-centric and arm-centric meta-paths are to find arms that similar
users like, and to diffuse the observed users’ preference to similar arms respectively. Similar users
are identified through friendship link, while similar arms are usually identified through attributes
of arms (or arm types).

Given a user-centric (or arm-centric) meta-path, we apply the commonly-used approach, i.e.,
computing commuting matrices [25], to quantify similarities among users (or among arms). Let
us first consider an arm-centric meta-path p = (K —» K; — -+ — K,;,) with Ky =“user” and
K; = K, =“arm type”. Let

W, = [Wt(01,02)|’01 € Vi, vy € (Vt]
denote the adjacency matrix of the HIN G;:

17 lf(vl7vz) € 8t7

0, otherwise.

Wt(Ul,Uz) = {

Let W, |k, k, denote the adjacency matrix with restriction to row nodes having type K; and column
nodes having type K;, formally

Wt|K,',K/' = [Wt(vl, UZ);UI € (VKist € (VKJ']’

where Vi, and Vg, denote the set of nodes having type K; and K; respectively. For example, if
K; = K; = “user”, then W,|x,, k; represents the adjacency matrix among users. Then, we can
compute the commuting matrix associated with the sub-meta-path (K; — --- — K,;,) of the meta-
pathp = (Ky - K3 — -+ = Kj,) by

Cpt = Wik, k, X Welky i X - - X Wk,

m-1.Km*

For any v; € Vk,,v2 € Vk,,, Cp +(v1,v2) represents the number of path instances in HIN G;
between v; and v, along the sub-meta-path (K; — --- — K,;,). For example, in Figure 1, if meta-
path p = “user—business—category—business”, C, ;(b1,b2) = 2 and C,, ;(by, b3) = 1. Then the
similarity matrix between K; and K, under meta-path p at time ¢, denoted as S, ;, can be calculated
by

2Cp, +(v1,v7)
Cp.1(v1,01) + Cp, 1 (v3,03)°

Sp,t(v1,02) = v1 € Vg, v2 € Vi, .

Take the meta-path “user—business—category—business” in Figure 1 as an example. One can

have

2% 2 21

— =1, S by, b3) = —— = 0.5.
=1, Spilbaby)

Sp,t (b1, by) = 512
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This implies that business b, is more similar to business b; than business b3 since business b; and
b; have the same set of categories. We further normalize S, ; so that

Z Sp,t(v1,02) =1,
Vg E(VKm
holds for any v; € Vk,. For the user-centric meta-path p, the similarities between users can
be derived similarly and we denote it by S, ;. The similarity metric S, ;, follows the PathSim
algorithm [25].

Base bandit algorithm for user-centric meta-path. Wang et al. [29] proposed the factorUCB
algorithm to leverage users’ friendships. Thus, for user-centric meta-paths, the factorUCB algo-
rithm can be directly taken as the base bandit algorithm under meta-path p, where similarities
among users are calculated as §p, £

Base bandit algorithm for arm-centric meta-path. We now develop a base bandit algorithm
for arm-centric meta-paths. We generalize the reward model of hLinUCB [28] to consider similarity
network of arms. Specifically, given the arms’ similarity matrix S, ;, the reward of arm a with
respect to user u at time ¢ is modeled by

T - T
ot SBEat¥pa) Opu+ (1= B) D Sp (@ NIxy0:vp 117 Op, s 3)
jeA
where f is a pre-set parameter controlling the relative importance of arm a’s own reward and
influence from similar arms; v, , € R! and 6, , € R?*! are arm a’s hidden feature vector and

user u’s preference vector in the base bandit algorithm of meta-path p respectively. To make the
presentation more compact, we define an extension of the notation S, ;(a, j) as follows:

Mz,Jt =(1- ﬁ)sp,t(a’j) + ﬁﬂ{a:j}-
Then {v,, 4} and 0, can be inferred through the following optimization problem:
2

2
min Z DM (50, ) O = Fuarr |+ AillOpully + A2

6
p,u> VP“ =1 \jeA JeA

(4)

where A; € R, and A; € R, are the tradeoff parameters for the L2 regularization.
We use the coordinate decent algorithm to estimate 6, , and {v,, ,}, then their closed-form for-
mula at time ¢ can be derived as

. 4 .
Op,u,t = Ap,u,tbp,u,f’ Vp,a,t = p,a tdp.a,ts

where Ay 1, bp u,t,Cp,a,r and d, 4 ; are derived as
T

t—1
_ ar,j N ar,j N
Ap,u,t =ML + Z ZMP,TT (Xj,r»Vp,j,r) X ZMP,TT (Xj,ravp,j,r) s
=1\ j J

t—1

ar,j I
bp,u: = Z Z 7 (Xjrs Vp, 1) | Twar, s

=1
Cp,at —/1212+Z(Ma1’a pu‘r( p,u,r) >

A

_ ar,apnv ar,] T Ax a‘[y]"
dp,a,t - ZMPTT epuf(ru,ar,f ZM ],r pou, > pr Vp.j.t pur) (5)
=1 j#a
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In the above formulas, I; and I are two identity matrices with dimensions of (d +[) X (d+1)and
I x I respectively. We denote HP we = (05 4 ;”u’t), where Q;u , € R% and ng , € Rl are the
preference parameter regarding to the observed contextual features and hidden features respec-
tively. Projection of the estimated 0, ,,; and ¥, 4 ; is necessary to satisfy the constraint on their
L2 norms, i.e., [0, 4]l < S and [[(Xq, 7, Vp,a)ll2 < L.

To balance the exploitation-exploration tradeoff, we adopt the widely-used upper confidence
bound (UCB) strategy for arm selection. In UCB algorithm, at time ¢, the agent selects arm with
the largest upper confidence bound value, which is the sum of the estimated reward fﬁ . and
its confidence interval. The confidence interval of fﬁ o+ measures the uncertainty of current es-
timation at round ¢, and it is related to estimation uncertainties of users’ preference vector (i.e.,
10p,u,s — Op,u,«Il) and arms’ latent features (i.e., [|Vp, a0+ — Vp,a,«|l). Here 0, ., « and v, 4 . are the
ground-truth preference vector of user u and the ground-truth latent feature vector of arm a re-
spectively. Based on Equation (5), we can derive confidence intervals of 0,, ,, ; and ¥, 4 ; as shown
in Lemma 3.

Let «f and a? denote the upper bound of 10p,u,¢ = Op,u,lla, ... a0d 1Vp,a,t = Vp,a,sllc, .., TESPEC-
tively, then the base bandit algorithm under meta-path p selects arm a, as follows:

a; = arg rrelz;lx E Mp t(xJ > Vp,j, )T Gpu +al E t(Xj’[,\A/'p’j’t)
a
jeA Al

p.u,t
+ay Z M p’u

jeA

(6)

The first term in Equation (6) is the predicted reward of arm a to user u at time ¢ (i.e., r a.1)> While

the second and third terms measure the estimation uncertainty of QP, ue and Vp g ¢ Wlth more
observations, the last two terms will be reduced, causing fewer explorations. In the following

lemma, we derive the upper bound for IIép,u,t — Op,u+l Apu: @0 Vp ot = Vpaxlle, .,

LEMMA 3. Assumee; is conditionally 1-sub-Gaussian. If the Hessian matrix of the objective function
defined in Equation (4) is positive definite at the optimizer 0, ,, . and v, 4 «, with proper initialization,
forany py >0, gy > 0,30 < q1,q2 < 1, with probability at least 1 — o it holds that

*1 Ts j 2
I Sen MZ,#(xj,ﬁvp,j,r)llﬁ) ) )
o

”ép,u,t - gp,u,*”Apyuyt <(d+1)log ((1

M(d+1)
LZS (g1 + ) (1 = (g1 + p1)")
+VAhS + 1-(q1 + 1)

and
S?L (g1 + p)(1=(q1 + p1)") (g2 + p2)(1—(q2 + ,Uz)t))
% — Vp,ax , SVAL+ — +
1¥p.a.: P ”C‘g’a' ’ VA, ( 1—-(q1+ 1) 1- (g2 + p2)

l’—_ Ma‘rs 252
+llog ((1 + M)/O’).
Asl

3.2 A Dynamic Ensemble of Base Bandit Algorithms

Recall that we are given a set of meta-paths . For each meta-path p € P, a base bandit algorithm
can be developed as described in Section 3.1 to leverage the relation under meta-path p.
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Next, we consider how to learn users’ preferences over different meta-paths so as to ensem-
ble these base bandit algorithms. Observe that the user’s preference to one specific meta-path
is closely related to the performance of the base bandit algorithm under that meta-path. For ex-
ample, if the user prefers items that his friends like, then the base bandit algorithm under the
meta-path “user—user—item” may have better performance; while for the user who enjoys items
of the same category as that they consumed, the base bandit algorithm under the meta-path
“user—item—category—item” may be more effective. Thus we try to learn the user’s preference
over meta-paths based on the performance of base bandit algorithms.

Note that one cannot infer users’ preference over meta-paths solely based on the historical
performance of base bandit algorithms, since it will lead to a suboptimal solution, for example, a
base bandit algorithm which is exploratory initially but excels, later on, might fall out of favor. Thus
we employ another bandit algorithm, called bandit master, for each user, to learn users’ preference
over meta-paths with exploration-exploitation tradeoff balanced, so to dynamically ensemble base
bandit algorithms.

More specifically, the bandit master uses the vector

Wy, = [wllu, .. .,w,‘ftl] e RIPH

to represent the user u’s preference over different meta-paths, i.e., Wﬁ,t represents the user u’s
preference on meta-path p at time t. Note that user u’s preference on meta-path p also denotes
his preference on the base bandit algorithm under meta-path p. For simplicity, in the following,
we describe wy, ; as user u’s preference over different base bandit algorithms. At each round ¢,
the bandit master samples a base bandit algorithm p; according to w,_ ;, shows the arm selected
by the base bandit algorithm p; to the user, receives feedback, and updates w,, ; accordingly. The
above process handles the exploration vs. exploitation tradeoff, since w, ; is updated based on
the historical performance of base bandit algorithms under different meta-paths (i.e., exploitation),
while selecting arms by sampling a base bandit algorithm p; (i.e., exploration).

The detailed steps of the HUCB algorithm are summarized in Algorithm 1, assuming that the
given meta-paths are all arm-centric meta-paths. Specifically, the bandit master sets

; 1
Wy = W’W =1,...,|Pl
at the beginning, implying each base bandit algorithm has equal probability to be selected. At each
round ¢, the probability distribution W, ; is generated from w,, ; to sample a base bandit algorithm
p; (line 2). Here, the parameter y represents the probability of uniformly exploring base bandit
algorithms, and it prevents some base bandit algorithms from never being selected. Then the bandit
master selects the arm with the largest upper confidence bound value under base bandit algorithm
p: to recommend to the user, and receives the feedback r,, 4,.; (lines 3-5). Then the bandit master
updates every base bandit algorithm p € ¥ with the newly received feedback (lines 6-10). The
updating process includes two parts: (1) updating the base bandit model (lines 7-8); (2) updating
the weight vector w,, ; (lines 9-10): if the base bandit algorithm under meta-path p also selects

the arm ay, i.e,, a‘f = ay, wﬁ’t will be exponentially boosted by a factor - ru’at’t/(zp’:af/:a, \fvﬁ:t),
otherwise wﬁ,t = wl . Here @ denotes the arm selected by the base bandit algorithm under
meta-path p at time ¢, and the hyper-parameter 5 controls the extent of boosting. In fact, the

bandit master adopts a similar algorithm as the Exp3 algorithm [5], we note that one can also use
other algorithms that learns from experts [2, 14].
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ALGORITHM 1: The HUCB algorithm

10

11

Input: HIN G, feature vector (X4 t}qe A, A1, A2 € (0, +0),y, f € (0, 1).
Init: WL’O = ﬁ,\ﬁ =1,...|P];
forp=1,2,...,|P|do
for each user u, initialize
Ap,u,t — Alll,bp,u,t «— 0, gp,u,t «— 0.
for each arm aq, initialize
Cp,a,t — Azlzadp,a,t — Oy‘A’p,a,t «— 0.

fort=1,2,...,T do
for each p € P, set
Wi
wh =@ —Y)T TR
J Tu,t—-1
sample a base bandit algorithm p; according to Wy, ;.
select the arm a; using base bandit algorithm p; according to Equation (6).
get the user’s feedback ry q,,¢.
forp=1,2,...,|P| do

111:11

with the interaction record (u, ar, ry, a,,+), update Ap u ¢, bp u,,Cp, a,t,dp, a,+ according to
Equation (5).

5 _ a1

Op,ut = Apy tput-

Yp.at = Cplordpar

’
take Iy, s = ry,a,,t/ Zp,.ap/ vl a‘? = ay, otherwise [, ; = 0.

t =ar

update W‘Z’t by wﬁ’t =wh exp(nlp, ).

u,t—1

u,t

3.3 Regret Analysis of HUCB

We first provide the regret upper bound for the base bandit algorithm under an arm-centric meta-
path. One can refer to article [29] for the regret upper bound of the base bandit algorithm under a
user-centric meta-path.

follows:

THEOREM 4. Assume the condition in Lemma 3 holds, and meta-path p is an arm-centric meta-
path, then the cumulative regret of the base bandit algorithm under meta-path p is upperbounded as

z:l (M;f;J)ZSZ

Ll 7)

RP(T) <2a% Z 2Tllog| 1+
jeA

St I Sjea My (25,0, 9p,5.0)12
Md +1)

+2a% . |2T(d + ) log| 1+

,1L (@ + p) (1= (g1 + m)")
Vi 1-(q1+m) '

When no relation between arms are used, i.e., MZf’ta = 1{4=q,}> the base bandit algorithm reduces
to the hLinUCB algorithm [28]. From Theorem 4, we can observe that leveraging relations between
arms can bring smaller regret upper bound than the hLinUCB algorithm, since 0 < M;ff <1land
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DieA M;‘;j = 1. The same conclusion is also achieved for user-centric meta-path as shown in
article [29].
Next we bound the regret of the proposed HUCB algorithm.

THEOREM 5. Let w,, .€R!”! denote the unknown true preference over meta-paths of user u. Note

that 3., wﬁ* =1 Letn = %,k > 0 and y = min(1, %), then the cumulative regret up

to T of HUCB can be bounded by

R(T) < )" wh .RP(T) +2 %\/ﬂﬂln(l?l).
p

Here RP(T) is the regret upper bound of the base bandit algorithm for the meta-path p. If p is an
arm-centric (or a user-centric) meta-path, the detailed formula of R?(T) can be found in Theorem 4
(or article [29]). Obviously, R(T) in Theorem 5 is dominated by R?(T). In other words, the HUCB
algorithm achieves a similar performance as compared with the optimal scenario, where each user
is served according to his true preference over meta-paths, while the true preference is usually
unknown beforehand. Moreover, as discussed before, R”(T) is smaller than the regret upper bound
of the hLinUCB algorithm which does not leverage HIN. This implies that the HUCB algorithm
achieves smaller regret upper bound by leveraging HIN. Note that smaller regret upper bound
implies better performance or higher accumulated reward.

The computational complexity of HUCB is determined by the complexity of the base bandit algo-
rithm. Compared to traditional contextual bandit algorithm such as hLinUCB algorithms [28], the
base bandit algorithm only incurs additional complexity in incorporating the meta-paths to calcu-
lating matrix A, y, ¢, Cp,4,+-and so on. In calculating these matrices, the essential part is computing
the commuting matrices, which can be addressed by [25].

4 EXPERIMENTS ON SYNTHETIC DATASET

In this section, we conduct experiments on synthetic datasets to evaluate the proposed HUCB
algorithm.

4.1 Experimental Settings

We first present how we generate synthetic data, then describe baselines to compare with.

Synthetic data. We synthesize a heterogeneous information network G = (V, 8, K, R, $, )
with three types of nodes, i.e.,

K ={U = “User”, A = “Arm”, C = “Category”}.
Thus we divide the node set into three subsets, i.e.,
V=YV UVsUWVy,

where Ve, V4, and Vi denote subset of category nodes, arm nodes, and user nodes. The edge set
& is partitioned into four subsets:

E=84cUEcaUEY AUEYU,

where E4.¢c,Ec 4, Evu, 4, and Ey,y denote a set of directed edges from arms to category nodes,
from category nodes to arms, from users to arms and from users to users respectively. The edge
set E4.0,6E¢, 4, and Ey,y are fixed and are represented by adjacency matrix W|s ¢, W|c 4 and
W]y, u respectively.
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We generate the network G as follows. We first generate No € N, category nodes (|Vc| = Ne),
and Ny € N, arm nodes (|Va| = Na), where each arm a € V), is associated with a (d + [)-
dimensional feature vector (x4,v,) € R%*!. Here d is the dimension of known contextual vectors
(ie., x, € R?), while [ is the dimension of latent features (i.e., v, € R). Each element of the vector
(X4, Vq) is generated from the interval (0, 1) uniformly at random. And we normalize the feature
vector so that |[(x4, v,)|l2 = 1. Note that all (d + [)—dimensional features are used to generate the
true reward for each arm, while only revealing d dimension of features (i.e., x,) to the learning
algorithm.

We then generate Ny users (|'Vy| = Ny), each of whom is associated with a (d + [)-dimensional
vector 0, ., representing the ground-truth preference parameter of user u € V. Each element of
the vector 6, . is generated from the interval (0, 1) uniformly at random. We also normalize it so
that |6, ]l = 1. For each user u, we also need to generate his true preference over meta-paths,
i.e., wy .. To verify the correctness of the learned users’ preference over meta-paths in an explicit
way, we consider the case that each user only prefers one particular meta-path. Specifically, we
randomly select one meta-path for each user u as his preferred meta-path. For example, if two
meta-paths exist, then we select w,, . = (1,0) or (0, 1) with equal probability. We want to remark
that {6, .} and {w,, .} are only used for generating true reward of each arm, and will not reveal to
the learning algorithm.

To generate W |4 ¢ and W|c 4, for each category node ¢ € V-, we generate a (d +/)-dimensional
feature vector (X, V) similar as above, and set W|4, c(a, c) = W/c, a(c, a) = 1,if (x4, va) T (Xe, Vo) >
Lac, otherwise W4 c(a,c) = W|c a(c, a) = 0, where {,. € R. Note that feature vectors of category
nodes are only used for generating W|4 ¢ and W|c_4, and will not be used in simulations. We gen-
erate W|y, y similarly, i.e., Wy v (i,j) = 1 if@g*Gj,* > {yy, otherwise W, ,, (i, j) = 0, where {;,,, € R.

Given above HIN, we consider the following two meta-paths, i.e., # = {“user—arm—-category—
arm”, “user—user—arm” }, whose reward models are expressed in Equation (3) in Section 3.1 and
Equation (3) in [29] respectively. Here, we select one user-centric meta-path and one arm-centric
meta-path for the purpose of simplifying the presentation. Our objective is to impact these two
types of meta-paths on the learning speed. while still showing their impact on the learning speed.
We denote the base bandit algorithm under above meta-paths as UACA and factorUCB respectively.
In the synthetic dataset, the user u’s feedback to arm a is simulated by the sum of true reward of arm
a regarding to user u (generated according to the reward model) and a random noise €; ~ N(0, k%)
. We observe that the parameter § in Equation (3) determines the degree of mismatching between
two base bandit algorithms. For example, if f = 0, UACA has a pretty poor performance when
feedback are generated according to the reward model of factorUCB. This is because factorUCB
assumes arm a’s reward is determined by its own feature, i.e., (X4, v,), while UACA with f = 0
assumes arm a’s reward is determined by the weighted average of similar arms’ rewards, as shown
in Equation (3). And when f is larger, for example f = 0.1, UACA enables to leverage each arm’s
feature, thus its performance becomes better. Thus, we can evaluate algorithms under different
relationship between base bandit algorithms. Specifically, we consider the following two cases:

— Base bandits with high mismatch degree: we set f = 0 in this case. As discussed before,
UACA performs poorly when rewards are generated according to the reward model of fac-
torUCB. However, for around half of users with w,, . = (0, 1), feedback are generated based
on the reward model of factorUCB.

— Base bandits with low mismatch degree: we set f = 0.1 in this case. With a larger f, the
performance of UACA becomes better when feedback are generated according to the reward
model of factorUCB.

In simulation, we set k = 0.1,d = 20,] = 5, Ny = 100, N4y = 100, N¢ = 20, {4c = {yu = 0.5.
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Fig. 2. Experimental results on a synthetic dataset.

Baselines. We compare the proposed HUCB algorithm with the following algorithms.

— LinUCB [15]: the state-of-the-art contextual bandit algorithm. LinUCB only works with ob-
served contextual features and does not consider hidden features and any other relations.
— hLinUCB [28]: it extends LinUCB to consider hidden features, but it does not leverage any
other relations.

— factorUCB [29]: it builds from hLinUCB while considering users’ friendships. It is the base
bandit algorithm under the meta-path “user—user—arm”.

— UACA: the base bandit algorithm under the meta-path “user—arm—-category—arm”.

— HUCB-EW: a variant of HUCB that randomly selects base bandit algorithms at each round
tie, wh, = 7. ¥p € P.

4.2 Evaluation Results

We evaluate all algorithms in terms of cumulative regret defined in Equation (1). At each round ¢,
we randomly select 25 arms from A without replacement as A;, and only show A; to the agent
for arm selection. The same A; and €, are presented to all algorithms. Under all cases, we run the
experiment 10 times, and plot the average cumulative regret.

Cumulative regret with highly mismatched base bandits: Figure 2(a) shows the cumulative
regret of six algorithms when base bandit algorithms are of a high degree of mismatch. One can
observe that HUCB still achieves the smallest cumulative regret, even though one of its base ban-
dit algorithm (UACA) performs worse than LinUCB. The poor performance of UACA, as discussed
before, is because of its mismatch to the reward model of factorUCB, while feedback of around half
of users are generated according to the reward model of factorUCB. Table 1 shows the average and
standard deviation of learned users’ preference over meta-paths (i.e., {w,,;}) after 6,000 iterations.
From Table 1, one can observe that for user u with w,, . = (0, 1), i.e., whose feedback are generated
according to the reward model of factorUCB, w,, ; has converged to w,, ., due to the poor perfor-
mance of UACA for these users. For user u with w,_, = (1,0), i.e., whose feedbackare generated
according to the reward model of UACA, w,, ; has not converged to the ground truth. However, we
can observe that HUCB has already assigned higher weight to UACA than factorUCB, since UACA
is more accurate for these users. This also explains why HUCB outperforms factorUCB. HUCB-EW
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Table 1. Statistics of Learned w,, ; with Highly Mismatched
Base Bandits

I | Wi | Wi |
users with wy,_, = (1,0) | 0.7608(0.347) | 0.2391(0.347)
users with w,, .. = (0, 1) 0(%0) 1(x0)

performs better than LinUCB, but it is worse than hLinUCB and factorUCB, since it treats UACA
and factorUCB equally, thus distorted heavily by UACA. factorUCB performs better than hLinUCB
because it leverages users’ friendships, while hLinUCB achieves better performance compared to
LinUCB via learning hidden features.

Cumulative regret with lowly mismatched base bandits: Figure 2(b) shows the cumulative
regret of six algorithms when base bandit algorithms are of low degree of mismatch. As shown
in Figure 2(b), HUCB still achieves the best performance, while UACA is only slightly worse than
HUCB. This is because UACA is enabled to leverage each arm’s features with f = 0.1, thus it
performs well when feedback are generated according to the reward model of factorUCB. The
performance of HUCB-EW is between that of UACA and factorUCB. Moreover, we can observe that
the performance of factorUCB is slightly worse than hLinUCB. This is because the performance
of factorUCB drops when generating feedback according to the reward model of UACA, since the
reward of factorUCB is a weighted average of rewards from similar users, thus failing to capture
the unique features of each user used in feedback generation in UACA. LinUCB performs the worst
since it does not leverage hidden features and any relationship among users and items.

Cumulative regret with w,, . = (1,0), Yu: We also conduct experiments to evaluate the perfor-
mance of six algorithms when one of base bandit algorithm is the optimal algorithm. Figure 2(c)
shows the cumulative regret when all users’ feedback are generated according to the reward model
of UACA, i.e., w, « = (1,0), Yu. One can observe that UACA achieves the smallest cumulative re-
gret. However, the performance of HUCB is only slightly worse than UACA, followed by hLin-
UCB, HUCB-EW, factorUCB, and LinUCB. factorUCB performs poorly out of the same reason as
discussed before. The performance of HUCB-EW is worse than hLinUCB, since it is distorted by
factorUCB.

Lesson Learned. In summary, HUCB learns users’ preference over meta-paths to dynamically
ensemble base bandit algorithms. It can still work efficiently when there is a mismatch between
base bandit algorithms. And when there is an unknown best base bandit algorithm, HUCB can still
achieve a roughly similar performance.

The most important part of HUCB is to learn users’ preference over meta-paths accurately, thus
next we investigate the impact of y and 7 in Algorithm 1. We conduct experiments with different
y and n under the same experimental setting when base bandit algorithms are of a high degree of
mismatch. We also do experiments under other cases, and observe similar patterns.

Impact of y: Figure 3(a) shows the cumulative regret under different y after 6,000 iterations. Recall
that with probability y, we randomly select a base bandit algorithm (line 2 in Algorithm 1). Thus
intuitively large y hurts the performance of HUCB, since a large y means a large probability to
select sub-optimal base bandit algorithms. Figure 3(a) verifies the intuition: the cumulative regret
of HUCB increases with y increasing.

Impact of n: Figure 3(b) shows the cumulative regret under different  after 6,000 iterations. Recall
that n determines the extent of boosting w,, ; with positive feedback (line 10 in Algorithm 1). As
shown in Figure 3(b), if 7 is too small, ie, n = 0.01, the cumulative regret of HUCB is larger
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(compared to results with 7 = 0.05), since it needs longer time to make the probability of selecting
sub-optimal base bandit algorithms small. However, HUCB performs badly with large n, e.g., n = 1,
since it will be easily disturbed by noise.

5 EXPERIMENTS ON REAL DATASETS

In this section, we evaluate the performance of the HUCB algorithm on two real-world datasets
from LastFM and Yelp respectively.

5.1 Experiments on LastFM Dataset

The LastFM dataset is extracted from the online music streaming service Last.fm.? It contains
three types of nodes: “user”, “artist” and “tag”, and four types of edges: “user<>user”, “user—artist”,
“artistetag”, “user—tag”. The LastFM dataset contains 1,892 users and 17,362 artists. We take each
artist as an arm. If the user listened to an artist at least once, the reward is 1, otherwise the reward
is 0. We only keep those users with at least 50 interaction records. Following [28], we first gener-
ate each arm’s TF-IDF feature vector with all tags associated with the arm. Then, PCA is applied
to reduce the dimension of features and take the first 10 principle components as the arm’s con-
textual vector, i.e., d = 10. We set the dimension of hidden features as 5. In LastFM dataset, we
consider the following set of meta-paths, P = { “user—user—artist”, “user—artist—>tag—artist”,
“user—artist—tag—artist—tag—artist”}. We select this set of meta-paths because LastFM is a mu-
sic recommendation system and for musics, user preferences are mainly tied to artist and tags of

musics.

2http://www.last.fm.
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Fig. 4. Experimental results on real datasets.

The unbiased offline evaluation protocol proposed in [16] is applied to evaluate algorithms. The
baselines are similar to that in Section 4, except that we repace the baseline UACA with the best
base bandit algorithm. The unbiased offline evaluation protocol only works when feedback are
collected under a random policy. Hence, we simulate the random policy by generating a candidate
pool as follows. At each time ¢, we store the arm presented to the user (a;), and its received feedback.
Then we create A, by including the served arm along with 24 extra arms the user has interacted
with (hence | A;| = 25, Vt). The 24 extra arms are drawn uniformly at random so that for any arm
a the user interacted with: If a occurs in some set (A, this arm will be served 1/25 of the times. The
algorithms are evaluated by Click through-rate (CTR), which is the ratio between the number of
positive rewards an algorithm receives and the number of recommendations it makes. In particular,
we use the average CTR in every 400 iterations (not the cumulative CTR) as the evaluation metric.
Following [15], we normalize the resulting CTR from different algorithms by the corresponding
logged random strategy’s CTR.

Evaluation results. Figure 4(a) shows the normalized CTRs of six algorithms. One can observe
that the HUCB algorithm achieves the highest CTRs, while the LinUCB algorithm has the lowest
CTRs. The HUCB-EW algorithm performs worse than HUCB algorithm, implying the effective-
ness of dynamically ensembling base bandit algorithms. For LastFM dataset, the best base bandit
algorithm is under the meta-path “user—artist—tag—artist”, and its performance is similar with
the HUCB-EW algorithm. Namely, user preference is more likely to be revealed by this meta-path.
Although it may not be obvious in Figure 4(a) due to the scale of y-values, the factorUCB algorithm
is slightly better than the hLinUCB algorithm, especially in the beginning phrase.

5.2 Experiments on Yelp Dataset

The public Yelp dataset® contains users’ reviews on businesses on Yelp. Each business in the
dataset is associated with a number of categories and its location. For example, one restaurant

Shttp://www.yelp.com/academic_dataset.
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named “Filiberto’s Mexican food” is located at “Avondale”, and associated with the following
categories: {“Mexican”, “Restaurant”}. Thus, the dataset contains four types of nodes: “user”,
“business”, “category” and “location”, and four types of links: “user<>user”, “user—business”,
“business«> category”, and “business«>location”. We take each business as an arm, and consider the
following set of meta-paths # = {“user—business—category—business”, “user—user—business”,
“user—business—location—business”}. We select these meta-paths because Yelp is a restaurant
recommendation system and for restaurants, user preferences are mainly tied to businesses and
categories of businesses. We construct the contextual vectors as follows: we first generate feature
vectors from the business’s raw attributes, including geographic features, categorical features, av-
erage rating, and total review count, as well as attributes. Then, we apply PCA on the feature
vectors, and take the first 8 components as contextual vectors. We also normalize each contex-
tual vector, i.e., ||X4|l2 = 1, Va, and set the dimension of hidden features as 3. The original 5-scale
ratings are converted to a binary-valued feedback between businesses and users, i.e., high ratings
(4 and 5) as positive(1) and low ratings (<3) as negative(0). We only keep users with more 50 posi-
tive feedback.

Evaluation results. Following a similar procedure of experiments on LastFM dataset, we com-
pare all algorithms with normalized CTRs. The results are shown in Figure 4(b). Similarly, we can
observe that HUCB achieves the highest CTRs, followed by HUCB-EW, the best base bandit algo-
rithm, factorUCB, hLinUCB, and LinUCB. For Yelp dataset, the best base bandit algorithm is the
one under the meta-path “user—item—location—item”. Namely, user preference is more likely to
be revealed by this meta-path. Namely, user preference is more likely to revealed by this meta-path.
It is reasonable, since location is pretty important when people choose where to consume. More-
over, the performance of HUCB-EW is better than the best base bandit algorithm. This is because
selecting sub-optimal base bandit algorithms enables the bandit to explore from different aspects,
thus contributing to better performance. The Yelp dataset contains more arms than LastFM dataset,
thus the benefit will be larger.

6 PROOF TO THEOREMS AND LEMMAS
6.1 Proof of Theorem 5
The cumulative regret of HUCB up to time T is

T
R(T) = " Elru.ai] = Elrua,.i]
t=1

T
= | D o T
=1\ p ’
T
= Zt:l ZP Wﬁ,*(ru,af’*,* - ru,af,*)

(A1)

T
+ Zt:l Zp Wﬁ,*(ru,af,* - ru,a,,*)»

(Az)

where alt)’ . denotes the optimal arm at time t under meta-path p, and a? denote the selected arm
by the base bandit algorithm under meta-path p at time ¢.

4We use a smaller dimension since the dataset is larger.
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For (A;), following the similar procedure of Theorem 4, we can prove that (A;) < 3, wﬁ’* RP(T).
Next, we try to bound (A;). Let p. denotes the best base bandit algorithm, ie., p. =
arg max, ZzT=1 T, o+ Then we can first get (A;) < Zthl roa " Twaps Let Wy = wl o, +.. .+wLPt|,
sy s N s “ts s 3

then:

~ Y

Wt+1 u t+1 Wﬁ,t 1Pl
= exp(nlp, ).
Z Z 1-—- }/ Pt

)

With the facte* < 1+ x+ (e — 2)x2 for x < 1, we can get:

Wt+1 Z
<
n N (6_2)’72 N 2
<1+ E ZWZ’th’t + ? Zwﬁ,t(lp’t) .
P P

According to the definition of [, ;, we can get:

(1) Z wﬁ’tlp,t = Tu,a;,t>
P

(2) Zwﬁ,t(lp,t)z =Tuapt *lpt <lpy < le,t-
p P

_r
P
1 +nlp s + (e — 2)17211%)

Together with 1 + x < e*,Vx > 0, we arrives:
W1 n (e —2)n?
In[—— | < + — E Ly;.
n( Wt ) 1_yru,at,t 1_)/ - .t

Summarizing over ¢, we get:

1N (e-2n* \
In (Wr4) < T ; Fuware ¥ 7T Z Z Ip.t- )

=1 p

On the other hand, for any base bandit under meta-path p, we have:
T
In (Wry1) > In(w?,) = qup,t —In(|P)). (9)
=1

Combining Equations (8) and (9), we can get:

T
a2 (1=1) Y = T - 2)nzzzpt
t=1

Let s, ; denote the probability of HUCB to select arm a at time t, then s, ; = ),
that

]
M-
D

7
L ﬁ)ﬁ ;- Note
p:a, =a g

E[ru,af,t]
E[lp,t] = Saf,t e+ (1 - sa‘f,t) *0 = ru,a‘:’ *

sa‘f,t
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Taking expectation for bother sides, for the base bandit p,:

T

Z ru al*,« Tu,ap,

t=1 t=1

. In(P))

*

t

T
< ((e=2nPI+7) ) 1yt
t=1

< (e~ 2P| + )T + 2P ('P')

Note that n = %, k>0,andy = %. This proof is then complete. O

6.2 Proof of Lemma3

For ease of illustration, we denote

S a.j s — ajs
Xa,t = Z Mp,txj,t, Vp,a,t = Z Mp tVp,a,t
JjeA JeEA

~ _ a,j
Vp,ax = Z M, 1 Vp.a s

JeEA

and

We first derive the confidence interval regarding to ép,u,t. With ry, a0 = (Xa,t. V), a,*)TG utEr
and Equation (5), we have:

ep,u,t pu t(Z(Xa,,ﬁVp,aﬁr)ru ar,t )
-1
~ - ~ T
ut (Z(Xar,r’ Vp,ar,r) ((Xaf,r» Vp,a,,*) ep,u,* + er))

=1
-1
-1 ~ ~
- u tOpu + ALy (Z(Xaf,f’vp,af,r)er)

=1

= QP’ u,* ).1

=1

-1
+A;u t(Z(iar,ﬂ{’p,anr)({’p,aﬁ Vp,ar,r) o, *)

Note that

A T A
||(Xa t,Vp a, t)”z = Z Z MaJMa ot (Xj,t,Vp,j,t) (Xk,t,Vp,k,t)

jeAkeA
<I*
Then it follows that
||6p,u,t - Qp,u,*”Ap,u,t < Z(iaﬁr, i}17,(1,,‘1')‘5‘! + Alnep,u,*”Al—)}uJ 1 Z ”Vp,a * Vp,a t”z
T= Al =1

p.u,t

If the regularization parameter A; is sufficiently large, the Hessian matrix of Equation (4) is
positive definite at the optimizer, then the estimation of 0,, , and v,, 4 is g—linearly convergent to
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the optimizer [26]. In other words, for any arm a, for every p; > 0, gy > 0, we have

”Vp,a,* - ‘Alp a, t+1“2 < (Ch + ,ul)”Vp,a,* - Gp,a,t”Zs

”‘9p,u, 9p,u,t+1”2 (Qz + /12)||9p,u, ep, X
where 0 < g; < 1and 0 < g; < 1. Thus we have
1Vp,a,x = Vp,a e+l < (g1 + p)lIVp,ax = Vp,a,tllo-

Finally, applying Theorem 1 in [1], we can get

LZS (g1 + ) (1 = (g1 + p1)")
< Vs + 1-(q1+m)

”917, u,t = p,

Ai(d + 1)

-1 ar,j N 2
= ” i M r X5 Vp it ”
+(d+l)log((1+ 1 2en Myt (0%, )2)/5).

111:21

Following similar procedure, we can derive the confidence interval regarding to ¥, 4 ; and get:

(Mar )252

¥p.at = Vp.asllc,.. < 1log ((1 + /1—) /0') + AL
2

1-(q1+p1) 1-(qz + p2)

V2,

This proof is then complete.

6.3 Proof of Theorem 4
For ease of illustration, we denote
~ a,j ~ a ~
Xa,t = Z Mp,Jth,ta Vp,a,t = Z va at
JjeA JEA
and

< _ a,j
Vpax = Z M, i Vp.ax
jeA

Let a} denote the best arm for u at time ¢ under meta-path p, then the regret at time ¢ is
P
Rt
- - T 5 ~ T
= (Xaj,t» Vp,aj,*) gp,u,* - (Xat,t, Vp,a,,*) ep,u,*

~ ~ TA 011/ ~
= (Xa’;,t’ Vp,aj,t) Qp,u,t +a; ”(Xa*;,ta Vp,a’;,t)”A;lu .

at,J
+af Z M p’u’
JjeEA

01~ N
|c- + a; ”Vp,a’;,* — Vp,aj,t

~ ~ T
|A;,1u . (Xar.t2Vpars) Opus

~ ~ TA 01 n ~
= (Xa,,t’ Vp,a,,t) Qp,u,t +a; ”(Xa,,t, Vp,a,,t)”A;’lu’t
a ]
+af Z M, NG,
jeA

0/~ ~
< 20/ | Rayt-Vp.art)lla, , + 207 Z M 102
JEA

O~ ~ ~ ~ T
+ a; “Vp,a”;,* — Vp,a;,t |A;’1u’t - (Xat,t, Vp,at,*) ep,u,*

AR ~ O~ ~
+ oy ”Vp,a’;,* - Vp,a;,l”A;)‘lu‘t + oy ||Vp,a,,* - Vp,at,t”A‘;’lu’t

Sz_L ((Ch +1)(1 = (q1 + 111)") +(Q2 +p2) (1= (q2 + .Uz)t)) .

(10)

(al)

(a2)

(a3)
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where the inequality (a2) is according to the arm-selection strategy, while inequalities (al) and
(a3) are out of:

I(f(a,ls Gp,a,*)Tep,u,* - (ia,t, ﬁp,a,t)Tep,u,tI

= |(ia,t7‘~7p,a,*)T(9p,u,* - Gp,u,t) + ({’p,a,* - {’p,a,t)TGU,u,t

|()~(a ts \N/'p,a t)T(ep,u * ep,u t) + (‘N"p a,x {’p,a,t)Tgv,u,t + (‘N"p,a,* - ‘pr,a,t)T(gp,u,* - 9p,u,t)|

oy ”(Xa t’Vp,a t)”A- +0(t ZM put
jeA

IA

01~ ~
LT IVp,a,« = Vp,a,

Then the cumulative regret up to T is bounded by
T
RP(T) = Z R
=1

”(Xat,t,vp,at,t)”Al +22at Z ”Mat,Je;);’u’

IA
Do
TMﬂ

011~ ~
o, +2 D@ ¥pane = Fpanilag,,
t=

= t=1 jeA
T
< 209 ||<x Vpanly o+ 205 T ) M3 62, 112 (11)
= T ar,t> Vp,az,t A 1 T p.u,tllc-1
’ jeEA t=1 peJ-t

T

9

T
|VP ag,* VP,at’
A t=1

Following the similar procedure of Theorem 3 in article [1], we can get:

T

s < 2
D N Gar, s ¥pan )2
=1 pnt

det(Ap u,t) tT=1 I Zje:ﬂ Mat J(Xj,hvp,],t)”z
<2log| ————| <2(d+I)log|1+ ,
=08 ( det(A,1,) ) < 2(d+ D) log @D
and
T T a,j\2 2
A det(Cp,u,1) 2p=1(Mp5)"S
M9 2, <21 — PR <2l 14 ==
; Wy p’u’tHCP}Lt o8 det(A1,) o8 Aol
Moreover, with the g-linearly convergence of ¥, ; ;, we can concludes the proof. O

7 RELATED WORK

To the best of our knowledge, no previous work has studied contextual bandit with a heterogeneous
information network. However, our work is closely related to the following two lines of work.

Contextual bandit algorithms. Contextual bandit is an important technique to balance the
exploitation-exploration tradeoff, in various applications such as recommender systems and in-
formation retrieval [8, 27]. LinUCB [15] and Thompson Sampling [4] are two representative al-
gorithms for contextual bandits. A large number of algorithms have leveraged various side in-
formation to assist bandit learning. For example, relationships among users were leveraged in
(6, 19, 29, 30]. And in this article, we only compare with [29] since it has the best performance
among these works. Wang et al. [28] developed the hLinUCB algorithm to learn hidden features in
contextual bandit. Zeng et al. [32] designed algorithms for contextual bandits with a time-varying
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reward function. Above algorithms either do not leverage relations among users and arms, or
leverage only one type of relation. Different from them, in this article, we simultaneously leverage
rich relations from heterogeneous information network to assist bandit learning. Two previous
works [3, 23] also designed algorithms to combine multiple bandit algorithms. However, they con-
sider a different setting, where each time only the selected base bandit algorithm can be updated.
In our work, each base bandit algorithm captures users’ preference under the corresponding meta-
path, thus we need to update each base bandit algorithm with the received feedback. The difference
in problem settings requires us to design different weight updating procedure and arm selection
strategy. Moreover, although in this work, all base bandit algorithms are built on hLinUCB [28],
it is straightforward to leverage other base bandit algorithms of non-linear reward model [17] or
Thompson Sampling [4], and so on. We are also aware of works in the research line of applying
deep reinforcement learning algorithms to recommendations [7, 35-37]. Note that deep reinforce-
ment learning algorithms requires a large amount of training data, which makes them not suitable
for the cold-start scenario. Our HUCB does not require training data and it is suitable for the cold-
start scenario. Furthermore, these algorithms do not have theoretical guarantees on the regret,
while our HUCB has such theoretical guarantees.

HIN and its application in recommendation. HIN is a powerful tool to capture multiple het-
erogeneous relations among users and items [24]. Our work incorporates HIN into contextual
bandit through the similarity measure in HIN [25]. Interested readers can refer to [12] for cluster-
ing algorithms in HIN, refer to [21] for relevance measure in HIN and refer to monograph [24]
for a thorough treatment of HIN. Several algorithms were proposed to tackle the recommendation
task based on HIN. Based on existing data, Yu et al. [31] proposed a framework, which first learns
users’ and items’ latent features under multiple meta-paths, then combines these latent features by
a weighted mechanism to do recommendation. Shi et al. [22] took users’ ratings to items to build
a weighted HIN, based on which meta-path based methods are used to do recommendation. Zhao
et al. [33] further generalized meta-path to meta-graph, and combined it with factorization ma-
chine for a recommendation. Gupta et al. [9] proposed to use personalized weight of meta-paths
in HIN to do recommendation. Hu et al. [11] applied meta-paths to do top-n recommendations.
Shi et al. [20] utilized the embedding of HIN to do recommendation. Information fusion-based
approaches for utilizing HIN for recommendation were proposed in [10, 33, 34]. Jin et al. [13] pro-
posed an efficient neighborhood-based interaction model for recommendation in HIN. However,
these algorithms are only applied to offline learning, while our algorithm, based on the bandit tech-
nique, is an online learning algorithm. Moreover, our algorithm can be easily extended to leverage
weighted HIN and meta-Graph.

8 CONCLUSION

This article proposes a novel contextual bandit framework, which utilizes a given HIN to improve
bandit learning. We develop the HUCB algorithm to leverage rich heterogeneous information in
HIN by dynamic ensembling a set of base bandit algorithms that learn users’ preferences under
different meta-paths. We prove that the HUCB algorithm can achieve similar performance as
compared with the optimal algorithm where each user is served according to his true preference
over meta-paths (assuming the optimal algorithm knows this preference). Moreover, the HUCB
algorithm is proved to benefit from leveraging HIN in achieving a smaller regret upper bound,
compared to the baseline algorithm without leveraging HIN. Experiments on synthetic datasets,
as well as real datasets from LastFM and Yelp demonstrate the superior performance of the HUCB
algorithm.
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