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Abstract. We construct Lagrangian sections of a Lagrangian torus fibration on a 3-
dimensional conic bundle, which are SYZ dual to holomorphic line bundles over the
mirror toric Calabi–Yau 3-fold. We then demonstrate a ring isomorphism between the
wrapped Floer cohomology of the zero-section and the regular functions on the mirror
toric Calabi–Yau 3-fold. Furthermore, we show that in the case when the Calabi–Yau
3-fold is affine space, the zero section generates the wrapped Fukaya category of the
mirror conic bundle. This allows us to complete the proof of one direction of homological
mirror symmetry for toric Calabi–Yau orbifold quotients of the form C3/Ǧ. We finish
by describing some elementary applications of our computations to symplectic topology.

1. Introduction

The goal of this paper is to provide evidence for and connect homological mirror sym-
metry [Kon95] and the Strominger–Yau–Zaslow (SYZ) conjecture [SYZ96] in the context
of 3-dimensional conic bundles of the form

Y =
{
(w1, w2, u, v) ∈ (C×)2 × C2

∣∣ h(w1, w2) = uv
}
.(1.0.1)

Mirror symmetry for such varieties goes back at least to [HIV]. For simplicity, in this
paper we will assume that the Newton polytope ∆ of h(w1, w2) is full-dimensional and
that the Laurent polynomial h(w1, w2) is general among those whose Newton polytope
is ∆. The mirror partner Y̌ is an open subvariety of a 3-dimensional toric variety whose
fan is the cone over a triangulation of the Newton polytope of the Laurent polynomial
h(w1, w2). These examples have been a fertile testing ground for mathematical thinking
on mirror symmetry, a pioneering example being [KS02, ST01].

These conic bundles have the distinguishing feature that they are among the few ex-
amples of Calabi–Yau threefolds which admit explicit Lagrangian torus fibrations. An
intriguing feature of these examples is that the Lagrangian fibrations are only piecewise
smooth and have codimension one discriminant locus, and thus exhibit important fea-
tures of the general case. There have therefore been a number of recent papers focusing
on these examples through the lens of the SYZ conjecture. The essential idea for con-
structing such fibrations appears in [Gol01, Gro01a, Gro01b], and the construction has
been carried out in [CBM05, CBM09, AAK16]. The details of this construction with
some modifications are presented in Section 2.

The manifolds Y are affine varieties and therefore have natural symplectic forms and
Liouville structures. On the other hand, in algebro-geometric terms, Y is the Kaliman
modification of (C×)2×C along the hypersurface Z of (C×)2 defined by h(w1, w2) = 0 (see
e.g. [Zai]). When viewed from this perspective, there is an alternative symplectic form
used in [AAK16], which arises by viewing Y as an open submanifold of the symplectic
blow-up Y of (C×)2 × C along the codimension two subvariety Z × 0. This form is
convenient for the purposes of the SYZ conjecture, since one can construct a Lagrangian
torus fibration whose behavior is easy to understand. We modify their construction by
degenerating the hypersurface Z to a certain tropical localization introduced in [Mik04,
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Abo06]. This modification plays an important role throughout the rest of the paper as
we explain below.

The starting point for our work is the observation that the SYZ fibration comes
equipped with certain natural base-admissible Lagrangian sections. A related construc-
tion of Lagrangian sections has been carried out independently by Gross and Matessi in
[GM], though we place an emphasis on the asymptotics of these sections since these are
important for Floer cohomology. In Section 3, we prove the following theorem:

Theorem 1.1. For every holomorphic line bundle F on the SYZ mirror Y̌ , there is a
base-admissible Lagrangian section LF in Y whose SYZ transform is F . Furthermore,
such Lagrangian submanifolds are unique up to Hamiltonian isotopy.

For the purposes of mirror symmetry for non-compact manifolds such as Y , it is essen-
tial to consider the wrapped Floer cohomology of non-compact Lagrangian submanifolds.
The foundational theory of wrapped Fukaya categories on Liouville domains has been
developed in [AS10]. However, wrapped Floer cohomology is very difficult to calculate
directly and there are only a few computations in the literature. One of the main objec-
tives of this paper is to prove the following theorem:

Theorem 1.2. Let L0 denote the section of the fibration which is SYZ dual to the struc-
ture sheaf OY̌ . Then the wrapped Floer cohomology HW∗(L0) of L0 is concentrated in
degree 0, and there exists an isomorphism

MirL0 : HW0(L0)
∼−→ H0(OY̌ )(1.2.1)

of C-algebras.

The wrapped Floer cohomology ring on the left hand side of (1.2.1) comes with a
natural basis given by Hamiltonian chords. As suggested by Tyurin and emphasized
by Gross, Hacking, Keel and Siebert [GHK15, GS], the images of these Hamiltonian
chords on the right hand side of (1.2.1) give generalizations of theta functions on Abelian
varieties. The proof of Theorem 1.2, which is a direct consequence of Theorem 1.3 and
Theorem 1.4 below, is a higher dimensional analogue of [Pas14]. However, the approach
taken in this paper is slightly different. While Pascaleff’s argument exploits a certain
TQFT structure for Lefschetz fibrations due to Seidel, our argument is based upon a
study of how Floer theory behaves under Kaliman modification. Though this birational
geometry viewpoint governs our approach, we do not study this problem in maximal
generality, but limit ourselves to this series of examples.

The first step in our argument is to construct a suitable family of Hamiltonians which
are well behaved with respect to the conic bundle structure. The essential technical
ingredient for wrapped Floer theory is the existence of suitable C0-estimates for solutions
to Floer’s equation. However, base-admissible Lagrangian sections do not naturally fit
into the setup of [AS10] and, for this reason, we adapt their theory of wrapped Floer
cohomology to the above choice of symplectic forms and base-admissible Lagrangian
sections.

In our setup, there are now two directions in which Floer curves can escape to infinity,
namely, in the “base direction” and in the “fiber direction” of the conic fibration. We
show that, outside of a compact set in the base, the Hamiltonian flow on the total space
projects nicely to the Hamiltonian flow on the base. It follows that there is a maximum
principle for solutions to Floer’s equation with boundary on admissible Lagrangians,
which prevents curves from escaping to infinity in the “base direction”. On the other
hand, it is more difficult to prevent curves from escaping to infinity in the “fiber direction”
of the conic fibration. In fact, curves can indeed escape to infinity. However, we show
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in Lemma 5.20 that they must break along divisor chords, which are Hamiltonian chords
living completely inside the divisor at infinity. There is a natural auxiliary grading relative
to the exceptional divisor E. The key observation is that, with respect to this grading,
the grading of the divisor Hamiltonian chords becomes arbitrarily large as m gets larger.
By restricting to generators for the Floer complex whose relative grading lies in a certain
range, we are therefore able to exclude this breaking and obtain the compactness needed
to define wrapped Floer cohomology.

We now turn to the computational aspect of our paper. The zero-section L0 is a
base-admissible Lagrangian and so it makes sense to consider its adapted wrapped Floer
cohomology ring HW∗

ad(L0). In Section 6, we prove the following theorem:

Theorem 1.3. The adapted wrapped Floer cohomology HW∗
ad(L0) is concentrated in de-

gree 0, and there exists an isomorphism

MirL0

ad : HW0
ad(L0)

∼−→ H0(OY̌ )(1.3.1)

of C-algebras.

One case where wrapped Floer cohomology can sometimes be directly computed is in
manifolds which are products of lower-dimensional manifolds and where the Lagrangians
and Hamiltonians split according to the product structures. An important advantage of
base-admissible Lagrangians is that they live away from the exceptional locus and hence
can be regarded as Lagrangian submanifolds in (C×)2 × C×. When viewed in this way,
these Lagrangians respect the product structure. Moreover, the admissible Hamiltonians
we use interplay nicely with this product structure, and hence the Floer theory of base-
admissible Lagrangians is amenable to direct calculation.

In the case of L0, we find that all Hamiltonian chords lie away from the exceptional
locus and moreover that as a vector space, the Floer cohomologies agree when regarded
as living in (C×)2 × C× or Y . However, the product structure on Floer cohomology is
deformed. This deformation can be formalized in terms of the relative Fukaya category of
Seidel and Sheridan [Sei15, She15]. One slightly novel feature is that in typical situations,
one works relative to a compactifying divisor at infinity, while here we work relative to the
exceptional divisor E. In this case, one computes the deformed ring structure directly by
exploiting the correspondence between holomorphic curves in (C×)2 × C with incidence
conditions relative to the submanifold Z × 0 and holomorphic curves in Y (one direction
of this correspondence is given by projection and the other direction is given by proper
transform). The relevant enumerative calculation is then done in Lemma 6.12 based upon
a simple degeneration-of-domain argument.

It is not difficult to see that the Lagrangian L0 is also admissible in the sense of
[AS10] when Y is equipped with its natural finite-type convex symplectic structure (for a
definition, see [McL09, Definition 2.2]). In Section 7, we prove the following comparison
theorem between the two types of Floer theories:

Theorem 1.4. There exists an isomorphism

φHW : HW∗(L0)
∼−→ HW∗

ad(L0)(1.4.1)

of graded C-algebras.

The proof of this theorem is a modification of [McL09, Theorem 5.5], which applies to
Lefschetz fibrations. While his arguments do not generalize to symplectic fibrations over
higher dimensional bases, certain simplifying features of our situation allow us to adapt
his arguments in a straightforward way.
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We use this result to calculate the zero-th symplectic cohomology SH0(Y ) of Y . Abouzaid
[Abo10] has introduced a map

CO: SH0(Y ) → HW0(L0).(1.4.2)

In Section 8, we prove the following:

Theorem 1.5. The map (1.4.2) is an isomorphism.

The argument employed here is inspired by an argument of Pascaleff [Pas]. Namely,
it is not difficult to attain that the map is injective which again follows essentially from
the fact that the symplectic fibration is trivial away from the discriminant locus. This
enables us to compute the “local” or “low energy” terms in the map CO by reduction
to the case of (C×)3. Proving surjectivity is more delicate and rests upon making partial
computations of the differential in symplectic cohomology. This relies on two recent
ingredients: a local computation of the BV-operator in [Zha] and a trick in [Pas] which
enables us to rule out higher energy terms in the differential of a certain “primitive”
cochain.

Finally, we apply all of these calculations to give a proof of homological mirror symme-
try in the simplest case when our polynomial h(w1, w2) is 1 + w1 + w2 (this corresponds
to the case when the mirror Y̌ is Spec (C[x, y, z][(xyz − 1)−1])). In a dual picture to the
one above, Abouzaid has introduced a map

OC: HH3(HW
∗(L0)) → SH0(Y ).(1.5.1)

In our case, the machinery behind this map is vastly simplified because all of our chain
complexes lie in degree zero. Abouzaid showed that if the unit [1] is hit by the map
OC, then L0 split-generates the wrapped Fukaya category W(Y ). It follows from what
we have proven so far that the image of OC must be a principal ideal (f) ∈ SH0(Y ).
Although it is difficult to compute the entire open string map directly, the surjectivity
of the map therefore follows formally if we can show that there are non-zero elements f1,
f2, and f3 in the image of OC which have no common divisors other than units. This
again uses the triviality of the symplectic fibration away from the discriminant locus to
make enough partial computations of the map to produce these elements. Combining all
of these results, we obtain the following:

Theorem 1.6. L0 generates the wrapped Fukaya category of Y . In particular, there is
an equivalence

ψ : DbW(Y )
∼−→ Db coh Y̌(1.6.1)

of enhanced triangulated categories sending L0 to OY̌ .

To push this result somewhat further, we note that the behavior of (wrapped) Fukaya
categories under finite covers is well-understood. To be more precise, let N0 be a finite
index subgroup of the fundamental group N of Y . Note that N is a free abelian group
of rank 2. Denote the quotient group by G = N/N0 and let YN0 be the corresponding
finite cover (which is itself a conic bundle). The set of connected components of the
pull-back of L0 by the covering map ̟ : YN0 → Y is a torsor over G, which we identify
with G by choosing a base point; ̟−1(L0) =

⊕
g∈G Lg. The group Ǧ := Hom(G,C×)

acts naturally on Y̌ , and the quotient stack is denoted by
[
Y̌ /Ǧ

]
. We write the one-

dimensional representation of Ǧ associated with an element g ∈ G as Vg. Theorem 1.6
admits the following generalization to finite covers:

4



Corollary 1.7. There is an equivalence

ψN0 : D
bW(YN0)

∼−→ Db coh
[
Y̌ /Ǧ

]
(1.7.1)

of enhanced triangulated categories sending Lg to OY̌ ⊗ Vg.

This computation represents to our knowledge the first complete computation appear-
ing in the literature of the wrapped Fukaya category of a six-dimensional Liouville domain,
which is neither a product of lower dimensional manifolds nor a cotangent bundle. This
has applications to symplectic topology, an elementary example being Proposition 8.17.
In a different direction, the abelian McKay correspondence implies homological mirror
symmetry for divisor complements of toric Calabi–Yau varieties which are related by a
variation of GIT quotients to orbifold quotients

[
C3/Ǧ

]
.

Now assume that G is sufficiently ‘big’ in the sense that the crepant resolution of
C3/Ǧ has a compact divisor. Let F0 (YN0) be the full subcategory of W (YN0) consisting
of Lagrangian spheres, and coh0

[
Y̌ /Ǧ

]
be the full subcategory of coh

[
Y̌ /Ǧ

]
consisting

of sheaves supported at the origin.

Corollary 1.8. The equivalence (1.7.1) induces a fully faithful functor

DbF0(YN0) →֒ Db coh0 Y̌ /Ǧ.(1.8.1)

It seems likely that the above embedding (1.8.1) is inverse to the embedding

Db coh0 Y̌ /Ǧ →֒ DbF(YN0),(1.8.2)

given by combining [Sei10] and [AKO08]. To prove this, one would have to compare
symplectic forms used in this paper with that in [Sei10]; we do not go into that problem
here. Another interesting problem would be to study the meaning of Bridgeland stability
conditions on the essential image of (1.8.1) in terms of symplectic or Kähler geometry
of YN0 (see [Bri07] for the foundation of Bridgeland stability conditions, [Bri06, BM11]
for the space of Bridgeland stability conditions on some toric Calabi–Yau manifolds, and
[TY02, Joy15] for a conjectural relation with the Fukaya category). Nevertheless, the
existence of this embedding already has a nice application:

Proposition 1.9. Let S1, · · · , Sr be a collection of Lagrangian spheres in YN0 which are
pairwise disjoint. Then r ≤ |Ǧ|.

In fact, we give a slightly stronger result in Proposition 8.18. Finally, it is worth
mentioning that although we have focused on the case of conic fibrations over (C×)2, our
methods apply to the somewhat simpler case of (fiber products of) conic bundles over
C× as well. In particular, they enable us to prove that the collections of Lagrangians
studied in [CU13] and [CPU16] generate the relevant wrapped Fukaya categories. The
latter case is especially interesting, as this gives rise to examples, different from those
given in [BS15, Smi15], of symplectic 6-manifolds whose space of Bridgeland stability
conditions on Fukaya categories is reasonably well understood [Tod08, Tod09, IUU10].

Returning to the case of a general toric Calabi–Yau manifold, there are two natural
ways in which one might try to extend our results to a homological mirror symmetry
statement. The first is to establish a version of homological mirror symmetry between
a suitable Fukaya categories generated by base-admissible Lagrangians and categories of
coherent sheaves on the mirror Y̌ . Base admissible Lagrangians L naturally fiber over
Lagrangians L in (C×)2. The calculation of A∞-operations can likely be reduced using
the approach of Section 6 to the enumeration of Floer polygons with boundary on L.
It seems reasonable to hope that the latter polygons can be dealt with using techniques
similar to those in [Abo09].
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Let D be the union of the toric divisors in Y̌ . A different direction of research begins
with the observation that we have a Bousfield localization sequence

0 → QCD(Y̌ ) → QC(Y̌ ) → QC(Y̌ \D) → 0,(1.9.1)

where QC(Y̌ ) is the unbounded derived category of quasi-coherent sheaves on Y̌ and
QCD(Y̌ ) is the full subcategory consisting of objects whose cohomologies are supported
on D. Since Db cohD Y̌ generates QCD(Y̌ ) and Y̌ \ D is affine, the bounded derived
category Db coh Y̌ is split-generated by OY̌ and Db cohD Y̌ .

This paper describes the subcategory of the wrapped Fukaya category generated by
L0. Furthermore, SYZ mirror symmetry predicts that there is a full-subcategory of
this wrapped Fukaya category consisting of Liouville-admissible Lagrangians which is
equivalent to Db cohD(Y̌ ). These Lagrangians are again constructed using ideas from
[Abo09], and a similar construction has already appeared in [GM].

For example, when Y̌ is the total space of the canonical line bundle over a toric Fano
manifold, we expect to have a collection of objects consisting of L0 and compact La-
grangian spheres which split-generate the wrapped Fukaya category. We expect that the
results in [Abo09] together with an analysis similar to that in [Sei10] would give a direct
approach to studying the Floer cohomology of these Lagrangian spheres. Combining this
with the results of this paper then gives an approach to studying the wrapped Fukaya
categories for general h(w1, w2).

Acknowledgement : We thank Diego Matessi for sending a draft of [GM] and useful
discussions. The work of K. C. described in this paper was substantially supported by a
grant from the Research Grants Council of the Hong Kong Special Administrative Region,
China (Project No. CUHK400213). D. P. was supported by Kavli IPMU, EPSRC, and
Imperial College. He would also like to thank Mohammed Abouzaid, Denis Auroux, and
Mauricio Romo for helpful discussions concerning the construction of base-admissible
Hamiltonians and Jonny Evans for a discussion about symplectic blowups. K. U. was
supported by JSPS KAKENHI Grant Numbers 24740043, 15KT0105, 16K13743 and
16H03930.

2. Lagrangian torus fibrations

2.1. Tropical hypersurface. Let N = Z2 be a free abelian group of rank 2, and M =
Hom(N,Z) be the dual group. A convex lattice polygon in MR = M ⊗ R is the convex
hull of a finite subset of M . We assume that all convex lattice polygons in this paper are
full-dimensional. Let ∆ be a convex lattice polygon in MR and A = ∆∩M be the set of
lattice points in ∆. A function ν : A → R defines a piecewise-linear function ν : ∆ → R

by the condition that

Conv{(α, u) ∈ A× R | u ≥ ν(α)} = {(m, u) ∈ ∆× R | u ≥ ν(α)}.(2.1.1)

The set Pν consisting of maximal domains of linearity of ν and their faces is a polyhedral
decomposition of ∆. A polyhedral decomposition P of ∆ is coherent (or regular) if there
is a function ν : A → Z such that P = Pν . It is a triangulation if all the maximal-
dimensional faces are triangles. A coherent triangulation is unimodular if every triangle
can be mapped to the standard simplex (i.e., the convex hull of {(0, 0), (1, 0), (0, 1)}) by
the action of GL2(Z)⋉ Z2.

Let P be a unimodular coherent triangulation of ∆. A function ν : A→ R is adapted to
P if P = Pν . Given a function ν : A→ R and an element (cα)α∈A ∈ CA, a patchworking
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polynomial is defined by

ht(w) =
∑

α∈A
cαt

−ν(α)wα ∈ C[t±1][M ].(2.1.2)

For a positive real number t ∈ R>0, a hypersurface Zt of NC× := NR/N ∼= SpecC[M ] is
defined by

Zt = {w ∈ NC× | ht(w) = 0}.(2.1.3)

We assume that Zt is connected. The image

Πt := Log(Zt)(2.1.4)

of Zt by the logarithmic map

Log : NC× → NR, w = (w1, w2) 7→
1

log |t| (log |w1|, log |w2|)(2.1.5)

is called the amoeba of Zt. The tropical polynomial associated with ht(w) is the piecewise-
linear map defined by

Lν : NR → R, n 7→ max {α(n)− ν(α) | α ∈ A} .(2.1.6)

The tropical hypersurface (or the tropical curve) associated with Lν is defined as the locus
Π∞ ⊂ NR where Lν is not differentiable. The polyhedral decomposition of NR defined
by the tropical hypersurface Π∞ is dual to the triangulation P of ∆. In particular, the
connected components of the complement of Π∞ can naturally be labeled by P(0) = A;

NR \ Π∞ =
∐

α∈A
Cα,∞.(2.1.7)

The amoeba Πt converges to Π∞ in the Hausdorff topology as t goes to infinity [Mik04,
Rul].

We next introduce some terminology and notation which will be used throughout the
rest of this paper. A leg is a one-dimensional polyhedral subcomplex of the tropical
hypersurface Π∞ which is non-compact. In what follows, we will use the variables ri to
denote log |wi|. Let {Πi}ℓi=1 be the set of legs of the tropical curve Π∞. For each leg Πi, we
write the endpoints of the edge in P dual to Πi as αi = (αi,1,αi,2),βi = (βi,1,βi,2) ∈ A,
so that Πi is defined by

{
rαi−βi

:= (αi,1 − βi,1)r1 + (αi,2 − βi,2)r2 = ν(αi)− ν(βi),

r(αi−βi)
⊥ := (βi,2 − αi,2)r1 + (αi,1 − βi,1)r2 ≥ ai,

(2.1.8)

for some ai ∈ R. The maximal polyhedral subcomplex of Π∞ which is compact will be
denoted by Π∞,c. Define ci, c

′
i, c

′′
i ∈ Q by

ci =
1

|αi − βi|
, c′i =

αi · (αi − βi)

|αi − βi|2
, c′′i =

αi · (αi − βi)
⊥

|αi − βi|2
,(2.1.9)

so that

|r|2 := r21 + r22 = c2i

((
rαi−βi

)2
+
(
r(αi−βi)

⊥

)2)
,(2.1.10)

αi = c′i(αi − βi) + c′′i (αi − βi)
⊥.(2.1.11)

Then we have

|wαi | = |wαi−βi|c′i|w(αi−βi)
⊥|c′′i(2.1.12)

dθαi
= c′idθαi−βi

+ c′′i dθ(αi−βi)
⊥(2.1.13)
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Figure 2.1. A triangulation

Figure 2.2. A tropical curve

Example 2.2. A prototypical example is

ht(w) = w1 + w2 +
1

w1w2

+ tε(2.2.1)

for a small positive real number ε. The corresponding tropical polynomial is given by

L(n) = max{n1, n2,−n1 − n2, ε},(2.2.2)

and the tropical curve Π∞ is shown in Figure 2.2. The set

A = {(0, 0), (1, 0), (0, 1), (−1,−1)}(2.2.3)

consists of four elements, corresponding to four connected components of NR \Π∞. The
tropical curve Π∞ has three legs.

2.3. Tropical localization. Following [Abo06, Section 4], we set Cα,t := (log t) ·Cα for
each α ∈ A, and choose φα : NR → R such that

• d(n, Cα,t) := min
n′∈Cα,t

‖n− n′‖ ≤ (ε log t)/2 if and only if φα(n) = 0,

• d(n, Cα,t) ≥ ε log t if and only if φα(n) = 1, and

•
∣∣∣∣
∂φα

∂n1

∣∣∣∣ +
∣∣∣∣
∂φα

∂n2

∣∣∣∣ <
4

ε log t

for a small positive real number ε. For an element (cα)α∈A ∈ CA, define a family {ht,s}
of maps NC× → C by

ht,s(w) =
∑

α∈A
cαt

−ν(α)(1− sφα(w))wα,(2.3.1)

where we write φα(w) := φα(Logt(w)) by abuse of notation. For a face τ ∈ P, define

Oτ = {n ∈ NR | (φα(n) 6= 1 for ∀α ∈ τ) and (φα(n) = 1 for ∀α 6∈ τ)}.(2.3.2)

Then Oτ is contained in an ε-neighborhood of the face of Π∞ dual to τ , and one has

NR =
∐

τ∈P
Oτ .(2.3.3)

The set

Zt,s = {w ∈ NC× | ht,s(w) = 0}(2.3.4)

is a symplectic hypersurface in NC× for a sufficiently large t [Abo06, Proposition 4.2],
and the pairs (NC×, Zt,s) for all s ∈ [0, 1] are symplectomorphic to each other [Abo06,
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Proposition 4.9] which for t sufficiently large can be taken Ck-small and to be supported
inside of a tubular neighborhood of Zt,0 of small norm in the Kahler metric [Abo09,
Appendix A].

The tropical localization of Zt is defined by

Z := Zt,1.(2.3.5)

We set (cα)α∈A = 1 := (1, . . . , 1) ∈ CA and

h(w) := ht,s(w)
∣∣
s=1,(cαi

)αi∈A=1
=

∑

αi∈A
t−ν(αi)(1− φαi

(w))wαi .(2.3.6)

The hypersurface Z is localized in the following sense:

• Over Oτ where τ is dual to an edge of Π∞ (i.e., when τ ∈ P(1)), all but two terms
of h vanish, and hence Z is defined by

h(w) = t−ν(α) (1− φα(w))wα + t−ν(β) (1− φβ(w))wβ = 0,(2.3.7)

where α,β ∈ A are the endpoints of τ .
• Over Oσ where σ is dual to a vertex of Π∞ (i.e., when σ ∈ P(2)), all but three
terms of h vanish, whence Z is defined by

h(w) = t−ν(α0) (1− φα0(w))wα0 + t−ν(α1) (1− φα1(w))wα1

+ t−ν(α1) (1− φα1
(w))wα2(2.3.8)

= 0,(2.3.9)

where α0,α1,α2 ∈ A are the vertices of σ.

It follows that the amoeba Π = Log(Z) of the tropical localization Z agrees with

the tropical hypersurface Π∞ away from the ε-neighborhood of the 0-skeleton Π
(0)
∞ . An

important property for us is that each connected component of the complement of a
compact set in Z is defined by a single algebraic equation

t−ν(α)wα + t−ν(β)wβ = 0,(2.3.10)

and fibers over a subset of a leg of the tropical hypersurface Π∞. In a slight abuse of
terminology, we will refer to this portion of the curve Z as a leg of Z.

For a sufficiently large number R0 and a relatively small number εn ≪ R0, we may
assume that the union

UΠ := UΠc ∪
ℓ⋃

i=1

UΠi
(2.3.11)

of

UΠc
:= {r ∈ NR | |r| < R0}(2.3.12)

and

UΠi
=

{
r ∈ NR

∣∣ ∣∣rαi−βi

∣∣ < εn and r(αi−βi)
⊥ ≥ ai + εn

}
(2.3.13)

is a neighborhood of Π. We assume that εn is large enough so that it contains the line
rαi−βi

− (ν(αi)− ν(βi)) = 0, and that if we have non-compact parallel legs Πi, we will
assume that all of the corresponding neighborhoods UΠi

are the same. We next choose a
neighborhood UZ of Z in NC× and set

UZi
:= UZ ∩ Log−1(UΠi

), UZc
:= UZ ∩ Log−1(UΠc).(2.3.14)

We require:

• Log(UZ) ⊂ UΠ,
9



•
∣∣∣∣
h(w)

wα

∣∣∣∣ < εh for some small constant εh > 0 and any w ∈ UZi
,

• h = t−ν(α)wα + t−ν(β)wβ for any w ∈ UZi
,

• the set {α ∈ A | φα(w) 6= 1} consists of either two or three elements for any
w ∈ UZ , and

• UZ does not intersect NR>0 := {(w1, w2) ∈ (R>0)2} ⊂ NC×.

We write the natural projections as

pr1 : NC× × C → NC×, pr2 : NC× × C → C.(2.3.15)

We choose a tubular neighborhood UZ×0 of Z × 0 in NC× × C such that

• pr1(UZ×0) ⊂ UZ and

• |u|2

|w(αi−βi)
⊥ |2c

′′
i
+
∣∣t−ν(α) + t−ν(β)wβ−α

∣∣2 < ε2h if (w, u) ∈ UZ×0 and Log(w) ∈ UΠi
.

We set

Ui := {(w, u) ∈ UZ×0 | Log(w) ∈ UΠi
} .(2.3.16)

We fix an almost complex structure JN
C×

on NC× , which is adapted to Z in the following
sense:

Definition 2.4. An ωN
C×

compatible almost complex structure JN
C×

on NC× is said to
be adapted to Z if

• JN
C×

agrees with the standard complex structure JN
C×

,std of NC× outside the
inverse image by Log of a small neighborhood of the origin in NR, and

• the function h(w) is JN
C×
-holomorphic in UZ .

2.5. Symplectic blow-up. We follow [AAK16] in this subsection; see also [CBM09] for
a closely related construction. As a smooth manifold, the blow-up

p : Y := BlZ×0(NC× × C) → NC× × C(2.5.1)

of NC× × C along the symplectic submanifold Z × 0 is given by

Y :=
{
(w, u, [v0 : v1]) ∈ NC× × C× P1

∣∣ uv1 = h(w)v0
}
.(2.5.2)

The compositions of the structure morphism (2.5.1) and the projections (2.3.15) will be
denoted by

πN
C×

:= pr1 ◦p : Y → NC×, πC := pr2 ◦p : Y → C.(2.5.3)

The exceptional set is given by

E := p−1(Z × 0) =
{
(w, u, [v0 : v1]) ∈ NC× × C× P1

∣∣ h(w) = u = 0
}
,(2.5.4)

which forms a P1-bundle p|E : E → Z × 0 over Z × 0. The total transform of the divisor
Z × C ⊂ NC× × C is given by

E := π−1
N

C×
(Z) = E ∪ F ⊂ Y ,(2.5.5)

where F is the strict transform of Z × C. There is an S1-action on Y defined by

(w, u, [v0 : v1]) 7→
(
w, e

√
−1θu,

[
v0 : e

−
√
−1θv1

])
.(2.5.6)

Let

D :=
{
(w, u, [v0 : v1]) ∈ Y

∣∣ v0 = 0
} ∼= NC×(2.5.7)

be the strict transform of the divisor

D := {(w, u) ∈ NC× × C | u = 0},(2.5.8)
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and write its complement as

Y := Y \D ∼=
{
(w, u, v) ∈ NC× × C2

∣∣ h(w) = uv
}
,(2.5.9)

where v = v1/v0. The restrictions of (2.5.3) to Y will be denoted by

πN
C×

:= πN
C×
|Y : Y → NC× , πC := πC|Y : Y → C.(2.5.10)

We also write

πNR
:= Log ◦πN

C×
: Y → NR, πNR

:= Log ◦πN
C×

: Y → NR.(2.5.11)

A tubular neighborhood of D in Y is given by

UD =
{
(w, u, [v0 : 1]) ∈ NC× × C× P1

∣∣ u = h(w)v0, |v0| < δ
}

(2.5.12)

for a small positive number δ. We identify UD with NC× × Dδ by the map

UD → NC× × Dδ
∈ ∈

(w, u, [v0 : 1]) 7→ (w, v0)
(2.5.13)

where Dδ := {v0 ∈ C | |v0| < δ} is an open disk of radius δ. The projection will be
denoted by

πDδ
: UD

∼= NC× × Dδ → Dδ.(2.5.14)

For a function f on an almost complex manifold, we set

dcf := df ◦ J,(2.5.15)

so that −ddcf = 2
√
−1∂∂f whenever J is integrable (or more generally if f is pulled

back from an integrable complex manifold along a J-holomorphic map).
We consider the two-form

ωǫ := p∗
(
ωN

C×
×C − ǫ

4π
ddc

(
χ(w, u) log

(
|u|2 + |h(w)|2

)))
(2.5.16)

on Y \ p∗(Z × 0) for a sufficiently small ǫ, where

ωN
C×

×C =

√
−1

2

(
du ∧ du+ dw1

w1

∧ dw1

w1

+
dw2

w2

∧ dw2

w2

)
(2.5.17)

is the standard symplectic form on NC× × C, and the function χ : NC× × C → [0, 1] is
a smooth S1-invariant cut-off function supported on the tubular neighborhood UZ×0 of
Z × 0 and satisfying χ ≡ 1 in a smaller tubular neighborhood U ′

Z×0 of Z × 0. We require
that

χ|Ui
= χi ◦Gi(2.5.18)

for a function χi : R
≥0 → [0, 1], where

Gi : Ui → R≥0, (w, u) 7→ |u|2

|w(αi−βi)
⊥ |2c′′i +

∣∣t−ν(αi) + t−ν(βi)wβi−αi
∣∣2 .(2.5.19)

For clarity, we emphasize that in (2.5.16) the operator dc is defined with respect to the
almost complex structure JN

C×
adapted to Z in the sense of Definition 2.4. A crucial

feature for us is that in the neighborhoods Ui, this form is actually invariant under the
T2-action which preserves the monomial wβi−αi. This 2-form extends to a 2-form on Y ,
which we write as ωǫ again by abuse of notation, since we may rewrite (2.5.16) as

ωǫ = p∗ωN
C×

×C +

√
−1ǫ

2π
∂∂

(
log

(
|v0|2 + |v1|2

))
(2.5.20)
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when χ(w, u) = 1.

Proposition 2.6. The two-form ωǫ is a symplectic form for sufficiently small ǫ.

Proof. When χ = 1, the symplectic form is the restriction of the form

ωǫ = p∗ωN
C×

×C +

√
−1ǫ

2π
∂∂

(
log

(
|v0|2 + |v1|2

))
(2.6.1)

on NC× × C × P1 to Y . It follows that, whenever χ = 1, ωǫ is the restriction of a
compatible symplectic form (2.6.1) to an almost complex submanifold, and hence sym-
plectic in this region. When χ(w, u) 6= 1, the first term in (2.5.16) is a symplec-
tic form. Along the legs, one explicitly checks that the forms d log (|u|2 + |h(w)|2),
dc log (|u|2 + |h(w)|2) and ddc log (|u|2 + |h(w)|2) have bounded coefficients in the forms
generated by du, du, d logw1, d logw1, d logw2, and d logw2 when χ(w, u) 6= 1. This
implies that ddc (χ(w, u) log (|u|2 + |h(w)|2)) also has bounded coefficients and hence ωǫ

is a symplectic form for sufficiently small ǫ. �

Remark 2.7. We make one comment concerning the choice of symplectic form here and
that in [AAK16]. Observe that the above construction could be repeated by choosing
UZt,0 a suitable tubular neighborhood of Zt,0 ⊂ NC×, UZt,0×0 a tubular neighborhood of
Zt,0×0 such that pr1(UZt,0×0) ⊂ UZt,0 and χ(w, u) be a smooth function whose support is

in UZt,0×0 and such that ddcχ(w, u) log
(
|u|2 + |ht,0|2

)
has bounded coefficients whenever

χ(w, u) 6= 1. Let Yt,1 be the variety defined by uv = ht,0 and equip it with a symplectic
form as in (2.5.16) with h(w) replaced by ht,1(w). It follows from [Abo06, Proposition
4.9] that for ǫ sufficiently small and t sufficiently large and suitable χ(w, u), UZt,i

, i ∈
{0, 1}, there is a symplectomorphism φ0,1 : Yt,0 ∼= Yt,1 which is the identity away from the
preimage of a tubular neighborhood of Zt,0 of small size.

We fix a convenient choice of a primitive θǫ for the restriction of ωǫ to Y , which we
write ωǫ by abuse of notation. The form

θvc := − ǫ

4π
dc

(
χ(w, u) log

(
|u|2 + |h(w)|2

)
− log(|u|2)

)
(2.7.1)

is well-defined on the subset Y ⊂ Y and gives a primitive for the form

− ǫ

4π
ddc

(
χ(w, u) log

(
|u|2 + |h(w)|2

))
.(2.7.2)

Now we define

θǫ := p∗θN
C×

×C + θvc,(2.7.3)

where θN
C×

×C is the standard primitive of ωN
C×

×C, so that

dθǫ = ωǫ.(2.7.4)

The S1-action (2.5.6) is Hamiltonian with respect to the symplectic form (2.5.16) with
the moment map

µ = π |u|2 + ǫ

2
|u| ∂

∂ |u|
(
χ(w, u) log

(
|h(w)|2 + |u|2

))
.(2.7.5)

Our conventions for the moment map follow those of [AAK16] (in particular, it differs
from the more standard convention by a factor of 2π). This formula specializes to

µ =




π|u|2 + ǫ

|u|2
|h(w)|2 + |u|2 where χ ≡ 1 (near E),

π|u|2 where χ ≡ 0 (away from E).
(2.7.6)
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The level set µ−1(λ) is smooth unless λ = ǫ, where it is singular along the fixed locus

Z̃ = {(w, u, [v0 : v1]) ∈ Y | h(w) = u = v1 = 0}.(2.7.7)

The level set µ−1(0) is the divisor D defined in (2.5.7). The fiber π−1
N

C×
(w) over any point

w /∈ Z is a smooth conic. Let dθ denote the natural S1-invariant angular one-form on
the smooth fiber π−1

N
C×
(w). Then the primitive θǫ restricted to the smooth fiber is given

by

θǫ|π−1
N
C×

(w) = |u| ∂

∂ |u|

(
1

4
|u|2 + ǫ

4π
χ(w, u) log

(
|h(w)|2 + |u|2

)
− ǫ

4π
log

(
|u|2

))
dθ.

(2.7.8)

In view of (2.7.5) and (2.7.1), we may rewrite this in the much simpler form:

θǫ|π−1
N
C×

(w) =
1

2π
(µ− ǫ)dθ.(2.7.9)

The same formula holds when w ∈ Z, away from the singular points of π−1
N

C×
(w). For

λ ∈ R>0 \ {ǫ}, the map πN
C×

: Y → NC× induces a natural identification

Yred,λ := µ−1(λ)/S1 ∼= NC×(2.7.10)

of the reduced space and NC×. The resulting reduced symplectic form ωred,λ on NC×

can be averaged by the action of the torus NS1 := NR/N to obtain a torus-invariant
symplectic form ω′

N
C×

,λ. [AAK16, Lemma 4.1] states that there exists a family (φλ)λ∈R>0

of diffeomorphisms of NC× such that

• φ∗
λω

′
N

C×
,λ = ωred,λ,

• φλ = id at every point whose NS1-orbit is disjoint from the support of χ.
• φλ depends on λ in a piecewise smooth manner.

We set πλ := Log ◦φλ : NC× → NR and define a continuous, piecewise smooth map by

πB : Y → B := NR × R>0, x ∈ µ−1(λ) 7→ (πλ([x]), λ) .(2.7.11)

One can easily see as in [AAK16, Section 4.2] that fibers of π−1
B are smooth Lagrangian

tori outside of the discriminant locus Log ◦φǫ(Z)× {ǫ}.

2.8. SYZ mirror construction. We continue to follow [AAK16] in this subsection; see
also [Aur07, Aur09, CLL12] for closely related constructions. The critical locus of the
SYZ fibration πB : Y → B is given by Z × {(0, 0)} ⊂ NC× × C2, which is the fixed locus
of the S1-action. Hence the discriminant locus of πB is given by Γ = Π′ × {ǫ} ⊂ B,
where Π′ := πǫ(Z) ⊂ NR is essentially the amoeba of Z, except that the map πǫ differs
from the logarithm map Log by φǫ. The complement of the discriminant locus will be
denoted by Bsm := B \Γ. The SYZ fibration induces an integral affine structure on Bsm.
The corresponding local integral affine coordinates {xj}3j=1 give local systems TZB

sm and

T ∗
ZB

sm, generated by {∂/∂xj}3j=1 and {dxj}3j=1 respectively.
A choice of a section of πB induces a symplectomorphism

π−1(Bsm) ∼= T ∗Bsm/T ∗
ZB

sm(2.8.1)

given by the action-angle coordinates [Dui80]. The semi-flat mirror of Y is defined by

Y̌ sf := TBsm/TZB
sm,(2.8.2)

equipped with the natural complex structure JY̌ sf such that the holomorphic coordinates

are given by
{
zj = exp 2π

(
xj +

√
−1yj

)}3

j=1
. Here {yj}3j=1 are the coordinates on the
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fiber corresponding to {xj}3j=1. To obtain the SYZ mirror Y̌ , one first correct the semi-
flat complex structure by contributions of the holomorphic disks bounded by Lagrangian
torus fibers, and then add fibers over Γ = B \Bsm.

Instead of correcting complex structures of the semi-flat mirror, [AAK16] considers the
subset Breg ⊂ B obtained by removing π(p−1(UZ × C)) from B. Here UZ ⊂ NC× is a
sufficiently small neighborhood of Z containing the support of χ. The connected com-
ponents of Breg are in one-to-one correspondence with elements of A, and all fibers over
Breg are tautologically unobstructed (i.e., they do not bound any non-constant holomor-
phic disks). Let Uα denote the connected component of Breg corresponding to α ∈ A.
The semi-flat mirror TUα/TZUα with coordinates (zα,1, zα,2, zα,3) can be completed to a

torus Ũα := SpecC[z±1
α,1, z

±1
α,2, z

±1
α,3]. Motivated by the counting of Maslov index two disks

in a partial compactification of Y , [AAK16] glues Ũα and Ũβ for α,β ∈ A together by

zα,1 = (1 + zβ,3)
β1−α1zβ,1,

zα,2 = (1 + zβ,3)
β2−α2zβ,2,

zα,3 = zβ,3.

(2.8.3)

These local coordinates are related to coordinates (w1, w2, w3) of the dense torus by

zα,1 = w1w
−α1
3 ,

zα,2 = w2w
−α2
3 ,

zα,3 = w3 − 1.

(2.8.4)

Let Σ be the fan in MR ⊕ R associated with the coherent unimodular triangulation P,
and XΣ be the associated toric variety. Let further K be an anticanonical divisor in XΣ

defined by the function p := χ0,1 − 1, where χn,k : XΣ → C is the function associated
with the character (n, k) ∈ N ⊕ Z of the dense torus of XΣ. By adding torus-invariant

curves to
⋃

α∈A Ũα, one obtains the complement Y̌ := XΣ\K of the anti-canonical divisor
[AAK16, Theorem 1.7].

2.9. Coordinate ring of the mirror manifold. One has H0(OXΣ
) =

⊕
(n,k)∈C χn,k

where

C := {(n, ℓ) ∈ N ⊕ Z | n(m) + ℓ ≥ 0 for any m ∈ A}.(2.9.1)

If we define a function ℓ1 : N → Z by

ℓ1(n) := min {ℓ ∈ Z | (−n, ℓ) ∈ C} ,(2.9.2)

then the set
{
piχ−n,ℓ1(n)

}
(n,i)∈N×Z

forms a basis of the algebra H0(OY̌ ) = H0(OXΣ
)[p−1].

The product structure is given by

piχ−n,ℓ1(n) · pi
′

χ−n′,ℓ1(n′) = pi+i′χ−n−n′,ℓ1(n)+ℓ1(n′)(2.9.3)

= pi+i′χ0,ℓ2(n,n′) · χ−n−n′,ℓ1(n+n′)(2.9.4)

= pi+i′(1 + p)ℓ2(n,n′) · χ−n−n′,ℓ1(n+n′)(2.9.5)

=

ℓ2(n,n′)∑

j=0

(
ℓ2(n,n

′)

j

)
pi+i′+jχ−n−n′,ℓ1(n+n′),(2.9.6)

where the function ℓ2 : N ×N → Z is defined by

ℓ2(n,n
′) = ℓ1(n) + ℓ1(n

′)− ℓ1(n + n′).(2.9.7)
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3. Base-admissible Lagrangian sections

3.1. Liouville domains. A pair (X in, θ) of a compact manifold X in with boundary and
a one-form θ on X in is called a Liouville domain if

• ω := dθ is a symplectic form on X in,
• the Liouville vector field Vθ, determined uniquely by the condition ιVθ

ω = θ, points
strictly outward along ∂X in.

The one-form θ is called the Liouville one-form. The manifold

X̂ in := X in ∪∂Xin [1,∞)× ∂X in(3.1.1)

obtained by gluing the positive symplectization
(
[1,∞)× ∂X in, d (r (θ|Xin))

)
of the con-

tact manifold
(
∂X in, θ|Xin

)
toX in along ∂X in is called the Liouville completion of (X in, θ).

An exact symplectic manifold obtained as the Liouville completion of a Liouville domain
will be called a Liouville manifold. The extension of the one-form θ to X will be de-
noted by θ again by abuse of notation. The coordinate r on the symplectization end
[1,∞)× ∂X in corresponding to [1,∞) is called the Liouville coordinate.

If (X, J) is a Stein manifold with an exhaustive plurisubharmonic function S : X → R

whose critical values are less than K ∈ R, then the manifold X in := S−1((−∞, K]) is a
Liouville domain with a Liouville one-form θ := −dcS. Under the additional assumption
that the gradient flow of S is complete, the Liouville completion may be identified with
X .

3.2. Base-admissible Lagrangian sections. Let S be an exhaustive plurisubharmonic
function on NC× defined by

S(w) =
1

2
|r|2 = 1

2
(r21 + r22)(3.2.1)

in the logarithmic coordinates w = (w1, w2) =
(
er1+

√
−1θ1, er2+

√
−1θ2

)
. One has

dS = r1dr1 + r2dr2(3.2.2)

and

θN
C×

:= −dcS = r1dθ1 + r2dθ2.(3.2.3)

Let L0 := NR>0 × R>0 be the positive real locus of NC× × C× = (NC× × C) \ D, which
is a Lagrangian submanifold diffeomorphic to R3. Since L0 is disjoint from the tubular
neighborhood UZ×0 ⊂ NC× ×C of the center Z×0 of the blow-up, it lifts to a Lagrangian
submanifold of Y . By abuse of notation, we write the lifted Lagrangian again as L0.
More generally, we consider the following type of Lagrangians:

Definition 3.3. An exact Lagrangian section L of the SYZ fibration (2.7.11) of Y is
base-admissible if the following conditions are satisfied:

• L is fibered over a Lagrangian submanifold L in NC× \ UZ ;

L = L× R>0 ⊂ (NC× \ UZ)× C ⊂ Y.(3.3.1)

• L is Legendrian at infinity, i.e., θN
C×

∣∣
L
= 0 outside of a compact set.

It is clear from Definition 3.3 that base-admissible Lagrangian sections of πB : Y → B
are in one-to-one correspondence with Lagrangian sections L of Log : NC× → NR which
are disjoint from UZ and satisfying the Legendrian condition at infinity.
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3.4. Framed Lagrangian sections. For each lattice point α ∈ A, consider the poly-
nomial

hα(w) = −t−ν(α)(1− φα(w))wα +
∑

β∈A\{α}
t−ν(β)(1− φβ(w))wβ(3.4.1)

obtained by flipping the sign of one term in (2.3.6). The corresponding hypersurface will
be denoted by

Zα := {w ∈ NC× | hαt,1(w) = 0}.(3.4.2)

Lemma 3.5. The amoeba of Zα coincides with that of Z.

Proof. If Log(w) ∈ Oτ for τ ∈ P(1) such that ∂τ = {α,β}, then one has

h(w) = t−ν(α)(1− φα(w))wα + t−ν(β)(1− φβ(w))wβ,

hα(w) = −t−ν(α)(1− φα(w))wα + t−ν(β)(1− φβ(w))wβ.
(3.5.1)

If Log(w) ∈ Oσ where σ ∈ P(2) is the simplex whose vertices are α,β, γ ∈ A, then one
has

h(w) = t−ν(α)(1− φα(w))wα + t−ν(β)(1− φβ(w))wβ + t−ν(γ)(1− φγ(w))wγ,

hα(w) = −t−ν(α)(1− φα(w))wα + t−ν(β)(1− φβ(w))wβ + t−ν(γ)(1− φγ(w))wγ .

(3.5.2)

By choosing a coordinate of M in such a way that β−α = (1, 0) and γ−α = (0, 1), one
can easily show that the amoebas are identical in both cases. �

Choose a sufficiently large t so that the connected components of the complement of
Π := Log(Z) are labeled by A as

NR \ Π =
∐

α∈A
Qα(3.5.3)

just as in (2.1.7). For an interior lattice point α ∈ A ∩ Int∆, a tropical Lagrangian
section is an exact Lagrangian section of the restriction of Log : NC× → NR to the inverse
image of Qα with boundary in Zα which agrees with the parallel transport of ∂L along
a segment in C in a small neighborhood of ∂L [Abo09, Definitions 3.7 and 3.16]. The
prototypical example of a tropical Lagrangian section is the restriction of the positive
real Lagrangian

L0 := NR>0 = {w = (w1, w2) ∈ NC× | w1, w2 ∈ R>0}(3.5.4)

to the fibers over Qα.

Lemma 3.6. A tropical Lagrangian section does not intersect a sufficiently small tubular
neighborhood UZ of Z.

Proof. Since a tropical Lagrangian section is compact and Z is closed, it suffices to show
that a tropical Lagrangian section does not intersect Z.

If Log(w) ∈ Oτ for τ ∈ P(1) such that ∂τ = {α,β}, then it follows from (3.5.1) that
wβ−α is in R>0 for w ∈ Z and R<0 for w ∈ Zα. It follows that a tropical Lagrangian
section does not intersect Z in Log−1(Oτ ) for τ ∈ P(1).

If Log(w) ∈ Oσ for σ ∈ P(2), then a tropical Lagrangian section agrees with the positive
real Lagrangian L0 in the neighborhood ∂Q ∩ Oσ of the vertex of Π∞ dual to τ [Abo09,
Lemma 3.18]. The positive real Lagrangian is clearly disjoint from Z, and Lemma 3.6 is
proved. �
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One can use the complex structure of NC× to view NC× as the trivial NR/N -bundle
TNR/TZNR over NR, whose universal cover is the trivial NR-bundle TNR. A section
of TNR can be identified with a function on NR with values in NR. Since the tropical
Lagrangian section agrees with the positive real Lagrangian near Q ∩ Oτ for τ ∈ P(2),
a lift Q → TNR of a tropical Lagrangian section Q → NC× to the universal cover
TNR → NC×

∼= TNR/TZNR takes values in N near Q ∩ Oτ . The Hamiltonian isotopy

class of a tropical Lagrangian section is determined by the values (nτ )τ∈P(2) ∈ NP(2)
of

its lifts near the vertices of Π [Abo09, Proposition 3.20]. Two lifts come from the same
section if and only if they are related by an overall shift by N .

For an edge τ ∈ P(1) in the interior of ∆, choose a coordinate of M in such a way that
τ is the line segment between α = (0, 0) and β = (1, 0). Then one has

hα(w) = −t−ν(α) + t−ν(β)w1(3.6.1)

for w ∈ Oτ , so that

Π ∩ Oτ = {(r1, r2) ∈ NR | r1 = −ν(α) + ν(β)}.(3.6.2)

It follows that a tropical Lagrangian section is constant in the w1-variable above Oτ . A
Lagrangian section NR → NC× is said to be framed if its restriction to Qα is bounded by
Zα for any interior lattice point α ∈ A ∩ Int∆.

If σ and σ′ are elements of P(2) adjacent to an edge τ ∈ P(1) in the interior of ∆, then
the condition that the boundary of a Lagrangian section lies in Z implies that

〈nσ − nσ′ ,α− β〉 = 0.(3.6.3)

For a collection (nσ)σ∈P(2) ∈ NP(2)
of elements of N , there exists a framed Lagrangian

section whose lift takes the value nσ on Oσ if and only if (3.6.3) is satisfied for any edge
τ ∈ P(1).

3.7. Legendrian condition at infinity. Recall from Definition 3.3 that a Lagrangian
submanifold L ⊂ NC× is Legendrian at infinity if dcS|L = 0 outside of a compact set. A
direct calculation shows that the graph

Γdf :=

{
(r1, θ1, r2, θ2) ∈ NC×

∣∣∣∣ θ1 =
∂f

∂r1
, θ2 =

∂f

∂r2

}
(3.7.1)

of the differential of a function f : NR → R satisfies the Legendrian condition dcS|Γdf
= 0

if and only if
(
r1

∂

∂r1
+ r2

∂

∂r2

)
∂f

∂r1
=

(
r1

∂

∂r1
+ r2

∂

∂r2

)
∂f

∂r2
= 0.(3.7.2)

This happens if f homogeneous of degree one:
(
r1

∂

∂r1
+ r2

∂

∂r2

)
f = f.(3.7.3)

Proposition 3.8. Any framed Lagrangian section can be made Legendrian at infinity by
a Hamiltonian isotopy.

Proof. We can choose a framed Lagrangian in such a way that it coincides with the
positive real Lagrangian in the neighborhood of each leg of Π outside of a compact
set. Then the potential f of the Lagrangian is linear in that neighborhood. Now one
can choose arbitrary homogeneous function of degree one which coincides with f in the
compact set and in the neighborhood of each leg, and the Lagrangian generated by this
function has the desired property. �
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3.9. SYZ transformation. Let L be a base-admissible Lagrangian section of πB : Y →
B associated with a framed Lagrangian section L of Log : NC× → NR. Let further τ ∈ P(1)

be an edge in the interior of ∆ and ℓ ⊂ Y̌ be the corresponding torus-invariant curve.
We use the same coordinates as in Section 2.8.

For each interior lattice point α ∈ A∩Int∆, a framed Lagrangian section L restricts to
a tropical Lagrangian section Lα over Qα. The fiberwise universal cover of the restriction
of Log : NC× → NR to Qα can be identified with TQα, with the positive real Lagrangian
as the zero-section. We write the lift of Lα as the graph of a one-form

ω = ξ1dy1 + ξ2dy2,(3.9.1)

where ξ1 and ξ2 are functions on NR satisfying

∂ξ1
∂y2

− ∂ξ2
∂y1

= 0.(3.9.2)

The semi-flat SYZ transform of Lα is the trivial bundle on TQα, equipped with the
connection

∇α := d+ 2π
√
−1ω = d+ 2π

√
−1(ξ1dy1 + ξ2dy2).(3.9.3)

In cases without quantum corrections, this gives a holomorphic line bundle mirror to
the given Lagrangian section [LYZ00]. In general, however, quantum corrections have to
be taken into account [Cha13, CU13, CPU16]. In our case, due to the nontrivial gluing
formulas (2.8.3), the semi-flat SYZ transforms of Lα and Lβ do not coincide over the
intersection

Ũα ∩ Ũβ = Tℓ/TZℓ,(3.9.4)

where ℓ ⊂ Π∞ is the edge of the intersection of the connected components Qα,Qβ ⊂
NR \ Π which is dual to τ ∈ P(1), but are related by

∇α = ∇β +
√
−1〈df,β −α〉darg(1 + z3),(3.9.5)

where f is a primitive of L, i.e. ξi = ∂f/∂xi for i = 1, 2.
Since Lα and Lβ share the same boundary in Z over ℓ and the defining equation for

Z is given as in (2.3.10), we have kαβ := 〈df,β − α〉 ∈ Z, so we may modify ∇β to the
gauge equivalent connection

∇′
β := ∇β +

√
−1kαβdarg(1 + z3).(3.9.6)

Now ∇α and ∇′
β glue to give a connection ∇αβ on the chart Ũα ∪ Ũβ ⊂ Y̌ . It is clear

that the cocycle condition is satisfied, so the connections {∇αβ} define a global U(1)-
connection over Y̌ whose curvature has trivial (0, 2)-part since L is Lagrangian. This
produces a holomorphic line bundle F(L) over Y̌ , called the SYZ transform of L.

To determine the isomorphism class of F(L), let ℓ ⊂ Π∞ be an edge on the boundary
of a connected component Cα,∞ ⊂ NR \Π∞ of the complement of the tropical curve Π∞.
We can choose a coordinate onM in such a way that the endpoints of the edge τ is given
by α = (0, 0) and β = (1, 0). A subset of the torus-invariant curve in Y̌ associated with
the edge τ ∈ P(1) dual to ℓ can naturally be identified with Tℓ/TZℓ. Let σ, σ′ ∈ P(2) be
the faces adjacent to τ , then the degree of the restriction of F(L) to Tℓ/TZℓ is given by

√
−1

2π

∫

Tℓ/TZℓ

F 1,1
∇′

α
= −

∫

Tℓ/TZℓ

∂ξ2
∂y′2

dx′2 ∧ dy′2 = −
∫

ℓ

∂ξ2
∂y′2

dy′2 = ξ2(sσ)− ξ2(sσ′),(3.9.7)

where sσ, sσ′ ∈ NR are the endpoints of ℓ dual to σ, σ′ ∈ P(2). More generally, it can be
shown that the degree of the restriction of F(L) to Tℓ/TZℓ is given by 〈df, (β−α)⊥〉|sσsσ′

.
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This shows that the isomorphism class of F(L) depends only on the Hamiltonian isotopy
class of L, hence proving Theorem 1.1.

4. Standard wrapped Floer theory

4.1. Basic geometric objects. Let (X, θ) be a Liouville manifold. The induced contact
structure on ∂X in will be denoted by ξ := ker (θ|∂Xin) , and the Liouville coordinate on the
symplectization end [1,∞)× ∂X in will be denoted by r. We assume that the canonical
bundle of X is trivial, and fix its trivialization.

4.2. The vector field Z on X dual to the Liouville one-form θ with respect to the sym-
plectic form dθ is called the Liouville vector field. It is given by r∂r on the symplectization
end.

4.3. The Reeb vector field R on the contact manifold
(
∂X in, θ|Xin

)
is defined by R ∈

Ker dθ and θ(R) = 1.

4.4. A Lagrangian submanifold L ⊂ X is Liouville-admissible if it is the completion
Lin ∪ [1,∞) × ∂Lin of a Lagrangian submanifold Lin ⊂ X in such that θ|Lin ∈ Ω1(Lin)
vanishes to infinite order along the boundary ∂Lin. We assume that all such Lagrangians
are spin and are equipped with brane structures in the sense of [Sei08].

4.5. A Liouville-admissible Hamiltonian is a positive function H : X → R>0 which is
λr outside of a compact set for a positive real number λ called the slope of H . The
set of Liouville-admissible Hamiltonians of slope λ is denoted by HLa(X)λ and we set
HLa(X) :=

⋃
λ∈R>0 HLa(X)λ.

4.6. A Liouville-admissible almost complex structure is a compatible almost complex
which outside of a compact set in the symplectization is the direct sum of an almost
complex structure on ξ and the standard complex structure on the rank 2 bundle spanned
by the Liouville vector field and the Reeb vector field, i.e., JZ = R. The set of Liouville-
admissible complex structures is denoted by JLa(X).

4.7. Let H : X → R be a function on a symplectic manifold X and L be a Lagrangian
submanifold. A Hamiltonian chord is a trajectory x : [0, 1] → X of the Hamiltonian
flow such that x(0) ∈ L and x(1) ∈ L. The set of Hamiltonian chords will be denoted
by X (L,X ;H). We sometimes write X (L;H) := X (L,X ;H), if X is clear from the
context. We also write the set of Hamiltonian chords in a given relative homotopy class
γ ∈ π1(X,L) as

X (L;H)γ := {x ∈ X (L;H) | [x] = γ} .(4.7.1)

A Hamiltonian chord x is non-degenerate if the image ϕ1(L) of L by the time-one Hamil-
tonian flow ϕ1 : X → X intersects L transversally at the intersection point corresponding
to x.

4.8. Let Σ be a closed disc with d + 1 boundary punctures ζ = {ζ0, . . . , ζd}, which are
called the points at infinity. We denote by Σ := Σ ∪ ζ the closed disk obtained by
filling in the punctures. The connected component of the boundary of Σ between ζi and
ζi+1, which is homeomorphic to an open interval, will be denoted by ∂iΣ. We also write

∂Σ :=
⋃d

i=0 ∂iΣ. The moduli space of such discs and its stable compactification will be

denoted by Rd and Rd
respectively.

Remark 4.9. As most of our calculations will actually take place at the cohomological
level, we will be mostly interested in the cases when d ≤ 3 in this paper.
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4.10. A strip-like end around a point ζi is a holomorphic embedding




ǫ : R≤0 × [0, 1] → Σ,

ǫ−1(∂Σ) = R≤0 × {0, 1},
lim

s→−∞
ǫ(s,−) = ζi

(4.10.1)

if i = 0, and




ǫ : R≥0 × [0, 1] → Σ,

ǫ−1(∂Σ) = R≥0 × {0, 1},
lim
s→∞

ǫ(s,−) = ζi

(4.10.2)

otherwise. Strip-like ends can be chosen compatibly over the moduli spaces.

4.11. A Liouville-admissible Floer data is a pair

(H, J) ∈ C∞([0, 1],HLa(X))× C∞([0, 1],JLa(X))(4.11.1)

of families of Liouville-admissible Hamiltonians and Liouville-admissible almost complex
structures.

4.12. Let Σ be a closed disk with d + 1 boundary punctures. A Liouville-admissible
perturbation data (K, J) consists of

(1) a 1-form K ∈ Ω1(Σ,HLa(X)) on Σ with values in Liouville-admissible Hamilto-
nians satisfying

K|∂Σ = 0, and(4.12.1)

XK = XHe ⊗β outside of a compact set, where He is of slope one and
β is sub-closed (i.e., dβ ≤ 0), and

(4.12.2)

(2) a family J ∈ C∞(Σ,JLa(X)) of Liouville-admissible almost complex structures
on X parametrized by Σ.

It is compatible with a sequence (H ,J) = (Hj, Jj)
d
j=0 of Liouville-admissible Floer data

if

ǫ∗jK = Hj(t)dt and J(ǫj(s, t)) = Jj(t)(4.12.3)

for any j ∈ {0, . . . , d} and any t ∈ [0, 1].

4.13. A sequence x := (xk ∈ X (L;Hk))
d
k=0 of Hamiltonian chords and a perturbation

data (K, J) allow us to define Floer’s equation




y : Σ → Y ,

y(∂Σ) ⊂ L,

lim
s→±∞

y(ǫk(s,−)) = xk, k = 0, . . . , d,

(dy −XK)
0,1 = 0,

(4.13.1)

where XK is the one-form with values in Hamiltonian vector fields on Y associated with
K. Outside of a compact set, our choices of perturbation data agrees with that studied
in [AS10] and so the C0 estimates of Section 7 of loc. cit. still hold.
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4.14. Cohomological constructions. For a non-degenerate Liouville-admissible Hamil-
tonian H , the Floer complex is defined by

CF∗(L;H) :=
⊕

x∈X (L;H)

|ox|,(4.14.1)

where |ox| is the one-dimensional C-normalized orientation space associated to x (see
[Sei08, Section 12]). For a pair x = (x0, x1) of Hamiltonian chords, the matrix element
of the Floer differential m1 is defined by counting the number of solutions to Floer’s
equation (4.13.1) on the strip Σ := R × [0, 1] with perturbation data K = Hdt up to
R-translations. The cohomology of the Floer complex (4.14.1) is denoted by HF∗(L;H),
and called the Floer cohomology.

4.15. A Liouville-admissible sequence of Hamiltonians is a sequence (Hm)
∞
m=1 of Liouville-

admissible Hamiltonians satisfying the following conditions:

(1) For each m ∈ Z>0, the set X (L;Hm) consists only of non-degenerate chords.
(2) The slopes λm of Hm satisfy λm < λm+1 and λm + λm′ ≤ λm+m′ for any m,m′ ∈

Z>0.

Note that (2) implies limm→∞ λm = ∞.

4.16. We fix a Liouville-admissible sequence (Hm)
∞
m=1 of Hamiltonians and a sequence

(Jm)
∞
m=1 of Liouville-admissible almost complex structures. In addition, for eachm ∈ Z>0,

we fix a Liouville-admissible perturbation data K(m,m+1) on the strip R× [0, 1], which
is compatible with the pair ((Hm, Jm), (Hm+1, Jm+1)) of Floer data. For any n > m, by
gluing (K(i, i+1))n−1

i=m, we obtain a perturbation dataK(m,n) on the strip R×[0, 1], which
is compatible with the pair ((Hm, Jm), (Hn, Jn)) of Floer data. By counting numbers of
solutions to Floer’s equation (4.13.1) on the strip with respect to this perturbation data,
we obtain the continuation map

CF∗(L;Hm) → CF∗(L;Hn)(4.16.1)

on the Floer cochain complex. A standard argument in Floer theory shows that the
continuation map commutes with the Floer differential, and induces the continuation
map

κm,n : HF∗(L;Hm) → HF∗(L;Hn)(4.16.2)

on the Floer cohomology. The colimit

HW(L) := lim−→
m

HF(L;Hm)(4.16.3)

with respect to the continuation map (4.16.2) is called the wrapped Floer cohomology.

4.17. The most important Floer theoretic operation on wrapped Floer cohomology in
this paper will be the pair-of-pants product. To define it, for any m,n ∈ Z>0, we fix a
Liouville-admissible perturbation data K(m,n,m + n) on a disk with three punctures,
which is compatible with the triple

((Hm, Jm), (Hn, Jn), (Hm+n, Jm+n))(4.17.1)

of Floer data. This allows us to define a linear map

m2 : CF∗(L;Hn)⊗ CF∗(L;Hm) → CF∗(L;Hm+n)(4.17.2)

by counting numbers of solutions to Floer’s equation. A standard arguments in Floer
theory shows that m2 satisfies the Leibniz rule with respect to m1, and hence induces a
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map on the Floer cohomology. As is standard in Floer theory, the fact that this pair-
of-pants product is well-behaved comes from the existence of certain auxilliary moduli
spaces which are enhanced with suitable choices of Floer data. For example, in order to
show that this product is actually well-defined on the direct limit, we make the following
construction:

4.18. For anym1, m2, m3 ∈ Z>0 withm1 < m2, we fix a one-parameter family (Kτ (m1, m2, m3))τ∈[0,1]
of Liouville-admissible perturbation data such thatK0(m1, m2, m3) is the gluing ofK(m1, m3, m1+
m3) with K(m1 + m3, m2 + m3) and K1(m1, m2, m3) is the gluing of K(m1, m2) with
K(m2, m3, m2 +m3). We also fix the analogous data for the case when the continuation
map occur along the other positive strip-like end. A standard cobordism argument using
this family shows that the product is well-defined on the direct limit.

4.19. For any m1, m2, m3 ∈ Z>0 and any n ∈ Z≥0, we set m :=
∑3

i=1mi + n. We
then choose a family K(m1, m2, m3) of Liouville-admissible perturbation data on the

universal family of disks with 4 punctures over the moduli space R3
, which is compatible

with (Hm, Jm) along the negative end and (Hmi
, Jmi

) along the three positive ends. We

assume that along one end of the boundary of R3
, the family K(m1, m2, m3) restricts

to the fiber product of a perturbation datum in K(m1, m2, m−m3) (for some datum in
the interior of the above homotopy) with K(m−m3, m3, m), and at the other end of the
boundary, it restricts to the fiber product of a perturbation datum in K(m2, m3, m−m1)
(for some choice of data in the interior of the above homotopy) with K(m1, m−m1, m).
We also require that for sufficiently small gluing parameters, in the ‘thin” regions of
the holomorphic curves, the perturbation data restricts exactly to the gluing of these
perturbation data following [Sei08, Section (9i)].

For generic choices of Floer data and perturbation data, all moduli spaces above may
be regularized. A standard argument in Floer theory using the moduli space of solutions
to Floer’s equation with respect to this perturbation data shows that the product on the
Floer cohomology is associative.

Remark 4.20. The extra flexibility in the parameter n above may seem unusual, but is
motivated by our intended applications where the theory is not as nicely behaved as in
the standard Liouville case.

4.21. Chain level structures. We now explain how to enhance the above constructions
to the chain level. The existence of this chain level construction is important when we
discuss (the (split-)generation of) the derived category. Still, as most of our computations
will take place at the cohomological level, we will be brief and refer the reader to [AS10].
To define the chain level structure, we assume that our Liouville-admissible families Hm

satisfy λm = m and that

Hm(x) = λmr(4.21.1)

in the region of X defined by r ≥ 2. We similarly assume that all our Liouville-admissible
Lagrangians L are conical over this region, and that for any perturbation data, (4.12.2)
holds over this region as well.

Definition 4.22. The wrapped Floer complex of a Liouville-admissible Lagrangian L is
defined by

CW∗(L) := ⊕m CF∗(L,Hm)[q],(4.22.1)

where deg q = −1 and q2 = 0.
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We fix perturbation data of the form K(m,m + 1) and define a differential on this
complex via the formula

µ1(x+ qy) = (−1)|x|m1(x) + (−1)|y|(qm1(y) + κm,m+1(y)− y).(4.22.2)

The cohomology of this complex gives the wrapped Floer cohomology defined in (4.16.3);

H∗(CW∗(L)) ∼= HW∗(L).(4.22.3)

Fix d ≥ 1 and labels pf ∈ {1, · · · , d} (possibly not distinct) indexed by a finite set F .
Let p : F → {1, · · · , d} be the map given by f 7→ pf .

Definition 4.23. A p-flavored popsicle is a disk Σ ∈ Rd with d+1 boundary punctures
together with holomorphic maps φf : Σ → Z to the strip Z := R× [0, 1] which extend to

an isomorphism Σ
∼−→ Z such that φf(z0) = −∞ and φf(zpf ) = ∞. The moduli space of

p-flavored popsicles is denoted by Rd,p.

This moduli space admits a compactification Rd,p
over stable discs. Moreover, we

can choose universally consistent strip-like ends over Rd,p
in the sense of [AS10, Section

2.4]. Observe that if p is not injective, then there is a symmetry group of Symp of
permutations of F preserving p. This admits a natural action on Rd,p which extends

to the compactification Rd,p
. Fix flavors p and weights m = (m0, · · · , md) ∈ (Z>0)

d+1

satisfying

m0 =
d∑

i=1

mi + |F | .(4.23.1)

We denote by Rd,p,m
the moduli space of popsicles with weights m (although this is

just a copy of Rd,p
, it is useful to separate these). We equip this with perturbation

data compatible with the strip-like ends Hidt and admissible complex structures Jt.
1

This data is chosen universally consistently and equivariantly with respect to the Symp

actions. Denote these choices by (Kp,m, Jp,m).

Given a collection of chords xi ∈ X (L;Hi), we can form the moduli space Rd,p,m
(x) of

solutions to Floer’s equation. With generic choices of (Kp,m, Jp,m), these spaces of maps
have the expected dimension. Whenever the expected dimension is zero, counting these
solutions with appropriate signs gives rise to operations µp,m. Out of these operations,
Abouzaid and Seidel constructs an A∞-structure on the Floer complex CW∗(L, L).

These constructions can easily be adapted to a collection of Liouville-admissible La-
grangians, giving rise to an A∞ category W(X) whose objects are these Lagrangians
and whose morphisms are the Floer complexes. Finally, we embed this, via the Yoneda
embedding, into the larger category DπW(X) := perfW(X) of perfect A∞-modules over
this category. The smallest full triangulated subcategory of DπW(X) containing W(X)
will be denoted by DbW(X).

Remark 4.24. The reader will note that we have used slightly more general Hamiltoni-
ans than those of the form Hm = mH for a fixed admissible Hamiltonian. This is for two
reasons, the first being that as one of their genericity constraints on the Hamiltonians,
Abouzaid and Seidel [AS10, (39)] impose the condition that no point on L is both an
endpoint and a starting point of a Hamiltonian chord. This is to rule out certain solutions
of zero geometric energy which can roughly speaking be thought of as constant curves

1Some care must be taken in the choice of complex structure over the moduli space, see [AS10, Section
3.2].
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landing in triple intersections of the Lagrangians after being perturbed by the Hamilton-
ian flow (these solutions are problematic for transversality). For the Hamiltonians we
wish to choose, all the Hamiltonian chords on the cylindrical end are Hamiltonian orbits.
However, in our setting, because we can choose more flexible families of Hamiltonians,
we can choose our data so that such constant curves are excluded a priori.The second
consideration is practical: by working with slightly more general Hamiltonians, we can
obtain smaller models for the Floer cohomology.

5. Adapted wrapped Floer theory

5.1. Let S : NC× → R be the standard exhaustive plurisubharmonic function defined in
(3.2.1). A function H : NC× → R is homogeneous of degree one with respect to S if

−dcS(XH) = H , and(5.1.1)

dS(XH) = 0.(5.1.2)

5.2. A positive function Hb : NC× → R>0 is an admissible base Hamiltonian if it is
homogeneous of degree one outside of a compact set.

5.3. For a function H : NR → R, the composition H ◦Log: NC× → R will also be denoted
by H by abuse of notation. The Hamiltonian vector field is given by

XH =
∂H

∂r1

∂

∂θ1
+
∂H

∂r2

∂

∂θ2
.(5.3.1)

One has

−dcS(XH) = r1
∂H

∂r1
+ r2

∂H

∂r2
,(5.3.2)

so that −dcS(XH) = H if and only if H is homogeneous of degree one in the usual sense.

5.4. A positive function Hba : Y → R>0 is a base-admissible Hamiltonian if there exists
an admissible base Hamiltonian Hb : NC× → R>0 and a compact set K ⊂ NC× such that

• for any y ∈ Y \ π−1
N

C×
(K), one has

(πN
C×
)∗(XHba

(y)) = XHb
(πN

C×
(y)).(5.4.1)

• Outside of π−1
N

C×
(UZ), Hba is a C2-small perturbation of π−1

N
C×
(Hb)

The set of base-admissible Hamiltonians on Y is denoted by Hba(Y ).

Proposition 5.5. There exists a base-admissible Hamiltonian.

Proof. Recall from (2.5.19) that χ|Ui
= χi ◦ Gi. The symplectic form on Ui is invariant

under the S1-action on NC× which preserves wα−β. The essential idea is to produce the
base Hamiltonian by gluing together local moment maps for these actions. In more detail,
set Fi = |u|2 + |h(w)|2. Then we have

ω = π∗
N

C×
ωN

C×
+ π∗

Cu
ωCu −

ǫ

4π
ddc(χ(Gi) log(Fi)).(5.5.1)

Let X be the vector field on Y , which is ∂θ
(αi−βi)

⊥
with (u,w) as coordinates; it is

characterized by

ιXdu = ιXdw
αi−βi = ιXdr(αi−βi)

⊥ = 0, ιXdθ(αi−βi)
⊥ = 1.(5.5.2)

Then we have

ιX(πN
C×
)∗ωN

C×
= −dr(αi−βi)

⊥ .(5.5.3)
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By invariance of the functions Fi and Gi under the local circle action generated by X ,
we have

ιXdd
c (χ(Gi) log(Fi)) = (LX − dιX)d

c (χ(Gi) log(Fi))(5.5.4)

= −d (ιXdc (χ(Gi) log(Fi))) ,(5.5.5)

so that

−ιXω = d
(
r(αi−βi)

⊥ − ǫ

4π
ιXd

c (χ(Gi) log(Fi))
)
.(5.5.6)

If we define ρi : Ui → R by

ρi := r(αi−βi)
⊥ − ǫ

4π
ιXd

c (χ(Gi) log(Fi)) ,(5.5.7)

then ρi − r(αi−βi)
⊥ is a bounded function whose support is contained in the support of

χ. Let R be a positive number satisfying R ≫ R0. Let Hb be a positive function on NR

(which is also considered as a function on NC× by composing with Log : NC× → NR) such
that

Hb is homogeneous of degree one outside of a compact set,(5.5.8)

Hb|UΠi
= cir(α−β)⊥/R where ci is defined in (2.1.9), and(5.5.9)

Hb(r) = |r| /R outside of a neighborhood of UΠ.(5.5.10)

Since the function ciρi
R

agrees with π∗
N

C×
Hb outside the support of χ, we may glue ciρi

R

for i = 1, . . . , ℓ and π∗
N

C×
Hb together to obtain a positive function ρ defined on the

complement of π−1
N

C×
(K) for a compact subset K of NC×. We may extend this function

to Y arbitrarily to obtain a function which satisfies the necessary axioms. �

We fix a function ρ appearing in the proof of Proposition 5.5 throughout the rest of
this paper. We say that a base-admissible Hamiltonian Hba has a slope λ ∈ R>0 if it is
a C2-small perturbation of λρ which coincides with λρ outside of the inverse image by
πN

C×
of a compact set in NC×.

5.6. An ω-compatible almost complex structure JY on Y is said to be base-admissible if
the map πN

C×
: Y → NC× is (JY , JNC×

)-holomorphic outside of a compact set. The set of

base-admissible almost complex structures on Y will be denoted by Jba(Y ).

5.7. A base-admissible Floer data is a pair

(H, J) ∈ C∞([0, 1],Hba(Y ))× C∞([0, 1],Jba(Y ))(5.7.1)

of families of base-admissible Hamiltonians and base-admissible almost complex struc-
tures.

5.8. A base-admissible perturbation data (K, J) consists of

(1) a 1-form K ∈ Ω1(Σ,Hba(Y )) on Σ with values in base-admissible Hamiltonians
satisfying
(a) K|∂Σ = 0, and
(b) outside of a compact set in the base, we have πN

C×
,∗(K) = XHb

⊗ γ for γ
sub-closed, and

(2) a family J ∈ C∞(Σ,Jba(Y )) of base-admissible almost complex structures on Y
parametrized by Σ.

It is compatible with a sequence (H ,J) = (Hj, Jj)
d
j=0 of base-admissible Floer data if

(4.12.3) holds for any j ∈ {0, . . . , d} and any t ∈ [0, 1].
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Lemma 5.9. Let y : Σ → Y be a solution to Floer’s equation (4.13.1) with respect to a
base-admissible perturbation data. Set p := S ◦ πN

C×
◦ y : Σ → R. If p is not a constant

function, then p does not have a maximum on Σ whose maximum value is outside of the
compact set appearing in the definitions of Hba(Y ) and Jba(Y ).

Proof. It follows from the base-admissibility of K that the map w := πN
C×

◦ y : Σ → NC×

satisfies the Floer’s equation

(dw −XHb
⊗ γ)0,1 = 0(5.9.1)

on X for the Hamiltonian Hb outside of a compact set in NC×. We write the almost
complex structures on NC× and Σ as J and j respectively, and set β := −∂cS = −dS ◦ J
and p := S ◦ w. Applying dS to both sides of Floer’s equation

(dw −XHb
⊗ γ) ◦ j = J ◦ (dw −XHb

⊗ γ)(5.9.2)

and using dS(XHb
) = 0, one obtains

(5.9.3) dcp = −β ◦ (dw −XHb
⊗ γ).

By applying d to both sides and using ω = dβ = −ddcS, one obtains

(5.9.4) −ddcp = w∗ω − d(β(XHb
) · γ).

Since β(XHb
) = −Hb outside of a compact set in NR, one has

−ddcp = w∗ω − d(w∗Hb · γ)(5.9.5)

= w∗ω − d(w∗Hb) ∧ γ − w∗Hb · dγ(5.9.6)

= ‖dw −XHb
⊗ γ‖2 − w∗Hb · dγ(5.9.7)

≥ 0(5.9.8)

since Hb ≥ 0 and dγ ≤ 0. Now −ddc is an operator of the form (9.3.1), so the function p
satisfies the strong maximum principle. If the function p attains a maximum at Σ = Σ\ζ,
then Hopf’s lemma implies that

dp(ν) > 0(5.9.9)

for an outward normal vector ν of ∂Σ at some point x ∈ ∂Σ. Let τ ∈ Tx(∂Σ) be the
tangent vector such that ν = jτ . Then one has

dp(ν) = dS ◦ (dw ◦ j)(τ)(5.9.10)

= dS ◦ (XHb
⊗ γ ◦ j + J ◦ (du−XHb

⊗ γ)) (τ)(5.9.11)

= −β ◦ (dw −XHb
⊗ γ)(τ),(5.9.12)

where we used dS(XHb
) = 0 and β = −dS ◦J . The first term vanishes by the Legendrian

condition β|L = 0 at infinity, and the second term vanishes by γ|∂Σ = 0. This contradicts
(5.9.9), and Lemma 5.9 is proved. �

5.10. An almost complex structure J on Y is fibration-admissible if

(1) J is base-admissible,
(2) the map πC : Y → C is J-holomorphic on π−1

C ({u ∈ C | |u| > C0}) for some C0,
(3) the divisor E defined in (2.5.5) is J-holomorphic, and
(4) the almost complex structure J |UD

is the product of JN
C×

and the standard com-
plex structure on Dδ under the identification (2.5.13).

The set of fibration-admissible almost complex structures on Y will be denoted by J (Y ).

The following stronger notion will be used later in Section 6:
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x

f(x)

ǫ

Figure 5.1. An admissible vertical Hamiltonian

5.11. A fibration-admissible almost complex structure J on Y is integrably fibration-
admissible if there exists an almost complex structure JN

C×
adapted to Z such that when

one equips NC× × C with the almost complex structure (JN
C×
, JC), the structure map

p = (πN
C×
, πC) : Y → NC× × C of the blow-up is pseudo-holomorphic on the union of

(1) π−1
C ({u ∈ C | |u| > C0}) for some C0,

(2) π−1
N

C×
({w ∈ NC× | S(w) > C1}) for some C1 > 0, and

(3) UD ∪ π−1(UZ).

The set of integrably fibration-admissible almost complex structures on Y will be denoted
by Jint(Y ).

5.12. Fix µ0, µ1 ∈ R>0 such that µ0 ≪ ǫ ≪ µ1. In the exact structure (2.7.9), if we
set the boundary to be {µ = µ0} and {µ = µ1}, then the Liouville coordinates become
c−(ǫ − µ) and c+(µ − ǫ) for some constant c− and c+. A function Hv : Y → R>0 is an
admissible vertical Hamiltonian of slope λ ∈ R>0 if there exist a function f : R≥0 → R>0

satisfying

(1) f ′′(x) ≥ 0 for any x ∈ R≥0,
(2) f(x) = λc−(ǫ− x) when x < µ0,
(3) f ′(x) = 0 in a neighborhood of x = ǫ,
(4) f(x) = λc+(x− ǫ) when x > µ1, and
(5) Hv = f ◦ µ where µ : Y → R≥0 is the moment map (2.7.5).

The set of admissible vertical Hamiltonians will be denoted by Hv

(
Y
)
. The Hamiltonian

vector field associated with Hv is given by

XHv = f ′(µ) ·Xµ,(5.12.1)

where Xµ is the fundamental vector field for the S1-action (2.5.6). It follows that
(
πN

C×

)
∗ (XHv) = 0.(5.12.2)

5.13. A fibration-admissible Hamiltonian of slope λ ∈ R>0 is a function H : Y → R>0

satisfying the following conditions:

(1) One has (πN
C×
)∗(XH) = Xλρ outside of a compact set in NC×.

(2) Whenever |µ| < µ0 or |µ| > µ1, one has H = Hba + Hv, where Hba is a base-
admissible Hamiltonian of slope λ and Hv is an admissible vertical Hamiltonian
of slope λ.

(3) XH is tangent to E.

The set of fibration-admissible Hamiltonians of slope λ will be denoted by Hλ

(
Y
)
.
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Remark 5.14. To actually construct examples, we may assume that H = Hba + Hv

holds everywhere. The extra flexibility of our definitions are included for Section 7.

5.15. A fibration-admissible sequence of Hamiltonians is a sequence (Hm)
∞
m=1 of fibration-

admissible Hamiltonians such that the slopes λm of Hm for m ∈ Z>0 satisfy λm < λm+1

and λm + λm′ ≤ λm+m′ for any m,m′ ∈ Z>0.

5.16. A fibration-admissible perturbation data is a base-admissible perturbation data

(K, J) ∈ Ω1
(
Σ, Hba

(
Y
))

× C∞ (
Σ,J

(
Y
))

(5.16.1)

satisfying the following conditions:

(1) XK is tangent to E and D.
(2) For µ≫ ǫ, one has (πC)∗ (XK) = (πC)∗XHv ⊗γ+ for a subclosed one form γ+ and

a vertical Hamiltonian Hv.
(3) For points on Y \ π−1

N
C×
(UZ) with µ≪ ǫ, one has

(πC)∗ (XK) = (πC)∗XHv ⊗ γ−(5.16.2)

for a subclosed one form γ− and a vertical Hamiltonian Hv.

5.17. Assume d ≤ 3 and let Rd(Y,x) be the moduli space of solutions to Floer’s equation
for perturbation data in Sections 4.16, 4.17 and 4.19 (with Liouville admissible data
replaced by the corresponding fibration-admissible data). Similarly, we let R2

τ (Y,x) be
the moduli space of solutions to Floer’s equation for the perturbation dataKτ (m1, m2, m3)
appearing in Section 4.18, whose union is denoted by

R2
•(Y,x) :=

⋃

τ∈[0,1]
R2

τ (Y,x).(5.17.1)

Let L be the closure in Y of a base-admissible Lagrangian section L. By base-
admissibility, solutions to Floer’s equation are now constrained to lie in a compact sub-
space in Y and so Gromov compactness applies as usual. Gromov compactness is typically
stated for Lagrangians without boundary, but here it applies because we can extend L
slightly in the negative real direction as well.

Since L is contractible, the relative homotopy group π2(Y , L) is a torsor over π2(Y ),
and the possible relative homology classes of Floer curves in Y is a torsor over the image
of π2(Y ) in H2(Y ). From the general properties of blowing up, we have

H2(Y ) ∼= H2(NC×)⊕ [Ew],(5.17.2)

where [Ew] is the class generated by any exceptional sphere over w ∈ Z. It follows that
the image of π2(Y ) in H2(Y ) is one-dimensional and generated by [Ew].

The moduli spaces Rd(Y,x) and R2
τ (Y,x) embeds naturally into the Gromov com-

pactifications of maps into Y with some relative homology class Ax ∈ H2

(
Y , L

)
which is

uniquely determined by the intersection with either E or F . The closures of these spaces

will be denoted by Rd
(Y ,x) and R2

τ (Y ,x) respectively. Moreover, if every component

of u ∈ Rd
(Y ,x) (or R2

τ (Y ,x)) avoids D ∩ L and is asymptotic to chords in Y , then the
image of u is contained in Y . We also set

R2

•(Y ,x) :=
⋃

τ∈[0,1]
R2

τ (Y ,x).(5.17.3)

Definition 5.18. Hamiltonian chords for the Lagrangian L which are completely con-
tained in D are called divisor chords.
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5.19. We assume that the Hamiltonian flow preserves UZ×0, so that all Hamiltonian
chords are disjoint from π−1

N
C×
(UZ).

Lemma 5.20. Let (K, J) be a fibration-admissible perturbation data, and consider a se-

quence (ys)
∞
s=1 of maps ys : Σ → Y in Rd(x) converging to y∞ ∈ Rd

(Y ,x). Let {yk,∞}lk=1

be the irreducible components of the maps. If a component yk,∞ : Σk → Y intersects D at
a point on the boundary ∂Σk, then the component yk,∞ lies entirely in D.

Proof. Observe that there are four essentially distinct ways that a limiting component
yk,∞ could intersect the divisor D, i.e.,

• in the interior of Σ,
• on the boundary ∂Σ,
• yk,∞ lies completely in D, or
• yk,∞ limits to a divisor chord in D along some strip-like end ǫ.

It therefore remains to rule out intersections along a boundary, which we claim follows
from the fact that dc(1/|u|)|L = 0, where u is the base coordinate on C discussed above.
Consider a subsequence ys : Σ → Y with boundary on L which meets the exceptional
divisor E at points zk,s. We can define the intersection number

ys · E =
∑

zk,s

dk,s,(5.20.1)

where dk,s ≥ 0 are the local intersection numbers of ys with E at zk,s on Σ. To define
this number efficiently, observe that Gromov’s trick [Gro85] (see e.g. [MS12, Section
8.1] for an exposition) allows us to view a solution ys to Floer’s equation as a pseudo-
holomorphic section ỹs : Σ → Σ × Y for a specific almost complex structure on Σ ×
Y . When the perturbation data (K, J) are admissible, both Σ × E and Σ × D are
almost complex submanifolds of codimension 2. The local intersection number is then
the intersection number of the section with Σ×E. This number is constant in our sequence
(ys). Assume for contradiction that a sequence (ys) has a convergent subsequence which
limits to u∞ that has a component yk,∞ intersecting D along some L at a point zℓ. Then
the intersection points above limit to intersection points zk,∞ which are in the interior of
y∞.

Fix a small ball Dǫi(zk,∞) about these points which avoids zℓ. We choose s large enough
so that all of the points zk,s lie in Dǫi(zk,∞). Then for large s, there must be a local
maximum of 1/|u| near zℓ. This is impossible by the same calculation as in Lemma 5.9
if we note that dc(1/|u|)|L = 0. �

5.21. There are two useful ways of grading Hamiltonian chords. The first is used to
grade Hamiltonian chords in Y . Namely, one grades Y by the holomorphic volume form

Res

[
1

h(w)− uv

dw1

w1
∧ dw2

w2
∧ du ∧ dv

]
=
dw1

w1
∧ dw2

w2
∧ du

u
(5.21.1)

on Y and graded Lagrangian submanifolds with respect to this grading of Y . Note that
this grading of Y restricts to the standard grading on NC××C×. We denote this standard
grading by |xi|. If d ≥ 2, then we have

virt. dimRd(Y,x) = |x0| −
∑

i 6=0

|xi|+ d− 2.(5.21.2)

If d = 1 and the perturbation data is invariant under the R-translation (this is the case
when we define the Floer differential), then (5.21.2) continues to hold, after modding out
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by automorphisms. If d = 1 and the perturbation data is not translation invariant (this
is the case when we define the continuation map), then we have

virt. dimR1(Y,x) = |x0| − |x1| .(5.21.3)

In the case of perturbation data in Section 4.19, we have

dimR2
•(Y,x) = |x0| −

∑

i 6=0

|xi|+ 1.(5.21.4)

For generic J ∈ Jint(Y ), all moduli spaces can be cut out transversely so that the virtual
dimension agrees with the actual dimension.

5.22. The second way of grading allows us to grade all chords, including divisor chords.
This is by grading chords xi with respect to the standard volume form on NC× × C.
Equivalently, one may view this as choosing an algebraic volume form

dw1

w1
∧ dw2

w2
∧ du(5.22.1)

with a simple zero along E, restricting this to Y \E, and then grading the Lagrangians.
It follows from the index computation in [She15, Lemma 3.22] that for d ≥ 2, one has

dim(Rd
(Y ,x)) = |x0|rel −

∑

i 6=0

|xi|rel − 2(Ax · E) + d− 2,(5.22.2)

and similarly for R1
(Y ,x) and R2

•(Y ,x).

Remark 5.23. Floer theoretic operations will respect this second grading after one in-
serts a formal parameter t of cohomological degree −2 and curves y are weighted by ty·E ,
where y ·E is their intersection with the divisor E (see [She15, Lemma 3.22 and Definition
5.1]). We will be primarily interested in the first grading, but use this second grading to
rule out certain breaking configurations and in certain arguments in Section 6.

5.24. Now we restrict our attention to the Lagrangian L0, which is the example treated
in this paper. Throughout the rest of this paper, we will equip L0 with the trivial spin
structure to view it as a Lagrangian brane. We may assume that all Hamiltonian chords
are non-degenerate. For example, we may take a fixed Hba and Hv of slope one and then
take Hba,m and Hv,m to be sufficiently small perturbations of mHba and mHv supported
away from Z.

Lemma 5.25. The relative homotopy group π1(Y, L0) is naturally isomorphic to N .

Proof. The relative homotopy group π1(Y, L0) is isomorphic to the fundamental group
π1(Y ) since L0 is contractible. It is well-known that the blow-up Y → NC× × C induces

an isomorphism π1
(
Y
) ∼−→ π1(NC× ×C) ∼= π1(NC×) of the fundamental group. The kernel

of the map π1(Y ) → π1
(
Y
)
is the normal subgroup generated by the class of a loop of

the form |w| = pt, |v0| = ǫ (cf. e.g. [Zai, Lemma 2.3(a)]). Such loops are contractible
in Y due to the singular conic bundle structure. We therefore conclude that this map
is an isomorphism. The fundamental group of NC× is naturally isomorphic to N , and
Lemma 5.25 is proved. �

Recall that we have assumed that near D, our Hamiltonians have the form

Hm = Hba,m +Hv,m(5.25.1)
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for Hba,m and Hv,m sufficiently generic so that all chords are non-degenerate. It follows
that for every Hamiltonian chord p in X (L0, NC×;Hb,m), there is a divisor chord in
X

(
L0, Y ;Hm

)
, which we write as pd.

Lemma 5.26. One has |pd|rel = 2⌊c−λm⌋+ 1 + |p|N
C×
.

Proof. This is obtained by observing that we have a product splitting for the Lagrangians,
Hamiltonian flow, and the trivializations under the product decomposition of NC× × C.
So it suffices to compute the contribution from the C factor. The short chord contributes
1 to the Maslov index and each rotation around the cylindrical end contributes 2⌊c−λm⌋
(see [Sei08, Section (11e)]). �

5.27. For

n ∈ N ∼= π1(Y, L0) ∼= π1(Y , L0) ∼= π1(NC× , L0),(5.27.1)

we set

X (L0;Hb,m)n := {p ∈ X (L0;Hb,m) | [p] = n} .(5.27.2)

Let

ℓ♯ : N × Z>0 → Z(5.27.3)

be a function satisfying the following conditions for any n ∈ N ;

ℓ♯(n, m) < infp∈X (L0;Hb,m)n |pd|rel − 1 for any m ∈ Z>0,(5.27.4)

ℓ♯(n, m) < ℓ♯(n, m+ 1) for any m ∈ Z>0,(5.27.5)

limm→∞ ℓ♯(n, m) = ∞.(5.27.6)

We set

CF∗(L0;Hm) :=
⊕

x∈X (L0;Hm)

|ox|,(5.27.7)

where |ox| is a one-dimensional C-normalized orientation space associated to x. We also
set

X (L0;Hm)
≤ℓ♯ :=

{
x ∈ X (L0;Hm)

∣∣ |x|rel ≤ ℓ♯([x], m)
}

(5.27.8)

and

CF∗(L0;Hm)
≤ℓ♯ :=

⊕

x∈X (L0;Hm)≤ℓ♯

|ox|.(5.27.9)

The vector space CF∗(L0;Hm)
>ℓ♯ is defined similarly.

Definition 5.28. A pair
(
(Hm)

∞
m=1 , ℓ

♯
)
is said to satisfy Assumption A if the following

conditions are satisfied:

1. For every pair x = (x0, x1) of chords x0 ∈ X (L0;Hm′) and x1 ∈ X (L0;Hm) which lie
in the same relative homotopy class, there is a topological strip yx in Y between x1 and
x0 bounded by L0 such that yx has intersection number zero with both components E
and F of E.

2. If a pair x = (x0, x1) of chords x0 ∈ X (L0;Hm)
>ℓ♯ and x1 ∈ X (L0;Hm)

≤ℓ♯ satisfies

virt. dimR1 (
Y ,x

)
= 0, then R1 (

Y ,x
)
is empty for generic J ∈ C∞([0, 1],J (Y )).

The following compactness lemma allows us to give CF∗(L0;Hm)
≤ℓ♯ the structure of a

complex and to define continuation maps which preserve the relative grading.
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Lemma 5.29. If a pair x = (x0, x1) of chords x0 ∈ X (L0;Hm′)≤ℓ♯ and x1 ∈ X (L0;Hm)
≤ℓ♯

for m ≤ m′ satisfies |x0|rel < ℓ♯(n, m), then for a generic almost complex structure

J ∈ C∞ (
[0, 1],J (Y )

)
, the space R1 (

Y ,x
)
consists of curves which are disjoint from D

and with no strip-breaking along chords in X (L0)
>ℓ♯.

Proof. Since

• the intersection numbers of any Floer strip with E and F must be non-negative,
• the relative homology class of any topological strip can be obtained as the con-
nected sum of yx and an integer multiple of [Ew], and

• the intersection numbers of [Ew] with E and F are given by

[Ew] · E = −[Ew] · F = −1,(5.29.1)

any Floer strip must have intersection number zero (and hence, in fact, be disjoint) with
E (and F ). It follows that any Floer strip must raise or at least preserve the relative
grading, so that there can be no strip breaking along such chords with higher relative
grading. �

Definition 5.30. A pair
(
(Hm)

∞
m=1 , ℓ

♯
)
is said to satisfy Assumption B if there exists a

function s : N2 → Z≥0 satisfying the following conditions:

1. For any (n1,n2) ∈ N2, any (m1, m2) ∈ (Z>0)2 and any triple x = (x0, x1, x2) of chords

x0 ∈ X (L0;Hm1+m2)
≤ℓ♯

n1+n2
, x1 ∈ X (L0;Hm1)

≤ℓ♯

n1
, and x2 ∈ X (L0;Hm2)

≤ℓ♯

n2
satisfying

virt. dim(R(x0, x1, x2)) ∈ {0, 1}(5.30.1)

and

|x0|rel ≥ |x1|rel + |x2|rel + s(n1,n2),(5.30.2)

the space R
(
Y ,x

)
is empty for a generic almost complex structures.

2. For any chords x1 ∈ X (L0;Hm1)
≤ℓ♯

n1
and x2 ∈ X (L0;Hm2)

≤ℓ♯

n2
, one has

ℓ♯(n1 + n2, m1 +m2) ≥ |x1|rel + |x2|rel + s(n1,n2).(5.30.3)

3. Let x1, x2 be as above and x0 ∈ X (L0;Hm+n+r)
≤ℓ♯. We assume that whenever

virt. dim(R2
•(x0, x1, x2)) ∈ {0, 1} and (5.30.2) holds, the moduli spaces R2

•(x0, x1, x2)
are empty for generic complex structures. We also require that the same holds when
the continuation maps are along the other positive strip like end.

Lemma 5.31. 1. If a triple of chords x0 ∈ X (L0;Hm+n)
≤ℓ♯, x1 ∈ X (L0;Hm)

≤ℓ♯, and

x2 ∈ X (L0;Hn)
≤ℓ♯ satisfies

|x1|rel + inf
p∈X (L0;Hba,n)n2

|pd|rel > |x0|rel ,(5.31.1)

|x2|rel + inf
p∈X (L0;Hba,m)n1

|pd|rel > |x0|rel , and(5.31.2)

virt. dim(R2(x0, x1, x2)) = {0, 1} ,(5.31.3)

then for generic surface-dependent almost complex structures, the closure R2
(x0, x1, x2)

consists of curves which are disjoint from D and with no breaking along chords in
X (L0, L0)

>ℓ♯.
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2. If a triple of chords x0 ∈ X (L0;Hm2+m3)
≤ℓ♯, x1 ∈ X (L0;Hm1)

≤ℓ♯ and x2 ∈ X (L0;Hm3)
≤ℓ♯

for m1 < m2 satisfies

|x1|rel + inf
p∈X (L0;Hba,m2

)n2

|pd|rel > |x0|rel ,(5.31.4)

|x2|rel + inf
p∈X (L0;Hba,m1

)n1

|pd|rel > |x0|rel ,(5.31.5)

|x0|rel < ℓ♯(n, m1 +m3), and(5.31.6)

virt. dim(R2
t (x0, x1, x2)) ∈ {0, 1} ,(5.31.7)

then for generic surface-dependent almost complex structures, the closure R2

•(x0, x1, x2)
consists of curves which are disjoint from D and which do not break along chords in
X (L0, L0)

>ℓ♯.

Proof. A broken curve in this moduli space will have one component which is a Floer
triangle Σ and possibly many components which are spheres and strips. The most difficult
case to rule out is breaking along a divisor chord. The curve cannot break along a divisor
chord at a position in our tree after or as outputs of the curve Σ for the same reason as
in the preceding compactness lemma. Now we consider the case of breaking along divisor
chords before or as inputs of Σ. The two bulleted conditions rule that out since the Floer
triangle would necessarily have negative virtual dimension and hence not exist for generic
almost complex structures. �

We define the product m2 of two (orientation lines corresponding to) chords x1 ∈
X (L0;Hm)

≤ℓ♯

n1
and x2 ∈ X (L0;Hn)

≤ℓ♯

n2
as follows. Let m1 and m2 be the smallest integers

such that

ℓ♯(n1, m1) > |x1|rel + s(n1,n2)(5.31.8)

and

ℓ♯(n2, m2) > |x2|rel + s(n1,n2).(5.31.9)

If m < m1 or n < m2, we may define the Floer product by first applying the continua-
tion maps into CF∗(L0;Hm1)

≤ℓ♯ and CF∗(L0;Hm2)
≤ℓ♯ and then applying the usual Floer

product. This is compatible with continuation maps in both variables.

Definition 5.32. A pair
(
(Hm)

∞
m=1 , ℓ

♯
)
is said to satisfy Assumption C if there is a

function

s : (π1(Y, L0))
3 → Z≥0(5.32.1)

such that for any (n1,n2,n3) ∈ (π1(Y, L0))
3 , any (m1, m2, m3) ∈ (Z>0)3, any m4 ∈

Z≥0, any x = (x0, x1, x2, x3) consisting of xi ∈ X (L0;Hmi
)≤ℓ♯

ni
for i = 1, 2, 3 and x0 ∈

X (L0;Hm1+m2+m3+m4)
≤ℓ♯ satisfying

virt. dim(R3
(Y ,x)) ∈ {0, 1}(5.32.2)

and

|x0|rel ≥ s(ni) +
3∑

i=1

|xi|rel ,(5.32.3)

the space R3
(Y , (x0, x1, x2, x3)) is empty.
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A compactness result similar to Lemma 5.29 and Lemma 5.31 shows that under As-
sumption C, the restriction of the A∞-operation m2 to CF∗(L0;Hm)

≤ℓ♯ gives rise to an
associative product on the adapted wrapped Floer cohomology defined below.

Definition 5.33. A pair
(
(Hm)

∞
m=1 , ℓ

♯
)
is admissible if it satisfies Assumptions A, B and

C. Given an admissible pair, the adapted wrapped Floer cohomology is the colimit

HWad(L0) := lim−→
m

HFad(L0;Hm)(5.33.1)

of the cohomology HFad(L0;Hm) of the complex (5.27.9).

5.34. Let us assume that our data is chosen to satisfy (5.25.1) everywhere. For every p in
X (L0;Hba,m), in addition to pd, there are chords pi for every i ∈ Z satisfying |i| < c±λm.

Lemma 5.35. We have |pi|rel = 2i+ |p|N
C×

and |pi| = |pd| = |p|N
C×
.

Remark 5.36. In fact, we can arrange that there is at most one generator pmn ∈
X (L0, Hm) of grading 0 in each homotopy class n ∈ π1(Y, L0). See the explicit con-
structions of Section 6 for further details on this point.

Lemma 5.37. There exist an admissible pair
(
(Hm)

∞
m=1 , ℓ

♯
)
.

Proof. Let us assume that our data is chosen to satisfy (5.25.1) everywhere and to satisfy
the condition stated in Remark 5.36. Then, there are no differentials since everything lies
in degree zero, so we only have to consider continuation solutions to define the wrapped
Floer groups, Floer triangles to define the multiplication, and one-dimensional moduli
spaces of Floer quadangles to ensure that the multiplication is associative. A continuation
solution y with input pm1

n1,i1
does not intersect E and in particular does not intersect E.

Since the output must be of the form pm2
n1,i2

, we require that

ℓ♯(n1, m1) < ℓ♯(n1, m2).(5.37.1)

Given a Floer triangle y with inputs pm1
n1,i1

and pm2
n2,i2

, the intersection number y · E is
fixed, which is greater than or eqaul to y · E, and the output is necessarily of the form
pm1+m2+r
n1+n2,i3

. In view of (5.22.2), the degree of pm1+m2+r
n1+n2,i3

is at most

2∑

i=1

|xi|rel + 2y · E + 1(5.37.2)

and the condition (5.30.2) is satisfied. The condition (5.30.3) is also satisfied if

ℓ♯(n1, m1) + ℓ♯(n2, m2) + 2y · E + 1 ≤ ℓ♯(n1 + n2, m1 +m2)(5.37.3)

for every n1, n2. Conversely, these two conditions guarantee the admissibility of ℓ♯. To
see this, we consider the curves in R3 and the equations (5.32.3). (5.22.2) shows that for
every n1, n2, n3, the grading for x0 is at most

3∑

i=1

|xi|rel + 2y ·E(5.37.4)

where y · E is again determined by ni. Setting s(ni) = 2y · E + 1 shows that (5.32.3) is
satisfied. �

Remark 5.38. We will see that we can take the function ℓ♯(n) = 2m− 2ℓ1(n), where ℓ1
is the function defined in Section 6 provided c−λm > m.
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Definition 5.39. Given two positive integers m and m′, two functions k♯, ℓ♯ : π1(Y, L0)×
Z>0 → Z is said to satisfy k♯(•, m) < ℓ♯(•, m′) if k♯(n, m) < ℓ♯(n, m′) for any n ∈
π1(Y, L0).

The following definition will be used in the proof of Theorem 7.17.

Definition 5.40. Two admissible pairs
(
(Gm)

∞
m=1 , ℓ

♯
G

)
and

(
(Hm)

∞
m=1 , ℓ

♯
H

)
are equiva-

lent if

(1) for every m there are admissible homotopies: Hs,m between Hm and Gm′ for some

m′ > m with ℓ♯m′,G > ℓ♯m,H , and Gs,m between Gm and Hm′′ for m′′ > m with

ℓ♯m′′,H > ℓ♯m,H , and
(2) for any m and m′, and x ∈ X (L0;Hm) and y ∈ X (L0;Gm′) which lie in the

same relative homotopy class, there is a topological strip Σ in Y between x and
y satisfies Σ · E = 0 and Σ · F = 0.

Lemma 5.41. Given an equivalence between two fibered admissible families, the induced
maps HW∗

ad(L0;Hm) → HW∗
ad(L0;Gm) is an equivalence.

Proof. The continuation maps induced by Gs,m and Hs,m preserve the relative gradings
by (5.22.2) and hence the equivalence follows by a standard Floer theoretic argument. �

Remark 5.42. Fix finitely many base-admissible Lagrangian sections Li. By restricting
our attention to suitable Hamiltonians of the form H = Hba + Hv, it is possible to
formulate a generalization of the functions ℓ♯ for every pair Li and Lj , to construct an
A∞ category with objects Li. As we have emphasized, we will discuss only the Lagrangian
L0 in this paper, and hence do not pursue this generalization here.

6. Wrapped Floer cohomology ring of L0

6.1. Approximations of a quadratic Hamiltonian. In this section, we compute
the adapted wrapped Floer cohomology ring of the admissible Lagrangian submanifold
L0. The first step in our computation is to construct a particular sequence (Hm)

∞
m=1

of fibration-admissible Hamiltonians. Our calculation will be modeled on the following
simplified situation: The positive real part NR>0×R>0 is an open Lagrangian submanifold
of NC× ×C, which can be separated from the center Z×0 of the blow-up by an open set.
By choosing a function supported in this open set as the cut-off function χ appearing in
the symplectic form (2.5.16) on the blow-up, this Lagrangian submanifold naturally lifts
diffeomorphically to the Lagrangian submanifold L0 of Y . Note that NC× × C× has a
natural quadratic Hamiltonian

Hquad(w, u) :=
1

2
|r|2 + 1

2
(log |u|)2.(6.1.1)

The image of NR>0 × R>0 under the time 1 Hamiltonian flow with respect to this qua-
dratic Hamiltonian is given by θ1 = r1, θ2 = r2, and arg u = log |u|, so that the set of
Hamiltonian chords is naturally in bijection with N ×Z. This bijection sends a chord to
its class in the relative homotopy group π1(NC× ×C×, NR>0 ×R>0), which can naturally
be identified with N ×Z. It is well known in this case that one can identify the wrapped
Floer cohomology ring of L0 in NC× × C× with the group ring C[N × Z].

We now regard L0 as a Lagrangian submanifold of Y and construct a sequence (Hm)
∞
m=1

of Hamiltonians, such that Hm behaves like Hquad in a compact set and has a slope λm
elsewhere. To be more precise, for each m ∈ Z>0, we consider a function of the form
Hm = Hba,m + Hv,m. We require that Hv,m = fm ◦ µ and that there exist sequences
{bm}∞m=1, {cm}∞m=1 of positive real numbers satisfying the following conditions:
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• limm→∞ bm = ∞ and limm→∞ cm = 0.
• fm : R≥0 → R>0 is a convex function.
• fm(x) = λmx for x > bm.
• fm(x) = λm(ǫ− x) for x < cm.
• If m < m′, then any Hamiltonian chord of Hv,m is also a Hamiltonian chord of
Hv,m′.

To construct the function Hba,m, we may embed the neighborhoods UΠc and UΠi
in

neighborhoods WΠi
and WΠc , where

WΠc
:= {r ∈ NR | |r| < R1}(6.1.2)

for R0 < R1 ≪ R and

WΠi
=

{
r ∈ NR

∣∣ ∣∣rαi−βi

∣∣ < 2εn and r(αi−βi)
⊥ ≥ ai + εn

}
(6.1.3)

Let gdeg : Y → R be a smooth convex function satisfying

gdeg =





0 r ∈ Uc,

c2i
2R2

ρ2 + ψi(rαi−βi
) r ∈ Wi \ (Wi ∩Wc), i = 1, . . . , ℓ,

S(r)

R2
r ∈ NR \

(
Wc ∪

⋃ℓ
i=1Wi

)
(6.1.4)

where ψi : R
≥0 → R≥0 is a smooth convex function satisfying

• ψ−1
i (0) = [0, εn] and

• ψi(r) =
cir

2

2R2 if r ≥ 2εn

We let Hba,m be a function satisfying

Hba,m =

{
gdeg ρ < λm − εm,

λmρ+ constant ρ > λm + εm
(6.1.5)

for some 0 < εm ≪ λm and Hba,m = hi(ρ) in each tubular neighborhood Ui for some
function hi : R → R. Finally, we let Hba,m be a small perturbation of this function,
where the perturbation is supported outside of π−1(UZ) (in Wi, it suffices to take a small
perturbation of the function ψ). We assume that the Hamiltonian flow preserves UZ×0,
so that the Hamiltonian chords for L0 live entirely in the region where the fibration
πN

C×
: Y → NC× is trivial. By choosing suitable slopes λm and perturbations in the

definition of Hba,m, we can assume

all Hamiltonian chords are in the region where Hba,m is quadratic,(6.1.6)

for any m ∈ Z>0 and any n ∈ N satisfying |n| ≤ λm, there are exactly
2λm+1 Hamiltonian chords

{
pmn,i

}m

i=−m
of Hm in the homotopy class n, and

(6.1.7)

all pmn,i are non-degenerate.(6.1.8)

We assume λm > m and define ℓ♯(n) = 2k−2ℓ1(n). These functions are admissible and
we may consider the adapted Floer groups HFad(L0;Hm). For each Hamiltonian chord
pn,i, there is an associated orientation space opn,i

. However, as noted by Pascaleff [Pas14,
Section 4.6], in our situation, the kernel and cokernel of the local orientation operator
Dpn,i

are trivial. It follows that |opn,i
| is canonically trivialized and has a canonical

generator. We denote this generator by pn,i. In constructing homotopies between Hm

and Hm′ , we can and will assume that our family of Hamiltonians satisfies ∂sHs,t ≤ 0
everywhere.
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Proposition 6.2. If m < m′, then the continuation map

HFad(L0;Hm) → HFad(L0;Hm′)(6.2.1)

sends pmn,i to p
m′

n,i.

Proof. Note that the continuation map preserves homotopy classes. Since there is a
unique Hamiltonian chord on NC× in each homotopy class, the limits of the curve are
the same once projected to NC×. The projection of such a solution πN

C×
(y) is therefore

a topological cylinder such that πN
C×
(y) · Z = 0. It follows that such solutions y have

intersection number zero with E and in particular E. This means that these solutions lie
in (NC× \ Z)× C×.

However, in this space, the orbits of our Hamiltonian all lie in different homotopy
classes (or alternatively we can reach the same conclusion by comparison of |−|rel). Our
family of Hamiltonians satisfies ∂sHs,t ≤ 0 everywhere. Hnce we have Egeom(y) ≤ Etop(y).
The quantity on the right-hand side is zero since the solution has the same asymptotes at
the positive and negative ends. We therefore conclude that the solution is constant. �

Corollary 6.3. One has

HWad(L0) := lim−→
m

HFad(L0;Hm) = span{pn,i}(n,i)∈N×Z,(6.3.1)

where pn,i = limm→∞ pmn,i.

6.4. We may also consider the family (2Hm)
∞
m=1 of Hamiltonians. We equip these with

the function ℓ♯(n, m) = 4m−2ℓ1(n). For any positive integer m and any n ∈ N satisfying
|n| ≤ 2λm, there are exactly 4λm + 1 Hamiltonian chords of 2Hm in the homotopy class
n. All of them are non-degenerate, and will be denoted as qmn,i for −2λm ≤ i ≤ 2λm.

6.5. Calculation of the product. Let φHm denote the time-one flow of XHm. For
this section, we adopt the notation that L1 = φHm(L0) and L2 = φ2Hm(L0). Time-one
chords in XHm(L0) (respectively 2Hm) correspond to intersection points of φHm(L0) and
φ2Hm(L0). The first step in our proof is to relate our problem of calculating the product
in wrapped Floer cohomology to the ordinary product in Lagrangian Floer cohomology
for these Lagrangians.

For the purposes of our calculation, we will define the Floer triangle product with
respect to perturbation data of the form

XK = XHm ⊗ γ,(6.5.1)

where γ is a closed form on the pair of pants such that ǫ∗0γ = 2dt, ǫ∗1γ = dt and ǫ∗2γ = dt.
This implies that a Floer triangle can then be recast as a pseudo-holomorphic curve for a
domain-dependent almost complex structure on Y . Given y : Σ → (Y, J,H), we consider
ỹ := φτ

Hm
◦ y, where τ : Σ → [0, 2] is the primitive of the closed one form γ used to define

the pair-of-pants product. In particular, the product structure then agrees with the usual
product operation

Hom(L1, L2)⊗ Hom(L0, L1) → Hom(L0, L2)(6.5.2)

in Lagrangian Floer theory for the domain dependent almost complex structure Jτ =
(φτ )−1

∗ (J). We remark that, after perhaps modifying our original J at infinity, we may
assume that Jτ is fibration-admissible. As a consequence of this, for this section we will
consider only pseudoholomorphic maps and all perturbation data XK will be taken to be
trivial.
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Proposition 6.6. Let J ′ be another fibration-admissible almost complex structure. Then
the continuation maps

HFad(Li, L0; J
′) → HFad(Li, L0; Jτ )(6.6.1)

are the identity.

Proof. The proof follows that of Proposition 6.2 quite closely. Namely, observe that such
continuation solutions have intersection number zero with E. By comparing the relative
indices |−|rel, we see that the continuation maps must be constant. �

Lemma 6.7. Any Floer triangle y with inputs pn,i, pn′,i′ has a fixed intersection number
y · E with E.

Proof. The projected input chords πN
C×

(pn,i) and πN
C×

(pn′,i′) determine (the projected
output chords and) the relative homotopy class of the projected Floer triangle πN

C×
(y)

uniquely. This fixes the intersection number πN
C×
(y) · Z = p(y) · (Z ×C), which is equal

to y ·E since E = E ∪ F is the total transform of Z × C. �

We set j := y · E, which is a non-negative integer satisfying j ≤ jmax := y · E. Note
that jmax depends only on n and n′. The relative gradings imply that one has

pn,i · pn′,i′ =

jmax∑

j=0

Nj(pn,i, pn′,i′)qn+n′,i+i′+j(6.7.1)

for some integers Nj(pn,i, pn′,i′).
The rest of this section is devoted to the computation of Nj(pn,i, pn′,i′). To simplify

notation, we set p1 := pn,i, p2 := pn′,i′ , p0 := qn+n′,i+i′+j , and p := (p0,p1,p2). Fix
J ∈ Jint(D ∪ E) and JN

C×
×C such that p is pseudoholomorphic. Recall that R2(Y,p) is

the moduli space of pseudoholomorphic maps y : Σ → Y from disks (Σ, (ζ0, ζ1, ζ2)) with
three boundary punctures satisfying

y(∂iΣ) ⊂ Li(6.7.2)

and

lim
s→±∞

y(ǫi(s,−)) = pi(6.7.3)

for i = 0, 1, 2. We now introduce some relative moduli spaces which will be needed in our
argument.

Definition 6.8. 1. Let R2,j(Y,p) be the moduli space of triples ((Σ, ζ), z, y) consisting
of disks (Σ, ζ) with three boundary punctures ζ = (ζ0, ζ1, ζ2), j marked points z =
(z1, . . . , zj) in the interior of Σ, and pseudoholomorphic maps y : Σ → Y satisfying
(6.7.2) and (6.7.3).

2. Let R2,j(Y,E,p) be the subspace of R2,j(Y,p) consisting of pseudoholomorphic maps
y : Σ → Y satisfying

{zi}ji=1 = y−1(E).(6.8.1)

Signs can be associated to these moduli spaces exactly like their non-relative counter-
parts. Namely, given a pseudoholomorphic map y, there exists an isomorphism∣∣op0

∣∣ ∼= |det(Dy)| ⊗
∣∣op1

∣∣⊗
∣∣op2

∣∣ ,(6.8.2)

where Dy is the extended linearized operator at y. Whenever all curves in R2,j(Y,p) are
regular and the natural evaluation map

ev : R2,j(Y,p) → Y j(6.8.3)
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is transverse to Ej , this enables us to assign a map between orientation spaces for each
isolated map y ∈ R2,j(Y,E,p). This is because in this situation, the determinant of the
linearized operator can be expressed as det(Dy) ∼= ⊗i det(TYy(zi))⊗ det(TEy(zi))

∨ which
is canonically oriented. There is an orientation-preserving surjection from R2,j(Y,E,p)
to R2(Y,p), which is j! to 1 because of the choice of an ordering of the marked points.

Definition 6.9. 1. Let R2,j(NC× × C,p) be the moduli space of triples ((Σ, ζ), z) con-
sisting of disks (Σ, ζ) with three boundary punctures ζ = (ζ0, ζ1, ζ2)), j marked points
z = (z1, . . . , zj) in the interior of Σ, and pseudoholomorphic maps y : Σ → NC× × C

satisfying (6.7.2) and (6.7.3).
2. Let R2,j(Y,E,p) be the subspace of R2,j(Y,p) consisting of pseudoholomorphic maps
y : Σ → NC× × C satisfying

{zi}ji=1 = y−1(Z × 0).(6.9.1)

For suitably generic JN
C×

×C, the linearized operator is surjective at all curves in

R2,j(NC× × C,p) and the evaluation map

ev : R2,j(NC× × C,p) → (NC× × C)j(6.9.2)

is transverse to (Z × 0)j. For such JN
C×

×C and when R2,j(NC× × C,p) is isolated, the

moduli space can be given a relative orientation in a similar fashion to R2,j(Y,E,p). We
now show that split almost complex structures of the form JN

C×
×C = (JB, JC) on NC××C

are sufficiently generic to achieve these two conditions. The Lagrangians Li are also split
Lagrangians, i.e., can be written as Li × πC(Li). Thus, for this class of almost complex
structures, we view our holomorphic curve p ◦ y as pairs (y1, y2) where





y1 : Σ → NC×,

y1(∂kΣ) ⊂ Lk,

lim
s→±∞

y1(ǫk(s,−)) = q
n+n′

, p
n
, p

n′
,

(6.9.3)

and




y2 : Σ → C,

y2(∂kΣ) ⊂ πC(Lk),

lim
s→±∞

y2(ǫk(s,−)) = qi+i′+j, pi, p
′
i.

(6.9.4)

We have

y1 · Z = E · y = jmax.(6.9.5)

For generic J , we can assume that y−1
1 (Z) are distinct points, and we fix an ordering

(z1, . . . , zjmax) of these points. Given an ordered subset (i1, . . . , ij) of {1, . . . , jmax} , the
triple ((Σ, ζ), z, (y1, y2)) with z = (zi1 , . . . , zij ) and (y1, y2) satisfying (6.9.3) and (6.9.4)
lies in R2,j(NC× × C, Z × 0,p) if and only if

y−1
2 (0) =

{
zi1 , · · · , zij

}
.(6.9.6)

Lemma 6.10. If JN
C×

×C = (JB, JC) is the product of a generic almost complex structure
JB adapted to Z and the standard almost complex structure JC, then all pseudoholomor-
phic maps in R2,j(NC× × C,p) are Fredholm regular and the evaluation map (6.9.2) is
transverse to (Z × 0)j.
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Proof. We have split Lagrangian boundary conditions and no curve is constant when
projected to either of the product factors, so it is clear that we can achieve surjectivity
of the operator Dy using split J . The transversality of the evaluation map (6.9.2) to
Z × 0 is equivalent to the transversality of y1 with Z, which can be achieved by a small
perturbation of JB, and the transversality with 0j of the evaluation map for the moduli
space of curves of the form (6.9.6) to Cj . It suffices to prove that the tangent space to y2
of the moduli space of pseudoholomorphic maps of the form (6.9.6) is trivial. An element
of this tangent space is precisely an element of Ker(Dy1) which vanishes at zi1 , . . . , zij .

The key for us is that y∗1(TCu) is a line bundle and our element is a section satisfying a ∂-
equation with a prescribed number of zeroes. We may therefore apply [Sei08, Proposition
11.5], which controls the number of zeroes on such solutions on line bundles, to show that
this element must be trivial. �

Fix J ∈ Jint(D ∪ E) and JN
C×

×C be a split almost complex structure such that p is

pseudoholomorphic. Given a pseudoholomorphic triangle y in R2(Y,E,p) with boundary
on Li, we can compose it with the structure morphism p : Y → NC× ×C to obtain a curve
p ◦ y. Moreover given a curve p ◦ y, we can reconstruct y as the proper transform of p ◦ y.
The condition that y ∈ R2,j(Y,E,p) is equivalent to p ◦ y ∈ R2,j(NC× × C, Z × 0,p).
In particular, whenever curves in R2,j(NC× × C, Z × 0,p) are isolated, so are curves in
R2,j(Y,E,p). In fact, this persists at the level of linearized operators.

Lemma 6.11. Let J ∈ Jint(D ∪ E) and JN
C×

×C be a split almost complex structure
satisfying the conditions of Lemma 6.10 such that p is pseudoholomorphic. Let further
y be the proper transform of a curve in R2,j(NC× × C, Z × 0,p). Then the linearized
operator Dy is surjective.

Proof. Since all of our moduli spaces are isolated, it suffices to check that any element
u ∈ ker(Dy) such that the linearized evaluation map is tangent to E is zero. Given such
a u, we may push this down to an element p ◦ u ∈ ker(Dp◦y) such that the linearized
evaluation maps at zi are tangent to Z × 0. By our hypothesis, such an element must be
zero. For every point z 6= zi the map y∗(TY )z → (p ◦ y)∗(T (NC× ×C)p(z) induced by the
projection from y to p ◦ y is injective and hence it, it follows that u = 0. �

The key enumerative calculation is the following:

Lemma 6.12. The numbers Nj(pn,i, pn′,i′) appearing in (6.7.1) are

(
jmax

j

)
.

Proof. We first determine the signed count of elements in the moduli space R2,j(NC× ×
C, Z × 0,p), up to dividing by j! to remove for the redundancy from the ordering of
the marked points. After picking j points zi1 · · · , zij , it suffices to prove that the signed
count of pairs (y1, y2) is 1. Let µ be the standard moment map on the disc and consider
a vertically admissible Hamiltonian v(µ) which is of slope λv > 1 near µ = 0. Let α be
the Hamiltonian orbit whose homotopy class in C× is primitive. Let S be P1 \ {0} with a
distinguished marked point at z = ∞ and a negative cylindrical end near z = 0 given by

(s, t) → es+
√
−1t.(6.12.1)

Fix a subclosed one-form β which restricts to dt on the cylindrical end and which restricts
to zero in a neighborhood of z = ∞. To be explicit, we consider a non-negative, monotone
non-increasing cutoff function ρ(s) such that

ρ(s) =

{
0 s≫ 0,

1 s≪ 0,
(6.12.2)
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and set β = ρ(s)dt. The remainder of our proof is divided into two steps:
Step 1. Consider solutions yI to the equation





yI : S → C

(dyI −Xv(µ) ⊗ β)0,1 = 0

yI(0) = 0

lim
s→−∞

u(ǫ(s,−)) = α

(6.12.3)

There is a well-known isomorphism

SH0(C×) ∼= H0(C1−∗(LS1)) ∼= C[α, α−1].(6.12.4)

We wish to prove that the signed count of curves yI as above is +1. Let S2 be the
disc with a fixed boundary marked point ζ and with one interior puncture. Equip S2

with a positive strip-like end near the puncture. Let L = S1 denote the zero section of
T ∗S1 ∼= C× and x ∈ L. A consequence of the isomorphism (6.12.4) is that for suitable
choices of Floer data, the signed count of curves with domain S2 with Hamiltonian input
α and with the marked point ζ passing through x is +1. Now view C as a compactification
of C× and glue S to S2 along α to obtain a disc with boundary on L and with a marked
point passing through z = 0. If we then the perturbation data to zero, the result then
follows from the obvious fact that there is a unique disc in C with a marked point at
z = 0 and a boundary marked point at any point on the Lagrangian L.

Step 2. With this established, let S3 be a Riemann surface with j positive cylindrical
ends, two positive strip like ends and one negative strip like end. There is also an
isomorphism

HW0(Tq) ∼= C[p1, p
−1
1 ](6.12.5)

After choosing suitable perturbation data it follows from (6.12.4), (6.12.5), together with
the TQFT structure that the signed count of curves S3 with chord inputs pi, pi′, Hamil-
tonian orbit inputs α and output qi+i′+j must be +1. At each Hamiltonian input, we
may then glue on the above curves with domain S to obtain maps satisfying all of the
requirements of (6.9.6) except that the marked points z′ij may be different and there will

be non-trivial perturbation data XK (these depend on the gluing parameters along the
ends).

We may deform away the Floer data and deform the marked points to zij as above.
The signed count of these curves does not change because there is no possible breaking
and it follows that the signed count of elements y1 satisfying (6.9.6) is +1. The signed
count of curves y2 is also +1. Since we have split Lagrangian boundary conditions and
almost complex structures, the count of configurations of curves of the form (y1, y2)
contribute +1. One readily checks that the bijection between R2,j(NC× × C, Z × 0,p)
and R2,j(Y,E,p) preserves orientations, so the signed count of curves (y1, y2) contributes
+1 to the Floer product as well. �

Theorem 6.13. Given two generators, pn,i and pn′,i′, let m = E · y. Then we have

pn,i · pn′,i′ =

m∑

j=0

(
m

j

)
qn+n′,i+i′+j.(6.13.1)

Proof. This is a consequence of Lemma 6.12. �
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We next observe the following fact concerning continuation maps. The above theorem
allows us to calculate the continuation map:

c : HFad(L0;H) → HFad(L0; 2H)(6.13.2)

Lemma 6.14. For an arbitrary element pn,i, one has c(pn,i) = qn,i.

Proof. The arguments concerning relative index in Proposition 6.2 and Proposition 6.6
together with the fact that all of our Floer products are in fact defined over Z imply
that the continuation map must send pn,i → ±qn,i. A standard Floer theoretic argument
shows that the continuation map sends c(pn,i) = p0,0 ·pn,i. The result follows immediately
from the fact that the Floer triangle y with inputs p0,0, pn,i and outputs qn,i must have
intersection number zero since we already knew that c(pn,i) = ±qn,i. �

Lemma 6.15. The intersection number is given by

E · y = ℓ2(n,n
′).(6.15.1)

(2.9.6) and (6.13.1) show that the linear map

MirL0

ad : HWad(L0)
∼−→ H0(OY̌ )(6.15.2)

defined by

pn,i 7→ piχ−n,ℓ1(n)(6.15.3)

is an isomorphism of algebras, and Theorem 1.3 is proved.

7. Comparison of Floer theories

7.1. The Liouville domain. For this section, we define

πB̂ : Y → B̂ := NR × R, x 7→ (log |w1| , log |w2| , logµ) .(7.1.1)

Let r3 be the third coordinate on NR × R and

πNR
: B̂ → NR(7.1.2)

be the natural projection. We will begin by considering a “toric” version TR of our
Liouville domain. The Liouville domain we will actually study, YR, will be constructed
by modifying TR along π−1

N
C×
(UZ). Define

π0
B̂
: NC× × C× → B̂,(7.1.3)

in which we replace the above moment map by the toric moment map µT = |u|2 /2. In
coordinates (ri, θi), the manifold NC× × C× is equipped with the symplectic form

ωT = dr1 ∧ dθ1 + dr2 ∧ dθ2 + er3dr3 ∧ dθ3(7.1.4)

For some R, µ0 and µ1 with R ≫ 0 and 0 < ǫ− µ0 ≪ ǫ≪ ǫ+ µ1, consider the region in

B̂ defined by ǫ − µ0 ≤ µT ≤ ǫ+ µ1 and Hb ≤ R. We choose µ1 sufficiently large so that
χ(u,w) = 0 for µT ≥ ǫ+ µ1/2. This forms a cornered region in B̂, with corners given by

{Hb = R, µT = ǫ− µ0} ∪ {Hb = R, µT = ǫ+ µ1} .(7.1.5)

We may “round corners”, i.e., make a deformation in a neighborhood of these corners to
obtain a convex region DR ∈ B̂ such that the boundary ∂DR is smooth and the region

TR :=
(
π0
B̂

)−1
(DR)(7.1.6)
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is a Liouville domain. To be more precise, we require the following conditions:

For every leg Πi and every point x ∈ ∂DR ∩ π−1
NR

(UΠi
), the boundary ∂DR

is locally defined by Di(r
⊥
α−β, µT ) = 0 for some function Di : R

2 → R.
(7.1.7)

Fix a number δR, which is relatively small compared to R. For the region
bounded by Hb ≤ R − δR under πNR

, ∂DR agrees with {µT = ǫ− µ0} ∪
{µT = ǫ+ µ1} .

(7.1.8)

In π−1
NR

(UΠi
), when ǫ− µ0/2 ≤ µT ≤ ǫ+ µ1/2, ∂DR agrees with Hb = R.(7.1.9)

In particular, (7.1.7) implies that for any point x ∈ ∂DR∩π−1
NR

(UΠi
), the projection to NR

of the normal vector to ∂DR at x is parallel to Πi. We wish to construct a version of this
manifold which is adapted to Y . We first consider Y 0

R := π−1

B̂
(DR), which is a Liouville

domain for a suitable choice of DR. However, for certain purposes, it is convenient to
modify this domain further to have better control of the Reeb flow along the boundary
near the discriminant locus. We remove a tubular neighborhood of each leg Πi from the
boundary to obtain ∂Y 0

R \ (πB̂ ◦ πNR
)−1(∪iUΠi

). Over each region (πB̂ ◦ πNR
)−1(UΠi

), we
may glue in the hypersurface given by Di(ρ, µ) = 0 to obtain a hypersurface ∂YR. Let
YR be the Liouville domain bounded by this hypersurface.

Outside of UZ , the manifolds YR and TR are canonically identified. Let ∂iY
0
R be the

part of ∂Y 0
R defined by cir

⊥
α−β = R. Over

(
πNR

◦ πB̂
)−1

(
⋃

i UΠi
) , we glue in the piece of

the hypersurface ∂YR where Di(ρ, µ) = ρ to obtain a hypersurface with boundary which

we denote by ∂iY . We view NC× × C× as T ∗B̂/Z3 which we identify using the standard

Euclidean inner product with B̂ × B̂/Z3. For any point x ∈ ∂DR, let ~nx denote the

normal vector to ∂DR in the diagonal metric on B̂ with coefficients

1 0 0
0 1 0
0 0 er3


 .

Lemma 7.2. The Reeb flow on ∂TR fibers over ∂DR and points in the direction of ~nx

for every x ∈ ∂DR.

Proof. The tangent space to ∂TR is given by the span of (TDR
, ∂θi). Set ~v =

∑
i ai∂θi . We

have ωT (~v, ~v′) = 0 for any ~v′ which is a linear combination of the ∂θi and for any ~v′ ∈ TDR

if and only if a1∂r1 + a2∂r2 + a3∂r3 is normal to ~v′ in the above diagonal metric. �

Definition 7.3. A non-zero element n of N is regular if it does not point in the direction
of any leg Πi in NR.

We also consider the following conditions:

Every Reeb orbit of ∂YR, whose homotopy class n ∈ π1(Y ) ∼= N is regular,
projects by πNR

◦ πB̂ to the chamber Cα0 for the α0 ∈ A such that α0(n) =
supα∈A α(n). Every Reeb orbit with non-regular homotopy class projects
to the corresponding neighborhood Ui of the leg.

(7.3.1)

The region where ∂YR agrees with {µ = ǫ− µ0} or {µ = ǫ+ µ1} is precisely
where ρ ≤ R− δR.

(7.3.2)

For any w ∈ NC× , the image of ∂iY ∩ π−1
N

C×
(w) by µ is [ǫ− µ0/2, ǫ+ µ1/2].(7.3.3)

We next deform the Liouville form θǫ to a Liouville form θ′ǫ on YR so that E is preserved
by both the Liouville flow and the Reeb flow along the boundary ∂YR. This will be
necessary since for some arguments it will be necessary to choose the almost complex
structure to be both adapted with respect to the Liouville domain and to preserve the
divisor E.
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Lemma 7.4. There is a Liouville one-form θ′N
C×

on NC× which agrees with θN
C×

outside

of UZ and such that the Liouville vector field preserves Z.

Proof. Let ιZ : Z → NC× be the inclusion and πZ : Z × Dδ → Z be the first projection,
where Dδ := {(x, y) ∈ R2 | x2 + y2 < δ} is a disk of radius δ. The symplectic tubular
neighborhood theorem gives an embedding ιZ×Dδ

: Z × Dδ → NC× satisfying

ιZ×Dδ

∗ωN
C×

= dx ∧ dy + πZ
∗ιZ

∗ωN
C×
.(7.4.1)

Note that xdy+ πZ
∗ιZ

∗θN
C×

is a primitive of ιZ×Dδ

∗ωN
C×
, and any other primitive differs

from this by a closed form. Along each leg of Z, we can choose the standard tubular
neighborhood of Z defined by

{∣∣wαi−βi + tv(β)−v(α)
∣∣ ≤ δ

}
, and the coordinate of the disc

factor to be

x := log
∣∣wαi−βi

∣∣− (v(β)− v(α)) log t, y := Argwαi−βi − π,(7.4.2)

setting x0,i = −(v(β)− v(α)) log t, we have

ιZ×Dδ

∗θN
C×

= (x− x0,i)dy + πZ
∗ιZ

∗θN
C×
.(7.4.3)

Therefore, we have

ιZ×Dδ

∗θN
C×

−
(
xdy + πZ

∗ιZ
∗θN

C×

)
= πZ

∗η + dh,(7.4.4)

where η is a compactly supported closed one-form on Z and h = x0,iy along the legs of

Z. Let ρ :=
√
x2 + y2 be the radial coordinate on Dδ and consider a cutoff function χ(ρ)

such that χ(ρ) = 1 for ρ < δ/4 and χ(ρ) = 0 for ρ > δ/2. The the one-form

θ′Z×DDδ
:= xdy + πZ

∗ιZ
∗θN

C×
+ πZ

∗η + d(χh)(7.4.5)

is a primitive of ιZ×Dδ

∗ωN
C×

and the corresponding Liouville vector field is tangent to Z.

Since θ′Z×DDδ
agrees with ιZ×Dδ

∗θN
C×

when ρ > δ/2, one can glue (ιZ×Dδ

−1)
∗
θ′Z×DDδ

with

θN
C×

to obtain a Liouville one-form θ′N
C×

such that the corresponding Liouville vector

field preserves Z. �

Our proof of Lemma 7.4 shows that if we assume that the non-compact legs Πi pass
through the origin, then such a form can be chosen to agree with θN

C×
outside of small

neighborhoods of the vertices of Z. Choose a primitive as in the proof of Lemma 7.4 and
let θ′N

C×
×C be the induced primitive one form of ωN

C×
×C on NC× × C. Finally, set

θ′ǫ := θvc + p∗θ′N
C×

×C.(7.4.6)

The Liouville coordinate in the fiber is given by C|µ − ǫ| for some C > 0. Let Vθ′ǫ be
the Liouville vector field which is the ωǫ dual of θ

′
ǫ.

Lemma 7.5. There is a constant B such that when ρ ≥ R and µ ≤ ǫ−µ0 or µ ≤ ǫ+µ1,
we have estimates

dρ(Vθ′ǫ) ≤ Bρ(7.5.1)

and

d |µ− ǫ| (Vθ′ǫ) ≤ |µ− ǫ| .(7.5.2)
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Proof. The key to this estimate is again the local T 2 action in the tubular neighborhoods.
Both (7.5.1) and (7.5.2) are immediate outside of the tubular neighborhood. Let us first
consider (7.5.1), when, inside of the tubular neighborhood, we have

dρ(Vθ′ǫ) = ω(Vθ′ǫ, ci∂
⊥
θα−β

)(7.5.3)

= p∗θ′N
C×

×C(ci∂
⊥
θα−β

)− dc (χ(Gi) log(Fi)) (ci∂
⊥
θα−β

)(7.5.4)

= ρ(7.5.5)

The second estimate (7.5.2) is similar. Namely, we have θ′ǫ(∂θ) = µ − ǫ and hence
d |µ− ǫ| (Vθ′ǫ) = |µ− ǫ| . �

Let rY denote the Liouville coordinate on the completion of YR. It is not difficult to
see that the Liouville flow is not complete as we approach the divisor D. However, given
µ0, we can assume that we have an embedding of the region of the symplectic completion

YR ∪ ∂YR × [1, cµ0) → Y.(7.5.6)

Lemma 7.5 implies the following direct analogue of [McL09, Lemma 5.7], which is crucial
in McLean’s proof of [McL09, Theorem 5.5].

Corollary 7.6. When ρ ≥ R and µ ≤ ǫ− µ0 or µ ≤ ǫ+ µ1, one has

ρ ≤ eBrY(7.6.1)

and

C|µ− ǫ| ≤ rY .(7.6.2)

Proof. This follows from Lemma 7.5 because rY is defined to be the integration of the
Liouville vector field for time log(rY ). �

As a consequence of Corollary 7.6, we may take cµ0 → ∞ as µ0 → 0. For the moment
take µ0 sufficiently small so that cµ0 ≥ 2. The key point of modifying the primitive can
be seen in the following lemma:

Lemma 7.7. For suitable choices of R and µ1, the Liouville flow on YR preserves E for
rY ≥ 1.

Proof. Consider equation (2.6.1). We may expand this out further to see that at points
along points lying in E,

ωǫ = π∗
N

C×
ωN

C×
+

√
−1

4
|v0|2dh ∧ dh̄+

√
−1ǫ

2π
∂∂

(
log

(
1 + |v0|2

))
(7.7.1)

Similarly, for the primitive θǫ, we have

θ′ǫ = π∗
N

C×
θ′N

C×
− ǫ

4π
dc

(
log

(
1 + |v0|2

)
− log |v0|2

)
(7.7.2)

along points lying in E. The second term of (7.7.1) vanishes on vector fields tangent to
Z. Since the Liouville vector field Vθ′ on NC× is tangent to Z, we have that viewing this
chart as a product manifold with coordinates (w, v0)

π∗
N

C×
ωN

C×
+

√
−1

4
|v0|2dh ∧ dh̄((Vθ′ , 0),−) = π∗

N
C×
θ′N

C×
(−)(7.7.3)

as required. On the other component of E∩∂YR, after choosing µ1 and R appropriately as-
sume that that the function χ(u,w) = 0 on E∩∂YR except when h = t−v(α)wα+t−v(β)wβ.
Following the notation and proof of Proposition 5.5, we have that the wα−β components
of dc(Gi) and d

c(Fi) vanish over this locus which implies the same for dc (χ(Gi) log(Fi)).
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For any point in this portion of E ∩ ∂YR, let S be the subspace of the tangent space
spanned by (∂rα−β

, ∂θα−β
). Restricting to S at the points in question, we have that the

one form θ′ǫ vanishes there. As can be seen from (5.5.1), we have that the symplectic
orthogonal to the subspace S is given by the span of (∂r⊥

α−β
, ∂θ⊥

α−β
, ∂|u|, θu). It follows

that the projection of the Liouville field to those coordinates vanishes and the result is
proven. �

7.8. Let us discuss the Reeb flow. Away from π−1
N

C×
(UZ), the Reeb flow corresponds with

that on ∂TR as described in Lemma 7.2. Within π−1
NR

(UΠi
), the Reeb flow acts on the T 2

orbits of the local torus action with slope (∂ρDi(ρ, µ), ∂µDi(ρ, µ)). For all other points in
π−1
N

C×
(UZ), we have by (7.1.8) that the Reeb flow rotates the fibers of the conic bundle.

In particular, the Reeb flow also preserves E as well as the neighborhood π−1
N

C×
(UZ).

Let ∂L0 denote the Legendrian L0 ∩ ∂YR. The Reeb flow on ∂TR or ∂YR is degenerate.
However, we have good control over the families of Reeb orbits and Legendrian Reeb
chords of ∂L0. There are families F(n,i) of parameterized Reeb orbits such that the entire
family avoids π−1(UZ) which come in families of the following type:

• (Type I) For every (n, 0) with n regular, there is a manifold with boundary
of parameterized Reeb orbits diffeomorphic to I × T 3. These Reeb orbits occur
where the r3-component of the normal vector to ∂DR vanishes. By the assumption
(7.1.9) on the shape of DR, this fibers over an interval in the R3 projection.

• (Type II) For every other class (n, i) with n regular, we may assume that we have
a T 3 worth of orbits.

In both cases we denote the family by F(n,i) for n regular. When viewed as Reeb orbits
of ∂TR, these identifications are T 3 equivariant with respect to the natural actions on
both sides.

There are additional families of Reeb orbits in homotopy class with n 6= 0 non-regular:

• (Type III) Those families of orbits beginning at any point in ∂iY . We will denote
these by F(n,0) for n non-regular.

• (Type IV) Those families which contain Reeb orbits in π−1(UΠj
) with ∂µDj(ρ, µ) 6=

0. We may assume that these families are diffeomorphic to I×T 3. We will denote
these by F(n,i) for n non-regular and i 6= 0 corresponds to the winding number of
the flow in the fibers of the conic fibration.

Finally there are contractible Reeb orbits:

• (Type V) When {µ = ǫ− µ0} if i > 0 or {µ = ǫ− µ1} if i < 0. These are denoted
by F(0,i).

For each of these families F(n,i), the Reeb flow gives F(n,i) the structure of an oriented
S1 bundle over a manifold with corners. Every F(n,i) gives rise to a contractible family
F0

(n,i) := ∂L0 ∩ F of Reeb chords and these are all Reeb chords of ∂L0. For families of

Type I, F0
(n,i)

∼= I, an interval and we may assume this for families of Type IV as well.

For families of Type II, F0
(n,i) is a point (non-degenerate chord). Finally, we have an I2

in the Type III case and D2 in the Type V case.

Definition 7.9. Let ŶR denote the Liouville completion of YR and let θ̂′ǫ denote the
standard extension of the Liouville form to the completion. We say that an almost

complex structure on ŶR is Liouville-admissible in a neighborhood of a level set rY = c if
there exists a positive real number δ such that θ̂′ǫ ◦ J = drY holds in the region defined
by c− δ < rY < c+ δ.
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It is these almost complex structures which are used in [AS10]. We will make use of
almost complex structure which combine Definition 7.9 and 5.10.

Definition 7.10. We let J(YR, E) denote the set of admissible almost complex structures
on Y which are Liouville-admissible in a neighborhood of the hypersurface where rY = 2.

Lemma 7.11. In the above situation, the space J(YR, E) is non-empty.

Proof. By Lemma 7.7, the Liouville vector fields and Reeb fields are tangent to the two
components of E. It suffices to check that the almost complex structure on the contact
distributions can be chosen so as to preserve both components of E. This is a routine
calculation left to the reader. �

7.12. Floer theory for the Liouville domain. The Lagrangian L0 satisfies θ′ǫ|L = 0
everywhere on Y and is in particular Legendrian at infinity for the Liouville structure. In
this subsection, we recall in more detail the Liouville-admissible families of Hamiltonians
which are relevant to Abouzaid and Seidel’s theory for Liouville domains. We then recall
a variant of their construction which uses Hamiltonians which are constant outside of a
compact region and review the equivalence of the two approaches. This is all completely
standard material in symplectic cohomology, and it is easily adapted to the Lagrangian
setting.

Choose a generic family of Liouville-admissible Hamiltonians Hm of slope λm. For the
remainder of this article, we assume that all Liouville-admissible Hamiltonians satisfy




Hm(x) = hm(rY ) for rY ≥ 1,

h′′m(r) ≥ 0 for r ≥ 1, and,

Hm(x) is C
2-small on YR.

(7.12.1)

For any Liouville-admissible Hamiltonian Hm, notice that the flow of Hm preserves
the neighborhood π−1

N
C×
(UZ) along the cylindrical end, and we may assume this is true

everywhere. Furthermore, we can assume that it preserves π−1
N

C×
(Z). We first compute

the wrapped Floer cohomology

HW∗(L0) := lim−→
m

HF∗(L0;Hm)(7.12.2)

as a vector space. Since the flow of Hm preserves the neighborhood π−1
N

C×
(UZ), all Hamil-

tonian chords of X (L0, Hm) lie in Y \π−1
N

C×
(UZ). We have seen in the discussion preceeding

Definition 7.9, that for each homotopy class (n, i), there is a contractible submanifold
with corners of Hamiltonian chords for L0 (diffeomorphic to either a point, an interval I,
or I2). For each of these submanifolds with corners, we may perform an arbitrarily small
Hamiltonian perturbation supported in a neighborhood of these orbits, so that there is
a unique chord of index 0. We may therefore label generators by θmn,i, which corresponds
to the unique chord of period less than or equal to λm (for the perturbed Hamiltonian)
whose homotopy class in NC× ×C× is given by (n, i). As λm → ∞, all homotopy classes
are eventually realized.

Lemma 7.13. If the Hamiltonian chord corresponding to θmn,i has period λ0, then for any

λ′m ≫ λm ≫ λ0, the continuation map HF∗(L0;Hm) → HF∗(L0;Hm′) sends θmn,i → θm
′

n,i.

Proof. Because d = 0 for grading reasons, we may use any Hamiltonians of slope λm and
λ′m to compute this continuation map. We again approximate by quadratic Hamiltonians,
e.g. by a Hamiltonian which is

• r2Y for rY < aλm
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• λ′rY for rY ≥ aλm + dλm.

Then the continuation maps are the identity on the Reeb chords which arise in the
quadratic part. �

Corollary 7.14. HW∗(L0) is freely generated by the images θn,i of θ
m
n,i for sufficiently

high m.

Assume for the rest of this section that all Liouville-admissible Hamiltonians satisfy
(4.21.1). We now turn to the Hamiltonians which are constant outside of a compact
set following [McL09]. Choose a generic almost complex structure which is Liouville-
admissible in a neighborhood of rY = 2. For any λm, define µ(λm) > 0 to be some
constant smaller than the distance between λm and the action spectrum. Define A(λm) :=
3λm/µ(λm). By choosing µ(λm) small enough, we may assume that A(λm) ≥ 4. We let
Hc

m be a function satisfying the following conditions. For rY ≥ 1, Hc
m depends only on

rY and is a (smoothing of a) function which satisfies

• for rY ≤ A− 1, Hc
m = Hm,

• for rY > A we assume that Hc
m = λm(A− 1)

• for rY ≥ A− 1, (Hc
m)

′′ ≤ 0.

Recall that the Floer differential increases the action. We therefore have a subcomplex
CF∗(L0;H

c
m)(0,∞) of generators whose action is greater than zero. Define

CF∗(L0;H
c
m)p := CF∗(L0;H

c
m)/CF

∗(L0;H
c
m)(0,∞).(7.14.1)

We may choose Hm so that all time one chords x satisfy

AHm(x) ≤ 0.(7.14.2)

An elementary calculation shows that the action of any time one chord when rY ≥ 2 all
satisfy AHc

m
(x) ≥ λm. It therefore follows that:

Lemma 7.15. We have an isomorphism of cochain-complexes

CF∗(L0;H
c
m)p

∼= CF∗(L0;Hm).(7.15.1)

In the limit, we obtain an isomorphism

HW∗(L0) ∼= lim−→
m

HF∗(L0;H
c
m)p(7.15.2)

of vector spaces.

Proof. The above discussion gives the identification on generators, so it only remains
to give the identification of differentials. Since all generators of both complexes lie in
the region where rY ≤ 2, this follows from the “no-escape lemma” in [AS10, Lemma
7.2]. This lemma also applies to continuation solution to the result passes to the limit as
claimed. �

7.16. The main comparison theorem. This section compares the ring structure on
the two flavours of wrapped Floer cohomology. For this section, we choose all of our
almost complex structures to lie in J(YR, E). As we will need to vary µ0 in this section,
for clarity we use the notation YR,µ0 to indicate the dependence on µ0. Notice that for
µ′
0 < µ′′

0 the manifolds YR,µ′
0
are Liouville isomorphic in a way which preserves L0. As a

result, there are continuation isomorphisms

HW∗
YR,µ′0

(L0) → HW∗
YR,µ′′0

(L0)(7.16.1)

between the wrapped Floer cohomologies. In this case, the continuation maps are given
by interpolating between µ′

0 and µ′′
0 so that for every s in the continuation family, the
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Hamiltonian preserves the divisor E. It follows that continuation map solutions have
intersection number zero with the divisor E and thus the isomorphism respects the free
homotopy class of the chord in Y \ π−1

N
C×
(UZ). We finally are in a position to state and

prove our main comparison theorem.

Theorem 7.17. There is an isomorphism

HW∗(L0) ∼= HWad(L0)(7.17.1)

of C-algebras.

Proof. This is a modification of the proof of [McL09, Theorem 5.5]. In this proof, we will
have to discuss both fibered admissible and Liouville-admissible Hamiltonians. For this
proof we will adopt the convention that fibered admissible Hamiltonians will be denoted
by G and Liouville-admissible Hamiltonians are denoted by H . We may consider a
family of fibered admissible Hamiltonians Gm which has slope λm in both directions,
which vanish on YR,µ0 and such that for any time-one chord x, AGm(x) ≤ 0.

Next, by shrinking µ0 to µ0,m, we may ensure that cµ0,m above is arbitrarily large.
Thus, for any slope λ′m and for sufficiently small µ0,m, the Hamiltonian Hc

m makes sense
as a Hamiltonian on Y . Given Hc

m, we will construct a fibered admissible Hamiltonian
Gh,m which for r < A agrees with Hc

m and for which all chords in rY ≥ 2 have very
positive action. To do this, we consider a shifted version of a standard fibered admissible
Hamiltonian GA which vanishes when

(C |µ− ǫ| ≤ A+ 1) ∪ (ρ ≤ B · A+ 1)(7.17.2)

We also require that whenever ρ− B · A ≥ 1 or C |µ− ǫ| −A ≥ 1, GA takes the form:

v(C |µ− ǫ| −A) + h(ρ− B · A)(7.17.3)

where h and v are suitable base-admissible and admissible vertical Hamiltonians. Finally,
we require that v(C|µ − ǫ| − A) and h(ρ − B · A) are linear of slope

√
λ′m whenever

ρ − B · A ≥ 2 or C|µ − ǫ| − A ≥ 2. It follows as in McLean Lemma 5.6 that the
chords of the function GA have action have action AGA

(x) ≥ −
√
λ′m(A+B ·A). In fact,

the argument here is even easier because the chords live over the part of the manifold
where the symplectic fibration is trivial. Now the function Gh,m = GA + Hc

m is fibered
admissible. If follows that for any chord which lies in the region where rY ≥ 2

AGh,m
(x) ≥ λ′m(A− 1)−

√
λ′m(A+B ·A) > 0.(7.17.4)

Furthermore, it is a consequence of Corollary 7.6 that for any λm, we may choose λ′m,
µ0,m and Gh,m such that Gh,m > Gm and the slopes in both direction of Gh,m are bigger
than Gm. Next, we can construct fibered admissible Hamiltonians G′

m which have slope
λ′′m in both directions, which vanish on YR,µ0,m and such the the action of all chords is
≤ 0. We assume that λ′′m ≫ λ′m. We therefore have, after choosing suitable functions ℓ♯,
continuation maps

HF∗
ad(L0;Gm) → HF∗

ad(L0;Gh,m)p → HF∗
ad(L0;G

′
m).(7.17.5)

In the limit, the composition of these two maps becomes an isomorphism and, as a result,
the second map is an isomorphism as well. Since these maps are ring maps, this concludes
the proof. �
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8. Homological Mirror Symmetry for McKay quivers

8.1. Computation of SH0(YR). Fix a Liouville domain X in and a Liouville-admissible
family of Hamiltonians (Hm)

∞
m=1 on the Liouville completion X of slope λm with λm → ∞

satisfying (7.12.1) and for simplicity also (4.21.1). A fixed point of a time-one flow of the
Hamiltonian vector field XH associated with a Hamiltonian function H is called a time-
one Hamiltonian orbit of H . The set of time-one Hamiltonian orbits of H will be denoted
by X (X ;H). We may choose a small S1-dependent perturbation Hpert

m : S1 × X → R

supported in a neighborhood of the union of all time-one Hamiltonian orbits of Hm,
so that any time-one Hamiltonian orbit of the perturbed Hamiltonian Hm + Hpert

m , is
non-degenerate. The Floer cochain complex is defined by

CF∗(X ;Hm +Hpert
m ) :=

⊕

x∈X (X;Hm+Hpert
m )

|ox| ,(8.1.1)

where |ox| is the orientation line on the real vector space ox of rank one associated with
x ∈ X (X ;Hm + Hpert

m ). The degree of x ∈ X (X ;Hm + Hpert
m ) is the dimension of X

minus the Conley–Zehnder index of x;

deg x = dimX − CZ(x).(8.1.2)

The differential ∂ on the Floer complex (8.1.1) is given by counting solutions to Floer’s
equation

(du−XHm+Hpert
m

⊗ dt)0,1 = 0(8.1.3)

for maps u : R × S1 → X from the cylinder, with respect to an S1-dependent almost
complex structure J , modulo translation in the R-direction. A monotone homotopy from
Hm+Hpert

m to Hm+1+H
pert
m+1 gives the continuation map, and the symplectic cohomology

is defined as the colimit

SH∗(X) := lim−→
m

HF∗(X,Hm +Hpert
m ).(8.1.4)

For any conical spin Lagrangian L, there is the closed-open map

CO: SH∗(X in) → HW∗(L)(8.1.5)

from the symplectic cohomology to the wrapped Floer cohomology (see e.g., [Abo10,
Section 5]). This is defined by counting solutions to Floer’s equation, from a disk Σ with
one marked point on the boundary (with a negative strip-like end) and one marked point
in the interior (with a positive cylindrical end) to X , which asymptotes to a time-one
Hamiltonian chord in the negative strip-like end and a time-one Hamiltonian orbit in the
positive cylindrical end.

The goal of this section is prove the following theorem:

Theorem 8.2. The closed-open map

CO : SH0(YR) → HW0(L0)(8.2.1)

is an isomorphism.

In view of (7.12.1), time-one Hamiltonian orbits on the cylindrical end are in bijec-
tion with Reeb orbits of period less than λm. We must begin by dealing with the fact
that our Reeb flow is degenerate. For each family F(n,i) of time-one Hamiltonian orbits

corresponding to the family F (n,i) of Reeb orbits, we choose an isolating neighborhood
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U(n,i) ⊂ ŶR, which contains only the orbit set F(n,i) and no others. If the set F(n,i) occurs
at a level rY = r0, then we may assume that the neighborhood is the product

U(n,i) = (r0 − δ, r0 + δ)× U (n,i),(8.2.2)

of a small interval and a small open set U (n,i) ⊂ ∂YR containing F(n,i) and invariant under

the natural local S1-action which extends the Reeb flow action on F (n,i). Let

µ(n,i) : U(n,i) → R(8.2.3)

denote the local moment map for this S1-action. For definiteness, let us fix choices of
these open sets U (n,i):

• Recall from Section 7.8 that the family F (n,0) for regular n is a T 3-fibration over
the product (point) × I of a point in NR and a closed interval in R under the
map πB̂ given in (7.1.1). We choose the set U (n,i) to be the preimage by πB̂|∂TR

of the product of a small ball of the point in NR and an open interval in R which
is slightly larger than I.

• When n is regular and i 6= 0, the family F (n,i) is the fiber of πB̂ over a point in

NR ×R, and we can choose U (n,i) to be the preimage of a ball around this point.
• When n is not regular, we choose the tubular neighborhood to be where µ lies in
[µ0,n,i − δ′0,n,i, µ0 + δ′1,n,i] and |rα−β| ≤ rα−β,0 for appropriate intervals.

• For F (0,i), we choose the neighborhood U (n,i) to be defined by ρ < R − δ′R for δ′R
slightly smaller than δR.

We let W T
(n,i) be an open set in U(n,i) containing F0

(n,i) and contained in the region where

ŶR agrees with T̂R.

Lemma 8.3. There is a function ht,(n,i) : S
1 × ŶR → R supported in U(n,i), such that:

• All Hamiltonian orbits of Ht,m,ǫ = Hm + ǫht,(n,i) inside of U(n,i) for ǫ sufficiently
small are in bijection with the critical points αj of an outward pointing Morse

function h̃ : F(n,i) → R.
• For ǫ sufficiently small, the gradings of the critical points coincide with the Morse-
index of αj.

• There is a unique orbit of index zero α(n,i) which lies in W T
(n,i).

Proof. To do this, we apply elementary Morse-Bott theory for Reeb flows which gener-
ate S1-actions (for a nice review with references to the original papers, we recommend
[KvK16]), taking care of the fact that our Reeb orbits come in families which are mani-
folds with boundary. A standard trick allows us to “unwrap” the Hamiltonian flow and
thereby allows us to work in an equivalent Hamiltonian system where all of the orbits
along F(n,i) of the flow are constant (and these are still the only orbits in U(n,i)). We
temporarily work in this equivalent Hamiltonian system.

The sets U (n,i) naturally project to certain ”thickenings” F t
(n,i) of F(n,i) of the same

dimension. When the set F(n,i) are codimension zero in ∂YR, these are just U (n,i) and
in the case when F(n,i) = T 3, then F t

(n,i) = F(n,i). In the case, when n is regular, F t
(n,0)

is the locus where µ ∈ [µn,0 − δ′0,n, µn,0 + δ′1,n] and ri = ri,n. Finally in the case when
n is not regular and i is regular, F t

(n,i) is the locus where µ = µ0 and |rα−β| ≤ rα−β,0.

Choose an outward pointing Morse-function h̃ : F t
(n,i) → R such that all critical points

lie in the interior of F(n,i). When F t
(n,i) is a manifold with boundary we postulate that

on F t
(n,i) \ F(n,i) near a boundary component cut out by an equation f = c (either
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µ = c, rα−β = c, or ρ = c) that h̃ = h̃(f). In the case when n is not regular and F t
(n,0) is

a manifold with corners we similarly require that near a corner h̃ = h̃(rα−β, µ) along an
open smooth piece of the boundary that h = h(rα−β) or h = h(µ).

Denote by πn,i : U(n,i) → F t
(n,i). Choose a cutoff function ψ : ŶR → R supported

in U(n,i) and such that ψ = 1 on some smaller open set V(n,i) containing F(n,i). Fi-

nally consider the function ψπ∗
n,i(h̃). We take this function and translate it back to the

orginal Hamiltonian system to obtain ht,(n,i) (Undoing the unwrapping process makes this
function time dependent). The first bullet and second bullets now follow from standard
Morse-Bott theory together with the fact that our Hamiltonian perturbations are chosen
so that new orbits cannot appear near the boundary and hence all critical points occur
when the flow is transversely non-degenerate. Finally the last point can be achieved by
choosing h̃ to have a unique critical point of index 0 which furthermore lies in W T

(n,i). �

Remark 8.4. There is a variant construction of a perturbation ht,(n,i) satisfying the
hypotheses of the lemma which proceeds in two steps but allows one to make partial
computations of the BV operator in symplectic cohomology. Namely, one may without
unwrapping consider a perturbation function h̃eq on F t

n,i which is the pull-back of a

Morse-function on F t
n,i/S

1 satisfying the same properties near the boundary strata as h̃eq
did above. Extend this function to the neighborhoods Un,i by the formula ψπ∗

n,i(h̃eq).
Consider the Hamiltonians

Hm,eq = Hm + ǫψπ∗
n,i(h̃eq).(8.4.1)

For small ǫ, we obtain a transversely non-degenerate S1 family of Reeb orbits for every
crticial point on F t

n,i/S
1. Finally, we use a small time dependent Hamiltonian perturba-

tion in a neighborhood of the orbits to obtain non-degeneracy. This construction can be
done so that the third bullet point of the lemma is satisfied.

We set

HY
m,pert :=

∑

(n,i),Fn,i∈X (X,Hm)

ht,(bn,i).(8.4.2)

For certain purposes, it makes sense to view

HY
m,pert = Hreg

m,pert +H irr
m,pert,(8.4.3)

where the first term is the sum over regular (n, i) and the other term is the sum over
irregular (n, i). We set

HY
m := Hm + ǫHY

m,pert.(8.4.4)

Similarly we can take a small (time-independent) perturbation of

HL
m := Hm + ǫHL

m,pert(8.4.5)

(the perturbation can be chosen to be supported in W T
(n,i)), so that there is a Reeb chord

of HL
m for every suitable component of F0

n,i.

Lemma 8.5. The map

CO: SH0(YR) → HW∗(L0)(8.5.1)

is injective.
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Proof. Observe that an element of the kernel y must lie in some finite HF∗(ŶR, Ht,m,ǫ).
Because the maps HF∗(L0, Hm,ǫ) → HW∗(L0) are injective, the map must further lie in
the kernel of a map

COm : HF∗(ŶR, Ht,m,ǫ) → HF∗(L0, Hm,ǫ)(8.5.2)

This map depends only on the slope λm at infinity and is hence independent of ǫ on
homology. Let oα(n,i)

denote the orientation space in CF∗(L0, Hm,ǫ) corresponding to
orbit α(n,i). Choosing arbitrarily a generator for this space and giving it the same name
by abuse of notation, the statement will follow from the fact that for ǫ small, on the
cochain level the coefficient of θ(n,i) in COm(oα(n,i)

) is ±1.

To see this, a Gromov compactness argument ([McL12, proof of Lemma 2.3]) shows
that for sufficiently small ǫ any curve contributing to this coefficient will necessarily lie
in W T

(n,i). Observe that we may view the Hamiltonians Hm as being Hamiltonians on

T̂R simply by replacing the Liouville coordinate rY with rT . We denote the resulting
Hamiltonians by HT

m = Hm(rT ) for clarity. Similarly, we may construct perturbations
HT

m,ǫ andH
T
t,m,ǫ which agree overW T

(n,i) with the previously constructed perturbations over

W T
(n,i) and so that for sufficiently small ǫ the orbit corresponding under this equivalence

to α(n,i) is a unique Hamiltonian orbit of degree 0 in homotopy class (n, i). Again, for
sufficiently small ǫ, all curves contributing to the

COT
m : HF∗(T̂R, H

T
t,m,ǫ) → HF∗(L0, H

T
m,ǫ)(8.5.3)

lie in W T
(n,i). This map must be ±1 along the diagonal by the well-known calculations of

SH∗(TR) and HW∗
TR
(L0). The result follows. �

For any homotopy class n, let SH0(YR)n and HW∗(L0)n denote the subvector space
generated by orbits in class n. We have a direct sum decomposition

SH0(YR) :=
⊕

n

SH0(YR)n(8.5.4)

and similarly for wrapped Floer theory. The map CO respects these direct sum decom-
positions.

Lemma 8.6. The map

COn : SH0(YR)n → HW∗(L0)n(8.6.1)

is an isomorphism for n 6= 0 regular. Furthermore for any n regular, let α(n,i) be the
Hamiltonian orbit on the cylindrical end of Ht,m,ǫ (as usual ǫ is sufficiently small) of
index 0. Choose a generator, α0

(n,i), of the corresponding orientation line. For Hpert,n

sufficiently close to zero, CO(α0
(n,i)) = ±θ(n,i).

Proof. We may assume that the Hamiltonians Hm are actually unperturbed near π−1
N

C×
(Z)

(i.e. Hpert,n is sent to zero) so that the contribution to the differential is local. The result
then follows from a similar argument to Lemma 8.5. �

Remark 8.7. Using the fact that the open-closed map is a ring homomorphism, Lemma 8.6
implies that many other elements are hit by the map CO as well. To be more precise,
let α ∈ SH0 be an element such that CO(α) = θn,i and let β ∈ SH0 be an element such
that CO(β) = θn′,i′ with both n and n′ regular. Then

CO(α · β) =
ℓ2(n,n′)∑

j=0

(
ℓ2(n,n

′)

j

)
θn+n′,i+i′+j = (1 + θ0,1)

ℓ2(n,n′)θn+n′,i+i′(8.7.1)
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is in the image. By choosing n and n′ appropriately, this implies that for any n′′, the
element (1 + θ0,1)

d(n′′)θn′′,i is the image of CO for some d(n′′) ≥ 1 and all i.

We now prove the following lemma, which allows us to compute some differentials in
symplectic cohomology and which uses a technique in [Pas]. For the remainder of this
subsection, we use the perturbations of Remark 8.4 on the cylindrical end. We also assume
that our data is chosen so that the restriction Ht,m,ǫ|YR

is Morse and time-independent
with unique critical point of index 0.

Lemma 8.8. Let Fn,i be the family of Hamiltonian orbits of Hm of highest action in the
homotopy class n. Let α(n,i) be the Hamiltonian orbit on the cylindrical end of Ht,m,ǫ (as
usual ǫ is sufficiently small) of index 0. Choose a generator, α0

(n,i), of the corresponding
orientation line. Then

∂(α0
(n,i)) = 0 ∈ CF∗(ŶR, Ht,m,ǫ).(8.8.1)

Proof. We focus on the more difficult case where n = 0 and we want to prove that the cor-
responding α0

(0,i), i 6= 0 is closed. Choose a generator of the orientation line corresponding

to the Morse critical point in the interior which we will denote by α0
(0,0).

For suitable such Ht,m,ǫ with ǫ sufficiently small and complex structures Jt, we use
the Morse-Floer correspondence to identify trajectories between orbits contained in U(0,i)

with differentials of the Morse-complex of a time independent h̃ for the restriction of an
almost-Kahler metric corresponding to a time-independent complex structure J0. The
pair (ht, Jt) and (h̃, J0) are again related by unwrapping. Again, the only difference
between this case and the classical case is that we must ensure that Floer trajectories do
not escape to the boundary of Fn,i, which is easily arranged. The upshot is that we have

∂(α0
(0,i)) = β1

(0,0)(8.8.2)

where β1
(0,0) is a sum of generators corresponding to critical points in the interior of YR.

Let ∆ denote the BV operator on symplectic cohomology. Using the local analysis in

[Zha], we can see that there is a cochain α1
(0,i) in CF1(ŶR, Ht,m,ǫ) such that

∆(α1
(0,i)) = α0

(0,i) + c · α0
(0,0)(8.8.3)

for some c and such that

∂(α1
(0,i)) = β2

(0,0)(8.8.4)

where β2
(0,0) is a sum of generators corresponding to critical points in the interior of YR.

Now ∆ is a chain map, so ∂ ◦∆ = ∆◦∂. The assumption that Ht,m,ǫ is time-independent
when restricted to the interior implies that ∆(β2

(0,0)) = 0 on the chain level. Combining
these statements implies the required result. �

We finally complete the proof of Theorem 8.2.

Proof of Theorem 8.2. We can assume that the contractible orbit of Lemma 8.8 is α(0,±1).
Assume it is α(0,1) as the other case is similar. Then this implies that θ0,1 is in the image of
CO. It proves that θ0,i is in the image of CO for i ≥ 0. Combining this with Remark 8.7
implies that the map CO[0] is surjective. Applying Lemma 8.8, this implies that for any n,
there is an i0 for which θn,i0 is in the image of COn. This combined with the surjectivity
of CO[0] implies that θn,i is in the image of COn for any i. �
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8.9. Generation for the mirror of the complement of an anti-canonical divisor

in C3. Let Y be the conic bundle defined by the equation

1 + w1 + w2 = uv.(8.9.1)

The mirror in this case is the affine space

Y̌ := Spec
(
C[x, y, z]

[
(xyz − 1)−1

])
.(8.9.2)

The identification between this ring and H0(OY̌ ) sends y to χ(0,−1),0, x to χ(−1,0),0 and z
to χ(1,1),0. The goal of this section is to prove the following theorem:

Theorem 8.10. There is an equivalence of categories

ψ : DbW(YR) → Db coh Y̌(8.10.1)

sending L0 to OY̌ .

It suffices to prove that the Lagrangian L0 split-generates the wrapped Fukaya category
of YR. Then it follows that L0 generates DπW(YR) without the need to pass to direct
summands. The proof of this theorem works by checking a generation criterion due
to Abouzaid [Abo10] (for an implementation with linear Hamiltonians, see [RS]). We
will now describe it in the setting that we need. Let HH3(HW

∗(L0)) denote the third
Hochschild homology of the wrapped Floer algebra. This is of course isomorphic to
HH3(H

0(OY̌ )), which in this case admits an explicit description via the HKR theorem as

HKR: HH3

(
H0 (OY̌ )

) ∼−→ H0
(
Ω3

Y̌

)
.(8.10.2)

Since Y̌ is equipped with a natural choice of holomorphic volume form

ΩY̌ :=
dx ∧ dy ∧ dz
xyz − 1

,(8.10.3)

the module H0
(
Ω3

Y̌

)
is free of rank one over H0 (OY̌ ) generated by ΩY̌ .

Assume that λm = m for all m and that (4.21.1) holds. Then parallel to (4.22.2),
the construction of the symplectic cohomology may be promoted to a cochain complex
SC∗ (YR) whose cohomology is SH∗ (YR). Central to Abouzaid’s criterion is the map of
complexes

OC : CC3−∗(CW
∗(L0, L0)) → SC∗(YR)(8.10.4)

from the Hochschild chain complex of the A∞-algebra. The induced map on cohomology
is denoted by

OC: HH3(HW
∗(L0)) → SH0(YR).(8.10.5)

Theorem 8.11 ([Abo10, Theorem 1.1]). L0 split-generates the wrapped Fukaya category
if the unit [1] is in the image of (8.10.5).

In fact, given our choice of data, the wrapped Floer complex is concentrated in degree
zero. This allows for a considerable simplification in the description of the map OC
essentially because µd,p = 0 for d = 1, |F | = 0 and d > 2. The underlying domains used
for constructing this map will be Riemann surfaces Σ4,1 with four positive strip like ends

and one negative cylindrical end. Let R4,1
denote the moduli space of these structures.

As before, we consider perturbing functions of the form HY
pert : S

1 × ŶR → R and

HL
pert : ŶR → R. Along the positive ends, we consider Floer data Hi = Hmi

+ ǫHL
pert

and setting m =
∑

imi. Along the negative cylindrical end, we consider Floer data
H0 = Hm+ǫHY

pert. As usual, we choose perturbation K and admissible surface-dependent
complex structure compatible with the Floer data along the ends over the moduli space
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and consistent with boundary strata. Given chords xi and a Hamiltonian orbit x0, we

let R4,1
(x) denote the moduli space of solutions. For generic data, these moduli spaces

have the expected dimension. In particular, for xi such that virt. dim(R4,1
(x)) = 0, every

rigid solution u gives rise to an isomorphism

OCu : |ox4| ⊗ · · · ⊗ |ox1|
∼−→ |ox0 | .(8.11.1)

As usual, the map OC is defined as the sum of OCu.
Since HW∗(L0) is concentrated in degree zero and hence formal, we may avoid the

telescope complex and realize the Hochschild chains as a direct limit

CC3(HW
∗(L0)) ∼= lim−→

mi

HF∗(L0, Hm1 + ǫHL
pert)⊗ · · · ⊗HF∗(L0, Hm4 + ǫHL

pert)(8.11.2)

In particular, after writing any cycle Ω as a finite sum of simple tensors, we obtain a cycle
OC(Ω) ∈ SH0(YR). Standard arguments show that this is compatible with direct limits
and is independent of class [Ω] ∈ HH3(HW

∗(L0)). This map coincides with the map in
(8.10.5).

Crucial for us is the property that the map OC is a module map over SH0(YR), where
the module structure on the left hand side is via the map (8.1.5). Since HH3(HW(L0)) is
a free SH0(YR)-module of rank one, the image of (8.10.5) is necessarily a principal ideal
(f) ⊂ SH0(YR). Theorem 8.10 therefore follows immediately from Theorem 8.11 if we
can show that there are a set of non-zero elements f1, · · · , fn in the image of OC which
have no common divisors (other than units). More precisely, let α ∈ A be one of the
three monomials in the defining equation for Y and n be a weight corresponding to a
monomial in the chamber Cα.

Definition 8.12. Let CC∗(HW
∗(L0))n be the subcomplex of CC∗(HW

∗(L0)) of total
weight n;

CCd(HW
∗(L0))n :=

⊕
∑d

i=0 ni=n

HW∗(L0)n0 ⊗ · · ·HW∗(L0)nd
.(8.12.1)

The subspace of CCd(HW
∗(L0))n generated by HW∗(L0)n0⊗· · ·HW∗(L0)nd

for (n0, . . . ,nd) ∈
Nd+1 satisfying

• all ni are in the chamber corresponding to α, and
• for any two neighboring ni,ni+1 with respect to the cyclic ordering, ni+ni+1 lies
in the chamber corresponding to α.

is denoted by CCα
∗ (HW

∗(L0))n.

We have maps

OCn : HH3(HW
∗(L0))n → SH0(YR, Gm)n.(8.12.2)

Our approach to making partial computations of the open closed map is again via the
relationship with fibration-admissible Floer theory. We therefore temporarily assume
that when constructing our perturbations of Liouville-admissible Hamiltonians Hm, we
take all of the terms H irr

m,pert to be zero. This is possible because we will only be making
computations in regular homotopy classes from now on. Notice that in particular the
map (8.12.2) can be defined with such Floer data. Let G be an admissible Hamiltonian
in the sense of Section 5, and n be a regular homotopy class satisfying the following
condition:

• There is no Hamiltonian orbit of G in the homotopy class n which intersects
π−1
N

C×
(UZ).
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Then after making small time-dependent perturbations Gt = G + Gpert in the neigh-
borhood of the orbits in homotopy class n, we may define HF∗

ad(Y,Gt)n analogously to
Section 5 (In fact, for the G we need and since we never need to consider multiplicative
structures on HF, we can avoid altogether the use of the functions ℓ♯). Let Gm now be an
admissible family of such Hamiltonians and n a homotopy class such that 8.9 is satisfied
for all m. Then we may define the SH∗

ad(Y,Gm)n to be the direct limit of these Floer
groups.

Continue to fix a regular n. The argument of Theorem 7.17 shows that we can find an
admissible sequence of Hamiltonians Gm together with an isomorphism

φSH : SH0(YR)n
∼−→ SH0

ad(Y,Gm)n(8.12.3)

for all such n. For any Ωad ∈ HHα
3 (HWad(L0))n, we may define an element OCad,n(Ωad)

just as in the case of the ordinary (i.e., not adapted) theory. Moreover, given a cycle
Ω ∈ CCα(HW(L0))n, applying the isomorphisms of Theorem 7.17 to each factor of the
tensors defining the Hochschild complex gives rise to a cycle φCC(Ω) ∈ CCα(HW(L0))n
(the use of CCα is again for simplicity so that we only multiply elements in the same
chamber and hence can avoid using the functions ℓ♯ from Section 5).

Lemma 8.13. For any such Ω, we have

OCad,n(Ωad) = φSH ◦OC(Ω).(8.13.1)

Proof. We may assume that CF−1(Y,Gm) = 0 for all m. The result then follows by a
standard degeneration of domain argument. �

We are now in a position to make the final partial computation of the map OC.

Lemma 8.14. For some i > 0, the elements α0
((−5,−5),−4i), α

0
((5,0),−4i), and α

0
((0,5),−4i) are

in the image of OCad, where here we are identifying SH0
ad and SH0.

Proof. The conclusion is invariant under suitable deformations of the functions Gm. We
may therefore assume this sequence satisfies Gm = Hba,m +Hv,m. We may assume that
Hv,m = 1/2µ2 for cm,0−δ ≥ µ ≥ cm,1 with δ > 0 and cm,1 ≫ cm,0 ≫ ǫ so that µ = 1/2|u|2.
Assume that all of our complex structures respect the standard product structure for all
µ in an open neighborhood of cm,0− δ. We can assume that for some i,m > 0, the chords
p(−1,−1),−i, p(−1,−2),−i, p(−2,−1),−i all lie in the region where cm,0 − δ ≥ µ ≥ cm,1. Consider
the Hochschild cycle given by the anti-symmetrization

ΩHKR = ǫ3(p(−1,−1),−i ⊗ p(−1,−1),−i ⊗ p(−1,−2),−i ⊗ p(−2,−1),−i).(8.14.1)

Under the HKR map, this corresponds to

xy

(xyz − 1)i
d

(
xy

(xyz − 1)i

)
∧ d

(
xy2

(xyz − 1)i

)
∧ d

(
x2y

(xyz − 1)i

)
(8.14.2)

= −i (xy)5

(xyz − 1)4i
dx ∧ dy ∧ dz
xyz − 1

(8.14.3)

= −ip(−5,−5),−4i · ΩY̌ .(8.14.4)

By homotopy class restrictions, the output of ΩHKR must be a non-trivial multiple of
α0
((−5,−5),−4i). We assume that this orbit lies in the region where cm,0 − δ ≥ µ ≥ cm,1 as

well. A barrier argument (see e.g. [McL, Appendix B]) then shows that solutions for the
map OCad(ΩHKR) lie in the region where µ > cm,0− δ and hence must agree with the OC
map defined on (C×)3. The fact that α0

((−5,−5),−4i) is in the image of OCad follows directly
from this. The other cases are symmetric and hence the lemma is proved. �
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Now we return to considering the map OC and we assume for the following proposition
that ǫHpert,n is chosen sufficiently small so that the conclusion of Lemma 8.6 holds.

Lemma 8.15. Identify SH0(YR) with H
0(OY̌ ) via the map CO. Then θ((−5,−5),0), θ((5,0,)0),

θ((0,5),0) are all in the image of (8.10.5).

Proof. The previous lemma implies that θ((−5,−5),−4i), θ((5,0),−4i), θ((0,5),−4i) are in the
imafge of OC. Because OC is a module homomorphism, the result follows. �

Notice that under the isomorphism described at the beginning of this section, these
elements correspond to the polynomials (xy)5, (yz)5, (xz)5 and hence have no common
divisors (other than units). This completes the proof of Theorem 8.10.

8.16. Finite covers and applications. Theorem 8.10 has interesting applications to
the symplectic topology of Y . For example, we have the following:

Proposition 8.17. Let L be a compact oriented Maslov zero exact Lagrangian subman-
ifold in Y . Then L has the cohomology group of a torus;

H∗(L;C) ∼= H∗(T 3;C).(8.17.1)

Proof. The mirror of L is an object ψ(L) of Db coh(Y̌ ) satisfying

Ext0(ψ(L), ψ(L)) ∼= C(8.17.2)

and

Exti(ψ(L), ψ(L)) = 0 for any i < 0.(8.17.3)

Let m denote the annihilator of Ext0(ψ(L), ψ(L)) as a module over Γ(OY̌ ). It is a maximal
ideal of Γ(OY̌ ) since Ext0(ψ(L), ψ(L)) ∼= C is a field. Let y be the corresponding closed
point of Y̌ . It follows from [IU05, Lemma 4.8] that all cohomology sheaves Hi(ψ(L))
are Oy-modules. As a consequence, we have an isomorphism of all cohomology sheaves
Hi(ψ(L)) ∼= (Oy)

⊕ni as OY̌ -modules.
It suffices to prove that ψ(L) has cohomology in a single degree, since this implies that

ψ(L) is isomorphic to a sheaf, which by the previous paragraph must be Oy. Assume for
contradiction that

l := max
{
i ∈ Z

∣∣ Hi(ψ(L)) 6= 0
}

(8.17.4)

is greater than

k := min
{
i ∈ Z

∣∣ Hi(ψ(L)) 6= 0
}
,(8.17.5)

and consider the cohomological spectral sequence with second page

Ep,q
2 =

⊕

i

Extp(Hi(ψ(L)),Hi+q(ψ(L)))(8.17.6)

and converging to Extp+q(ψ(L), ψ(L)). Then one has

E0,k−l
2

∼= HomOy(Onl
y ,Onk

y ) 6= 0,(8.17.7)

which would survive the spectral sequence and lead to a non-vanishing Extk−l. This
contradicts (8.17.3), and the conclusion follows. �

We conclude with the observation that the generation criterion is easily seen to be
compatible with passage to finite covers (this is a very easy special case of [RS, Corollary
1.4]). To be more precise, let N0 ⊂ N be a finite index subgroup of the fundamental
group of Y . Denote the quotient group by G = N/N0. Let YN0 be the corresponding
finite cover and YR,N0 the corresponding Liouville domain. There is a canonical lift of L0
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to this finite cover and hence we may parameterize all possible lifts as Lg with g ∈ G.
Observe that there is a natural action of Ǧ := Hom(G,U(1)) on Y̌ coming from the SYZ
construction. In local coordinates, these correspond to diagonal linear symmetries on
Y̌ which preserve the holomorphic volume form. As a result, we obtain a Calabi–Yau
orbifold

[
Y̌ /Ǧ

]
. Now we prove Corollaries 1.7 and Corollary 1.8:

Proof of Corollary 1.7. The generation criterion shows that the Lagrangians Lg generated
the wrapped Fukaya category of YR,N0. The objects OY̌ ⊗ Vg generate the category
Db coh(Y̌ /Ǧ). The endomorphism algebras of these objects are easily seen to agree with
the crossed product algebra OY̌ ⋊ Ǧ. �

Proof of Corollary 1.8. Given any Lagrangian sphere S, consider the object ψN0(S) and
suppose it is not supported at the origin. The object ψN0(S) viewed as a module over

Γ(OY̌ )
Ǧ must then be supported at a single, regular, point. A variant of the argument

from Proposition 8.17 then shows that Ext∗(ψN0(S), ψN0(S)) must be H∗(T 3), which is
impossible. �

Proposition 8.18 below is a slight strengthening of Proposition 1.9:

Proposition 8.18. Let S1, · · · , Sr be a collection of Lagrangian spheres in YN0 which are
pairwise disjoint. Then r is less than or equal to the maximal dimension of an isotropic
subspace of the Grothendieck group of coh0

[
Y̌ /Ǧ

]
with respect to the Mukai pairing.

Proof. We follow the ideas of [Sei, Section 15]. Any one-dimensional subtorus acting on
C3 which acts with weight one on the holomorphic volume form induces a dilating Gm-
action on the category Db coh0 Y̌ /Ǧ in the sense of [Sei, Definition 15.4]. The result then
follows via the same technique as [Sei, Proposition 15.8], replacing Hochschild homology
with K-theory as in [Sei, Remark 15.16]. �

9. Appendix

9.1. A priori energy bounds. The geometric energy and the topological energy of
solutions to Floer’s equation (4.13.1) are respectively defined by

Etop(u) :=

∫

Σ

u∗ω − d(u∗K)(9.1.1)

and

Egeom(u) :=
1

2

∫

Σ

‖du−XK‖ .(9.1.2)

Using ω(X,X) = 0 and dH = ιXω, a standard calculation in local holomorphic coordi-
nates z = s+

√
−1t on Σ yields

Egeom(u) = Etop(u) +

∫

Σ

ΩK(9.1.3)

where the curvature ΩK of a perturbation datum K is the exterior derivative of K in the
Σ direction.

Definition 9.2. We say that a perturbation datum K is monotone if ΩK ≤ 0.

In practice, the most typical monotone perturbation data are of the form H ⊗ γ for
H : Y → R≥0 and γ a sub-closed one form on Σ. Whenever the perturbation datum is
chosen to be monotone, we have

Egeom(u) ≤ Etop(u).(9.2.1)
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Note that the topological energy is determined by the action

AHi
(x) =

∫ 1

0

(
− x∗θ +Hi(x(t))dt

)
+ h(x(1))− h(x(0))(9.2.2)

as

Etop(u) = AH0(x0)−
d∑

k=1

AHk
(xk),(9.2.3)

where h : L → R is defined by θ|L = dh. Throughout this paper, all Floer data K
are chosen to be monotone outside of a compact set in Σ × Y . This gives an a priori
bound for the geometric energy of a solution to Floer’s equation (4.13.1) of the form
Egeom(u) ≤ Etop(u) + C for some constant C which is independent of the given solution
u.

9.3. Maximum principle. Let u : Ω → R≥0 be a smooth function on a connected open
set Ω ⊂ Rn satisfying Lu ≥ 0 for an elliptic second order differential operator

L =
n∑

i,j=1

aij(x)∂i∂j +
n∑

i=1

bi(x)∂i(9.3.1)

such that

• the matrix-valued function (aij(x))
n
i,j=1 is locally uniformly positive-definite, and

• the functions bi(x) are locally bounded for i = 1, . . . , n.

The strong maximum principle states that if u attains a maximum in Ω, then it must be
constant. Hopf’s lemma states that if

• u extends smoothly to the boundary, and
• there exists x0 ∈ ∂Ω that u(x0) > u(x) for any x ∈ Ω,

then one has du(ν) > 0, where ν is the unit outward normal vector to ∂Ω at x0. Proofs of
the strong maximum principle and Hopf’s lemma can be found, e.g., in [Eva10, Section
6.4.2].
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