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Abstract

In this paper� we propose a new type of preconditioners for solving �nite section
Wiener�Hopf integral equations ��I �A� �x� � g by the preconditioned conjugate
gradient algorithm	 We show that for an integer u � 
� the operator �I �A� can

be decomposed into a sum of operators �I � P
�u�v�
� for � � v � u	 Here P

�u�v�
� are

f�vg�circulant integral operators that are the continuous analog of f�vg�circulant

matrices	 For u � 
� our preconditioners are de�ned as �
�u�
P

v��I � P
�u�v�
� ���	

Thus the way the preconditioners are constructed is very similar to the approach
used in the additive Schwarz method for elliptic problems	 As for the conver�
gence rate� we prove that the spectra of the resulting preconditioned operators

��
�u�
P

v��I � P
�u�v�
� �����I �A�  are clustered around 
 and thus the algorithm

converges su�ciently fast	 Finally� we discretize the resulting preconditioned equa�
tions by rectangular rule	 Numerical results show that our methods converges faster
than those preconditioned by using circulant integral operators	
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� Introduction

Wiener�Hopf integral equations arise in a variety of practical applications in mathematics
and engineering especially in the solutions of inverse problems� Typical examples are
linear prediction problems for stationary stochastic processes ���� pp�������	�� the diu�
sion problems ���� pp���	������ the scattering problems ���� pp���������� the distribution
of temperature in a stellar atmosphere in a radioactive equilibrium ��
� p������ In ����
pp�
	��
	��� it has also been mentioned some important problems for Wiener�Hopf inte�
gral equations� In this paper� we consider the solutions of Wiener�Hopf integral equations
on the half�line ������ Let a�t� � L������� be a conjugate symmetric complex�valued
function� i�e� a�t� � a��t�� and

�Ax��t� �
Z �

�

a�t� s�x�s�ds� � � t ��� �����

be the associated convolution operator acting on the Hilbert space L������� The half�line
Wiener�Hopf equation concerned is given as follows�

�x�t� �Ax�t� � g�t�� � � t ��� ���
�

where � � � and g�t� is a given function in L������� In practical applications� the positive
constant � is served as a Tikhonov regularization parameter� see Kress ���� p�
��� for
instance�

In contrast to the whole line Wiener�Hopf equation� we remark that the half�line
Wiener�Hopf equation cannot be solved explicitly by using Fourier transform� One nu�
merical method of approximating the solution x�t� is by the projection method ��� Chapter
��� The solution x�t� of the Wiener�Hopf equation is approximated by �x�t��

�x�t� �

�
x� �t�� � � t � ��
�� t � ��

Here x� �t� is the solution of the following �nite section Wiener�Holf equation

�x� �t� �A�x� �t� � g�t�� � � t � �� �����

with A� given by

�A�x� ��t� �

Z �

�

a�t� s�x� �s�ds� � � t � �� �����

It has been proved that the approximated solution �x�t� converges to x�t� in the L��norm
of the Hilbert space L������ as � tends to in�nity ��� Theorem �����

Recently� Gohberg� Hanke and Koltracht ��� employed the conjugate gradient method
as an iterative method for solving the �nite section of Wiener�Hopf equations� Although






A� is a compact operator� the spectrum of A� becomes dense in the spectrum of A as
� tends to in�nity� see Gohberg et� al� ���� Thus the convergence rate of the conjugate
gradient method will not be superlinear for su�ciently large � � In order to speed up the
convergence rate of the method� they used circulant integral operators G� to precondition
A� � Circulant integral operators are operators of the form

�G�y��t� �

Z �

�

g� �t� s�y�s�ds� � � t � ��

where g� is a � �periodic conjugate symmetric function in L����� � �� In this case� one solves
the preconditioned equation

���I � G� �
����I �A��x� ��t� � ���I � G� �

��g��t�� � � t � ��

where I is an identity operator� A unifying approach of constructing circulant integral
operators as preconditioners for solving Wiener�Hopf equations is given in Chan� Jin and
Ng ���� It has been shown that the spectra of these circulant preconditioned operators
are clustered around �� Hence the preconditioned conjugate gradient method converges
superlinearly even for su�ciently large � �

In this paper� we propose a new type of operators as preconditioners for solving �nite
section of Wiener�Hopf equations ������ Using the analog result in f�g�circulant matrices
��� p����� we de�ne f�g�circulant integral operator in x
� Then we prove that for an
integer u � �� the convolution operator A� can be written as a sum of f�vg�circulant
integral operators P�u�v�

� with �v � e��iv�u� i�e�

A� �
�

u

u��X
v��

P�u�v�
� �

Therefore� �I �A� can be written as

�I �A� �
�

u

u��X
v��

�
�I � P�u�v�

�

�
�

For an integer u � �� our proposed preconditioners are de�ned to be the operator B�u�
�

given by

B�u�
� �

�

u

u��X
v��

�
�I � P�u�v�

�

���
�

if all the operators �I � P�u�v�
� are invertible� Instead of solving the original operator

equations ������ we solve the following preconditioned operator equations

�B�u�
� ��I �A� �x� ��t� � �B�u�

� g��t�� � � t � ��

�



We prove that the spectra of the preconditioned operators �B�u�
� ������I�A� ��B�u�

� ���� are
clustered around �� It follows that the conjugate gradient method� when applied to solving
these preconditioned operator equations� converges superlinearly� Finally� rectangular
rule are used to discretize the �nite section of Wiener�Hopf and f�vg�circulant integral
operators� The discretization matrices are Toeplitz matrices and f�vg�circulant matrices
respectively� Numerical results show that our preconditioners perform better than those
of using circulant integral operators proposed by Gohberg et� al� ����

The outline of the paper is as follows� In x
� we de�ne f�g�circulant integral oper�
ators and decompose A� into these circulant integral operators� We then construct our
preconditioners� In x�� we prove that the spectra of these preconditioned operators are
clustered around �� In x�� we use rectangular rule to discretize the integral operators and
some numerical examples are presented to illustrate the convergence performance of the
algorithm� Some concluding remarks are given in x��

� Decomposition of A� and Construction of Precon�

ditioners

In this section� we consider some properties of the convolution operator A� � These prop�
erties are useful in the construction of the preconditioners� Before we begin� let us �rst
recall that the Fourier transform of a function q�t� is de�ned by

�q�t� �
Z �

��

q�s�e�istds� �t � R

and the convolution product �p 	 �q of p�t� with q�t� is de�ned by

��p 	 �q��t� �
Z �

��

p�s�q�s�e�istds� �t � R�

where �p�t� and �q�t� are the Fourier transforms of p�t� and q�t� respectively� In addition�
the inner product in the Hilbert space L���� � � is de�ned by

hp� qi �
Z �

�

p�t�q�t�dt�

In Grenander and Szeg�o ���� p������ it has been shown that the eigenvalues of A� have
asymptotically the distribution of the values of �a�t�� In particular� we have the following
Lemma�

LEMMA � Let a�t� � L�������� Then the spectrum of operator A� satis�es

��A� � 
 �m�M �� �� � ��

�



where m and M are the in�mum and supremum of �a�t� respectively�

It follows from Lemma � that the spectrum ���I �A� � of the �nite section Wiener�
Hopf integral operator �I �A� satis�es

���I �A� � 
 �� �m�� �M �� �� � ��

Thus if ��m � � then �I �A� is invertible�
We note that there is a close relationship between the Wiener�Hopf integral operators

and semi�in�nite Toeplitz matrices� see ��� p���� In ���� Chan and Ng proved that given
any n�by�n Toeplitz matrices An and integer u � �� it can be written as a sum of f�vg�
circulant matrices C

�v�
n � i�e�

An �
�

u

u��X
v��

C�v�
n �

In Davis ��� p����� it is shown that if C
�v�
n is an n�by�n f�vg�circulant matrix� then it has

the spectral decomposition
C�v�

n � DnFn�nF
�
nD

�
n�

Here Fn is the Fourier matrix with entries

�Fn�k�j �
�p
n
e��ijk�n�

and Dn is a diagonal matrix given by

Dn � diag��� ���n
v � � � � � ��n����n

v �

and �n is a diagonal matrix holding the eigenvalues of C
�v�
n � Similar to the discrete case�

we show below that the convolution operator A� can be written as a sum of f�g�circulant
integral operators which are de�ned as follows�

DEFINITION Let � � ei�� with 	� � ��� 

�� An operator C� is a f�g�circulant integral
operator if it is of the form

�C�y��t� �
Z �

�

c� �t� s�y�s�ds� � � t � �� �
���

where c� is a conjugate symmetric function in L����� � � with

c� �t� � e�i��c� �t� ��� �� � t � �� �
�
�

�



We remark that f�g�circulant integral operators are just the circulant integral oper�
ators used by Gohberg et� al� ��� in solving the �nite section of Wiener�Hopf integral
equations� The following Lemma is about the eigen�decomposition of the f�g�circulant
integral operator C� �

LEMMA � Let C� be a f�g�circulant integral operator de�ned as in ����� with � � ei���
Then C� is a compact self�adjoint operator on L���� � � and its complete set of eigenfunc�
tions is given by

f�����n �t� j �����n �t� �
�p
�
e��int�� � ei��t�� � n � Zg�

where Z is the set of all integers� Furthermore	 the eigenvalues �n�C� � of the f�g�circulant
operator C� are given by

�n�C� � �
Z �

�

c� �t�e
���int�� � e�i��t��dt �

p
� hc� � �����n i� �n � Z� �
���

PROOF� Since c� is a conjugate symmetric function in L����� � �� C� is a self�adjoint
operator acting on L���� � �� Taking

�����n �t� �
�p
�
e��int�� � ei��t�� � �n � Z

as orthonormal basis for L���� � �� it follows from the periodicity of c� �t� mentioned in �
�
�

and the de�nition of �
����
n �t� that we obtain

�C��
����
n ��t� �

Z �

�

c� �t� s������n �s�ds �
p
�

�Z t

t��

c� �s��
����
n ��s�ds

�
� �����n �t�

�
p
�

�Z �

t��

e�i�c� �s��
����
n ��s�ds�

Z t

�

c� �s��
����
n ��s�ds

�
� �����n �t�

�
p
�

�Z �

�

c� �s��
����
n ��s�ds

�
� �����n �t��

By the de�nition of eigenvalues and eigenvectors of an operator �see ��� p����� for instance��
the results of the lemma follow�

Then we have the following main theorem about the decomposition of the convolution
operator A� �

	



THEOREM � For an integer u � �	 then we have

A� �
�

u

u��X
v��

P�u�v�
� � �
���

where P�u�v�
� are f�vg�circulant integral operators with �v � e��iv�u and its eigenvalues are

given by

�n�P�u�v�
� � � � �D� 	 �a��

n

�
�



v

u�
�� �n � Z� �
���

where D� is the function given by

D� �t� �

�
�� jtj � ��
�� jtj � ��

�
�	�

PROOF� Letting

p�u�v�� �t� �

�
D� �t�a�t� � e��iv�uD� �t� ��a�t� ��� � � t � ��
e���iv�uD� �t� ��a�t � �� �D� �t�a�t�� �� � t � ��

�
���

As a�t� � L�������� the kernel function p
�u�v�
� is in L����� � �� It is straightforward to

show that the convolution operator P�u�v�
� with kernel function p

�u�v�
� �t� is an f�vg�circulant

integral operator with �v � e��iv�u � Since
u��X
v��

e��iv�u � �� we have

�

u

u��X
v��

p�u�v�� �t� � D� �t�a�t� � a�t�� �� � t � ��

Since bothD� �t� and a�t� are conjugate symmetric� �
��� follows� By �
���� the eigenvalues

of the operator P�u�v�
� are given by

�n�P�u�v�
� � �

Z �

�

p�u�v�� �t�e���int�� � e���ivt��udt� �n � Z�

By �
��� and noting that the support of D� is contained in ���� � �� the eigenvalues of the
operator P� are given by

�n�P�u�v�
� � �

Z �

��

D� �t�a�t�e
���int�� � e���ivt��udt � � �D� 	 �a��

n

�
�



v

u�
�� �n � Z�

�



It follows from Theorem � that the operator �I �A� can be decomposed into a sum
of integral operators� i�e�

�I �A� �
�

u

u��X
v��

�
�I � P�u�v�

�

�
� �
���

We have the following lemma about the spectral property of each integral operator �I �
P�u�v�

� in the decomposition of �I �A� �

LEMMA 	 Let a�t� � L������� and its Fourier transform �a�t� be non�negative� For
any given  � �	 Then there exists a � � � � such that for all � � � �	 � � v � u	

�



� �n��I � P�u�v�

� � � �� �n � Z�

where � is a positive constant independent of � � In particular	 the operators �I � P�u�v�
�

are invertible for � � v � u�

PROOF� Since

��� �D� 	 �a�s�� �a�s�
��� �

����
Z
jtj��

a�t�e�itsdt

���� �
Z
jtj��

ja�t�jdt� �s � R�

there exists an � � � � such that for all � � � ��
����� �D� 	 �a� �a��



n

�
�



v

�u
�

���� � minf�


�
M



g� �n � Z� �
���

where M is the supremum of �a�t�� Thus by �
��� and �
���� we have

�n��I � P�u�v�
� � � � � � �D� 	 �a� �a��



n

�
�



v

�u
� � �a�



n

�
�



v

�u
�

� �� � �D� 	 �a� �a��


n

�
�



v

�u
� � �



� �n � Z� �
����

Similarly� we can derive the upper bound of eigenvalues of �I � P�u�v�
� and set � �

�M�
 � ��

In the following discussion� we use the decomposition of the �nite section Wiener�
Hopf integral operator �I �A� to construct a new type of preconditioners� The way the
preconditioners are constructed is followed from the approach used in the additive Schwarz

�



method for elliptic problems� see Dryia and Widlund �	� for instance� We recall that in
the additive Schwarz method� a matrix A is �rst decomposed into a sum of individual
matrices�

A � P ��� � P ��� � � � �� P �u��

and then the generalized inverses of these individual matrices are added back together to
form a preconditioner B of the original matrix A� i�e�

B � P ���� � P ���� � � � �� P �u���

In our case� for any integer u � �� our preconditioners B�u�
� are de�ned to be the operators

given by

B�u�
� �

�

u

u��X
v��

�
�I � P�u�v�

�

���
� �
����

if all the operators �I � P�u�v�
� are invertible� We recall that P�u�v�

� are f�vg�circulant
integral operators with �v � e��iv�u de�ned as in Theorem �� In the following� we give
the representation of the preconditioners B�u�

� �

LEMMA 
 Let a�t� � L�������
T
L�������� If the operators �I � P�u�v�

� are in�
vertible for � � v � u and their inverses are given by

�
�I � P�u�v�

�

���
�

�

�
I � Q�u�v�

� � � � v � u�

where Q�u�v�
� are f�vg�circulant integral operators given by operators given by

��Q�u�v�
� �y��t� �

X
n�Z

�n�P�u�v�
� �

���� �n�P�u�v�
� ��

hy� ����v�u�n i����v�u�n �t�� �
��
�

In particular	 if for � � v � u	 � � �n�P�u�v�
� � � � for all n � Z	 then the eigenvalues of

the operator �����I � Q�u�v�
� are positive�

PROOF� We note from the theorem in ��� Theorem ���� that

h�
�I � P�u�v�

�

���
y
i
�t� �

y�t�

�
�
X
n�Z

�n�P�u�v�
� �

��� � �n�P�u�v�
� ��

hy� ����v�u�n i����v�u�n �t�

�

��
�

�
I � Q�u�v�

�

�
y

	
�t��

�



As a�t� � L�������
T
L�������� the kernel function p

�u�v�
� of P�u�v�

� in �
��� is in
L����� � �� Using the theorem in ��� Theorem ��
�� we have

X
n�Z

j�n�P�u�v�
� �j� ���

It follows that the kernel functions q
�u�v�
� of Q�u�v�

� given by

q�u�v�� �t� �
X
n�Z

�n�P�u�v�
� �

��� � �n�P�u�v�
� ��

e��i�nu�v�t��u

are also in L����� � �� Then it is straightforward to check that q
�u�v�
� is conjugate symmetric

with
q�u�v�� �t� � e���iu�vq�u�v�� �t� ��� �� � t � ��

Therefore� Q�u�v�
� are f�vg�circulant integral operators� By noting the following equality�

�

� � �n�P�u�v�
� �

�
�

�
� �n�P�u�v�

� �

��� � �n�P�u�v�
� ��

� �n � Z�

if ���n�P�u�v�
� � � � for all n � Z� then all the eigenvalues of the operator �����I �Q�u�v�

�

are positive�

As an application of Lemma �� we see that the preconditioner B�u�
� is just equal to

�

u

u��X
v��

�
�I � P�u�v�

�

���
�

�

�
I � �

u

u��X
v��

Q�u�v�
� �

Since Q�u�v�
� are themselves convolution operators� the operator �

u

u��X
v��

Q�u�v�
� is also convo�

lution operator� Thus� we see that B�u�
� are Wiener�Hopf integral operators in general�

� Spectra of Preconditioned Operators

In this section� we study the spectra of the preconditioned Wiener�Hopf operators� We
will prove that the preconditioned operators will have clustered spectra� The result is
stated as the following Theorem 
�

��



THEOREM � Let a�t� � L������� and its Fourier transform �a�t� � �� Then for all
 � �	 there exist a positive integer N and � � � � such that for all � � � �	 the spectrum of
�B�u�

� ������I �A� ��B�u�
� ���� has at most N eigenvalues outside the interval ��� � �� ��

Before we prove Theorem 
� we state the following lemma � which is useful in the
analysis of the spectra of the preconditioned operators�

LEMMA � Let a�t� � L������� and its Fourier transform �a�t� � �� Then for all
 � �	 there exist a positive integer N and a � � � � such that for all � � � �	 there exists
a decomposition

A� � P�u���
� � R�u���

� � E �u����

with self�adjoint operators R�u���
� and E �u���� satisfying

rank R�u���
� � N

and
jjE �u���� jj� � �

Here jj � jj� is the operator norm on the Hilbert space L���� � �� In particular	 the spectrum

of ��I � P�u���
� �������I � A����I � P�u���

� ����� has at most N eigenvalues outside the
interval ��� � � � ��

PROOF� The main point is that �D� 	 �a converges to �a uniformly on R� Then the proof
of this Lemma can be followed from Theorems � and � in Chan et� al� ����

LEMMA � Let a�t� � L�������� Let K� and H� be two self�adjoint convolution
operators with kernel functions given by

k� �t� � D� �t�a�t�� �� � t � ��

and

h� �t� �

�
D� �t� ��a�t� ��� � � t � ��
D� �t� ��a�t � ��� �� � t � ��

respectively� Then for all  � � there exists a positive integer N such that

H� � R���
� � E ���� �����

and
K� �A� � E ���� ���
�

��



where R���
� is a self�adjoint operator with rank R���

� � N and E �i�� �i � �� 
� are self�adjoint

operators satisfying jjE �i�� jj � 	 for i � �� 
�

PROOF� Noting that lim
���

jj �D� 	 �a � �ajj� � �� we can get ���
� by using the argument

in Theorem �� In addition� as we have

H� � P�u���
� � K� �

it follows by using Lemma 	 that ����� holds�

As an immediate corollary� we can show that each �I � P�u�v�
� � � � v � u� is also a

good approximation for �I �A� �

COROLLARY � Let a�t� � L������� and its Fourier transform �a�t� � �� Then for
all  � � and � � v � u	 there exist a positive integer N and a � � � � such that for
all � � � �	 the spectrum of ��I � P�u�v�

� �������I � A����I � P�u�v�
� ����� has at most N

eigenvalues outside ��� � � � ��

PROOF� It is obvious that the function �a�t� given by

�a�t� �

�
e��iv�ua�t�� � � t � �
e���iv�ua�t�� �� � t � ��

is conjugate symmetric in L�������� By �
���� we have

P�u�v�
� � K� � �H� �

where �H� is a self�adjoint convolution operator with its kernel function given by

�h� �t� �

�
D� �t� ���a�t� ��� � � t � ��
D� �t� ���a�t� ��� �� � t � ��

By ����� and ���
� in Lemma 	� it is straightforward to prove that for all  � �� there exist
a positive integer N and a � � � � such that for all � � � �� there exists a decomposition

A� � P�u�v�
� � R�u�v�

� � E �u�v��

with self�adjoint operators R�u�v�
� and E �u�v�� satisfying rank R�u�v�

� � N and jjE �u�v�� jj� � �

As all the eigenvalues of the operator �I�P�u�v�
� are positive and uniformly bounded �c�f�

Lemma ��� The result follows�

�




PROOF OF THEOREM �� For � � v � u� the spectra of both operators

��I � P�u�v�
� �������I �A����I � P�u�v�

� �����

and
��I �A�u�v�

� ������I � P� �
����I �A�u�v�

� ����

are the same� By Corollary �� we deduce that for � � v � u� the spectra of ��I �

A� �
�

� ��I � P�u�v�
� �����I �A� �

�

� is clustered around �� i�e�

��I �A� �
�

� ��I � P�u�v�
� �����I �A� �

�

� � I � L�u�v�
� � V�u�v�

� �

where L�u�v�
� is a self�adjoint operator of rank independent of � and V�u�v�

� is a self�adjoint
operator with norm less than � We note that by �
����

��I �A� �
�

�B�u�
� ��I �A� �

�

� �
�

u

u��X
v��

�I � L�u�v�
� � V�u�v�

�

�
� I � L�u�

� � V�u�
� � �����

where L�u�
� �

u��X
v��

L�u�v�
� and V�u�

� �
u��X
v��

V�u�v�
� � As u is independent of � � the rank of

L�u�
� is also independent of � and jjV�u�

� jj� � � Finally� we just note that the operators

��I �A��
�

�T �u�
� ��I �A� �

�

� and �B�u�
� �

�

� ��I �A� ��B�u�
� �

�

� have same spectra� the theorem
follows�

It follows easily from Theorem 
 that the conjugate gradient method� when applied
to solving preconditioned operator equations

�B�u�
� ��I �A��x� ��t� � �B�u�

� g��t�� � � t � ��

converges superlinearly� see Axelsson �
� pp�
��
���

� Numerical Examples

In this section� we use the rectangular rule to discretize the �nite section Wiener�Hopf
integral operators and f�vg�circulant integral operators when the kernel functions a�t� are
continuous� Numerical integration with rectangular quadrature formula using n points
yields n�by�n Toeplitz matrices In � A��n and n�by�n f�vg�circulant matrices In � P

�u�v�
��n

for the �nite section Wiener�Hopf integral operators and f�vg�circulant integral operators
respectively� Besides� the following are the properties of the discretization matrices A��n

and P
�u�v�
��n �

��



�� As a�t� is conjugate symmetric� �In � A��n is an Hermitian Toeplitz matrix� The
matrix�vector multiplications A��nyn can be obtained by �rst embedding A��n into

n�by�
n circulant matrices and using 
n�dimensional fast Fourier transforms �FFTs��
see Strang �����


� The matrix�vector multiplication ��In �P
�u�v�
��n ���yn can be computed in O�n logn�

by using n�dimensional FFTs� We letB
�u�
��n be the sum of the matrices ���u�

Pu��
v����In�

P
�u�v�
��n ���� Thus� B

�u�
��n are the discretization matrices of our preconditioners� We note

that the matrix�vector product B
�u�
��nyn can be computed in O�un logn� operations�

When u is chosen to be independent of � and n� the cost per iteration of the pre�
conditioned conjugate gradient method is O�n logn� operations�

�� On parallel machines using Single Instruction stream� Multiple Data stream �SIMD�
architecture �see for instance Aki ��� p�
����� the real time required by n�dimensional
FFT is of O�logn� operations� Therefore� the cost per iteration is reduced to
O�logn� operations�

In the following� we test the performance of our preconditioners in solving Wiener�
Hopf equations� Three problems are used and their kernel functions a�t� and the right
hand side functions g�t� are

�i�
a�t� � e�jtj� �t � R�

and

g�t� �

�
e�t�e� � ��� t � ��
� � 
� e�t � et�� � � � t � ��

�ii�

a�t� �

�
�� jtj� �� � t � ��
e�jtj� jtj � ��

and

g�t� �


�����������
����������

e�t�e� � ��� t � � � ��

���� � � e�� � t �
�t� ���



� e�t� � � t � � � ��

� � ��� � � � e�� � t� �t� ���



� e�t� � � � � t � ��

� � ��� � e�� � t� t�



� et�� � � � t � � � ��

� � e�� � ��� � t� t�



� et�� � � � t � ��

��



�iii�

a�t� �


�


�

jtj��� � �� � t � ��

e�jtj� jtj � ��

and

g�t� �


��������
�������

e�t�e� � ��� t � � � ��

e�� �
��� �t� ������



� e�t� � � t � � � ��

� � e�� �
��� �t� ������



� e�t� � � � � t � ��

� � 
e�� � �� et�� � e�t� � � t � � � ��
� � e�� � �� et�� � � � t � ��

For these a�t� and g�t�� the solutions of their corresponding Wiener�Hopf equations are
all

x�t� �

�
�� � � t � ��
�� t � ��

The discretization matrices �In � A��n and �In � P
�u�v�
��n of �I �A� and �I � P�u�v�

� are
formed respectively by using the rectangular rule on these testing kernel functions� We
note that the kernel functions in �ii� and �iii� has a jump t � �� we use a simple average
as the values of a���� Moreover� the kernel function a�t� in �iii� is unde�ned at t � � �i�e�
a�t� has at singularity at t � ��� In this case� we just replace the value of a��� by zero�
Moreover� � is set to be � in the following numerical tests�

In the tests� random vectors are used to be our initial guesses� The stopping criterion is
jjrkjj��jjr�jj� � ���	� where rk is the residual vector of preconditioned conjugate gradient
method after k iterations� The parameters � are chosen such that the discretization
matrices of the �nite section Wiener�Hopf integral operators are positive de�nite� All
computations are done on Matlab� Tables �a��b show the numbers of iterations required
for convergence with dierent choices of preconditioners� In the tables� I denotes no
preconditioner is used� B�u�

� are the proposed preconditioners� We remark that B���
� are

in fact the circulant integral operators� As for the comparison� the �optimal circulant
integral operators proposed by Gohberg et� al� ���� are also used in our numerical tests�
We denote it by G� �

We see in the tables that when � is �xed� as n increases� the number of iterations of
the preconditioned systems are almost kept constant while that of the non�preconditioned
systems increases� When the factor ��n is �xed as � increases� we see that the number
of iterations of the preconditioned systems are almost kept constant and less than that
of non�preconditioned systems� This observation is consistent with our theoretical result�
We recall in Theorem 
 that the spectra of the preconditioned systems are clustered

��



around � and then it leads the fast convergence rate of the method� We also note that
the preconditioners B���

� performs better than the other preconditioners using circulant
integral operators� Finally� we observe in all tests that the discrete L���� � � norm error

�

n

n��X
j��

����x� �j�n �� x�k�� �
j�

n
�

����
�

decreases like O���n� where x
�k�
� is kth iterant of the preconditioned conjugate gradient

method�

�
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� Concluding Remarks

In this paper� the Dirichlet kernel �D� is used in constructing the f�g�circulant integral
operators P�u�v�

� � see Theorem �� We remark that we can use other kernel functions �W�

instead as long as �W� 	 �a converges to �a uniformly� for example the Fej"er function� We
just replace D� by W� in �
���� Then �
��� in Lemma � holds and therefore the spectra of
these preconditioned operators are clustered around � and the preconditioned conjugate
gradient method converges su�ciently fast�

��
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