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In this paper� we employ the preconditioned conjugate gradient �PCG� method to solve Toeplitz
systems Anx � b� Here An are Toeplitz matrices Tn�p�q� generated by functions p�z��q�z�� where
p�z� �

P��
k����

p
�kz

k and q�z� �
P��

k����
q
�kz

k� Our approach is to precondition An by the

matrix Tn�q�Tn�p���� We prove that the rank of the matrix Tn�q�Tn�p���An � In is at most
��� 	 ���� where In is the n
by
n identity matrix� The PCG method� when applied to solving the
preconditioned system� will converge su�ciently fast� In particular� we show that the solutions of
Tn�p�q�x � b can be obtained in O�n� operations�

KEY WORDS� Toeplitz matrix� banded matrix� generating function� preconditioned conjugate
gradient method

� INTRODUCTION

Toeplitz systems arise in a variety of practical applications� For example� �nding
unknown parameters of stationary autoregressive models in time�series analysis
often involves solutions of Toeplitz systems� see King et al� ��� In signal processing�
solving Toeplitz systems is also required to obtain the �lter coe�cients in the design
of recursive digital �lters� see Chui and A� Chan � and Haykin ��� There are
a number of specialized fast direct methods for solving Toeplitz systems� see for
instance Trench ��� For an n�by�n Toeplitz system Anx 	 b� these methods require
O
n�� operations� Faster methods� which require O
n log� n� operations� have also
been developed� see for instance Brent� Gustavson and Yun �� and Bitmead and
Anderson �� Recently� preconditioned conjugate gradient 
PCG� methods as an
iterative method for solving Toeplitz systems has received much attention� The
most important result of this method is that the complexity of solving a large class
of Toeplitz system can be reduced to O
n log n�� see for instance Chan and Ng ��
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In ���� G� Strang �� proposed using preconditioned conjugate gradient method
with circulant matrices as preconditioners for solving Toeplitz systems� Since then�
several successful approaches of constructing circulant preconditioners have been
introduced and analyzed� see for instance T� Chan � and R� Chan �� In these papers�
the Toeplitz matrix An is assumed to be generated by a generating function f � i�e��
the diagonals of An are given by the Fourier coe�cients of f � see Grenander and
Szeg�o ��� We emphasize that this class of Toeplitz matrices arises in some prac�
tical applications� Typical examples are the kernel of the Wiener�Hopf equation�
see Gohberg and Fel�dman 	� the function which gives amplitude characteristic of
the recursive digital �lters� see Chui and A� Chan �� the spectral density functions
in stationary stochastic process� see Grenander and Szeg�o �� and the point�spread
functions in image deblurring� see Jain ��� It has been shown that if f is a posi�
tive function in the Wiener class 
i�e�� the Fourier coe�cients of f are absolutely
summable�� then these circulant preconditioned systems converge superlinearly� see
R� Chan ��

In this paper� we let Tn�f � be the n�by�n Toeplitz matrix generated by a function
f � The 
j� k�th entry of Tn�f � is given by the 
j�k�th Fourier coe�cient of f � i�e�

�Tn�f ��j�k 	 �

��

Z �

��

f
��e�i
j�k��d�� � � j� k � n� ��

We propose a new method to construct preconditioners for Hermitian Toeplitz
systems generated by rational functions� More precisely� we consider the generating
functions in the form

f
z� 	
p
z�

q
z�
� with z 	 ei�� 
��

Here the functions p and q are

p
z� 	

�X
k���

p�kz
k and q
z� 	

�X
k���

q�kz
k

with p�i 	 pi for i 	 �� �� ���� � and q�j 	 qj for j 	 �� �� ���� �� Our approach is
to use the matrices Tn�q�Tn�p��� to approximate the inverse of Tn�f � so that the
preconditioned matrices are Tn�q�Tn�p���Tn�f ��

For the convergence rate of the preconditioned conjugate gradient 
PCG� method�
we prove that if the function f
ei�� is positive for all � in ��� ���� then the

rank
Tn�q�Tn�p���Tn�f �� In� � ��

where In is the identity matrix of order n� Since Tn�p� and Tn�q� are banded Toeplitz
matrices� the matrix�vector multiplications Tn�q�v and Tn�p���v can be computed in
O
�n� and O
��n� operations by banded solvers for any vector v� see for instance
Golub and Van Loan �� Since Tn�f � is generally a dense matrix� the matrix�
vector products can be computed in O
n log n� operations by using Fast Fourier
Transforms 
FFTs�� see Chan and Ng ��
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However� Toeplitz matrices generated by f
z� can be expressed as

Tn�f � 	 L�L� � U�U�� 
��

where L� and L� are lower triangular band�Toeplitz matrices of lower bandwidths
�� and �� respectively� U� and U� are upper triangular band�Toeplitz matrices of
upper bandwidths u� and u� respectively� see Dickinson �� Here the values of ���
��� u� and u� depends on � and � in p
z� and q
z� respectively� Therefore for
any vector v� the matrix�vector product Tn�f �v can also be computed in O
	n�
operations� where 	 	 �� � �� � u� � u�� Hence the total operations per each
iteration of the PCG method is O

	 � � � ���n�� It follows that the complexity
of using our method to solve Toeplitz systems generated by f in the form of 
�� is
O
�
	 � � � ���n��

We remark that our preconditioners are di�erent from that recently proposed by
Ku and Kuo �� for these Toeplitz matrices generated by p
z�
q
z�� Their method
basically used the decomposition 
�� to construct the minimum�phase LU factoriza�
tion 
MPLU� preconditioner Kn for Tn�p
q�� They proved that rank
K��

n Tn�p
q��
In� is �xed independent of n� In general� the rank depends on both the degree
of p and the degree of q� On the other hand� we show that the bound for the
rank of our preconditioned matrices depends on the degree of q only� Thus our
method is particularly favourable for generating functions with a small degree in
the denominator� In addition� the construction of such Kn requires factorization of
polynomials� see Ku and Kuo ��� whereas the construction of our preconditioners
is not required to do so�

The outline of the chapter is as follows� In x�� we prove the clustering property
of the resulting preconditioned matrices� In x�� we mention a possible application
of our method to Wiener �ltering in digital signal processing� Finally� numerical
examples will be given in x��

� CONVERGENCE ANALYSIS

Let us consider a family of Hermitian Toeplitz matrices Tn�f � whose generating
function f is in the form

f
z� 	
a
z���

b
z���
�
c
z�

d
z�
� 
��

where a
z�� b
z�� c
z� and d
z� are polynomials in z� We remark that these Toeplitz
matrices appear practically in digital signal processing and the applications will be
discussed in the next section�

For convenience� we express f in 
�� as the form p
q in 
�� in the following
discussion� In the following� we assume that f
ei�� � � for all � � ��� ���� We also
assume that both p and q have no roots on the unit circle jzj 	 �� We emphasize
that these assumptions are always satis�ed in digital signal processing� which will
be discussed in x��

Our approach is to use Tn�q�Tn�p��� to approximate the inverse of Tn�p
q�� Now�
let us discuss the convergence rate of our algorithm� Once again� we want to prove
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that Tn�q�Tn�p���Tn�f � 	 In�Ln� where In is the identity matrix of order n and Ln
is a low�rank matrix� Then the number of distinct eigenvalues of the preconditioned
matrices is uniformly bounded by a constant�

In the following� after proving a prerequisite lemma� we shall show that 
Tn�p
q��
Tn�p�Tn��
q�� is a low�rank matrix� The fact that 
Tn�q�Tn�p���Tn�p
q� � In� is a
low�rank matrix will follow� We shall also �nd a tight bound for the rank� We
remark that in the following lemmas and theorems� the polynomials p
z� and q
z�
are assumed to have no roots on the unit circle jzj 	 ��

Lemma ��� Let q
z� 	

��X
k����

qkz
�k and s�� s�� ���� sb� t�� t�� ���� td be the roots of

q �b� d 	 �� � �� � �� such that jsij � � and jtij � �� Suppose

�

q
z�
	

�X
k���

kz
�k 	

qA
z
���

qB
z���
�
qC
z�

qD
z�
� max

i
jsij � jzj � min

i
jtij�

where

qB
z
��� 	

bX
k�

bkz
�k and qD
z� 	

dX
k�

d�kz
k�

Then for any positive integers i and n�

bX
j�

bjub�i�j 	 � and

dX
j�

d�jvd�i�j 	 ��

where

ui 	 
n�i��� n�i��� ������� i� and vi 	 
�i� �
i���� ������� �
n�i�����

Proof� Let

qA
z
��� 	

aX
k�

akz
�k and qC
z� 	

cX
k�

c�kz
k�

Then

qA
z
���

qB
z���
	 � �

�X
k��

kz
�k and

qC
z�

qD
z�
	 u �

��X
k���

kz
�k�
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where � � u 	 � see Dickinson �� Hence

qA
z
��� 	

�
� �

�X
k��

kz
�k

�
qB
z

���

aX
k�

akz
�k 	

�
� �

�X
k��

kz
�k

��
bX

k�

bkz
�k

�

	 �

bX
k�

bkz
�k �

�X
k�

�kz
�k�

where

�k 	

bX
j�

bjk�j � k � Z��

Without loss of generality� assume b � a� Then �k 	 � for any k � b� Thus for any
positive integer i� we have ��������

�������

�b�i 	 �
�b�i�� 	 �

���
���

�b�i�n�� 	 �

which implies ������������������
�����������������

bX
j�

bj
b�i��j 	 �

bX
j�

bj
b�i����j 	 �

���
���

bX
j�

bj
b�i�n����j 	 �

and then

bX
j�

bj

�
BBBBBB	


b�i��j

b�i����j

���
���


b�i�n����j
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Hence

bX
j�

bjub�i�j 	 �� Similarly�

qC
z� 	

�
u �

��X
k���

kz
�k

�
qD
z�

cX
k�

c�kz
k 	

�
u �

��X
k���

kz
�k

��
dX

k�

d�kz
k

�

	

�
u �

�X
k��

�kz
k

��
dX

k�

d�kz
k

�

	 u

dX
k�

d�kz
k �

�X
k�

��kz
k�

where

��k 	

dX
j�

d�j�
k�j�� k � Z��

Assume d � c� Then ��k 	 � for k � d� Thus for any positive integer i� we have��������
�������

�
�
d�i� 	 �
�
�
d�i��� 	 �

���
���

�
�
d�i�n��� 	 �

which implies ������������������
�����������������

dX
j�

d�j�
d�i�j� 	 �

dX
j�

d�j�
d�i���j� 	 �

���
���

dX
j�

d�j�
d�i�n���j� 	 �

and then

dX
j�

d�j

�
BBBBBB	


�
d�i�j�


�
d�i���j�

���
���


�
d�i�n���j�
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	 ��
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Hence

dX
j�

d�jvd�i�j 	 ��

It follows from Lemma ��� that the vectors ui�ui��� ����ui�b are linearly depen�
dent and the vectors vi�vi��� ����vi�d are also linearly dependent for any positive
integer i� Using Lemma ���� we now show that 
Tn�p
q��Tn�p�Tn��
q�� is a low�rank
matrix�

Lemma ��� Let p
z� 	

��X
k����

pkz
�k and q
z� 	

��X
k����

qkz
�k� Suppose q
z�

has respectively b and d roots inside and outside the unit circle jzj 	 � �b � d 	
�� � �� � ��� Then for n � maxf�� � ��� �� � ��g�

rank 
Tn�p
q�� Tn�p�Tn��
q�� � minf��� bg�minf��� dg�

Proof� Let

�

q
z�
	

�X
k���

kz
�k�

Then
p
z�

q
z�
	

�X
k���

�kz
�k�

where

�k 	

��X
t����

ptk�t�

Let T��p� 	 �pij �� T���
q� 	 �ij � and X 	 �xij � 	 T��p�T���
q�� Then

xij 	

�X
s���

pissj

	

�X
s���

pi�ss�j

	

�X
t���

pt
i�j��t�

Therefore X is a Toeplitz matrix generated by p
z�
q
z�� i�e�� T��p�T���
q� 	
T��p
q�� To clarify the �nite case� let us introduce some notations� De�ne

Mp 	

�
BBBBBBBB	

p��� � � � � � � � � �
p
�
����� p��� � � � � � � � �
p
�
����� p

�
����� p��� � � � � � � �
���

���
� � �

� � �
� � �

���
���

���
���

� � �
� � � �

p�� p�� � � � � � � p
�
����� p���
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and

Np 	

�
BBBBBBBB	

p� p� � � � � � � p���� p��
p� p� � � � � � � p�� �
��� � � � � � � � � � � � � ���
��� � � � � � � � � � � �

p���� p�� � � � � � � � �
p�� � � � � � � � � �
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�

For any positive integer k� let

Ek 	

�
BBBBBB	

u�
u�
���
���
uk



CCCCCCA

and Fk 	

�
BBBBBB	

v�
v�
���
���
vk
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where ui and vi� i 	 �� �� ���� k� are de�ned in Lemma ���� Also� for any positive in�
tegers m and n� let �m�n denote the m�by�n zero matrix� Then it is straightforward
to show that

Tn�p
q�� Tn�p�Tn��
q� 	
�
	 NpF��

�
n��������n
MpE��



A � 
��

Hence the entries of Tn�p
q� � Tn�p�Tn��
q� are zeros except possibly entries in its
�rst �� rows and last �� rows� It follows that

rank 
Tn�p
q�� Tn�p�Tn��
q�� � �� � ��� 
��

If �� � b� then by the result of Lemma ���� ub��� ub��� ���� u�� can be expressed as
linear combinations of u��u�� ���� ub� For k 	 �� �� ���� 
�� � b�� let

ub�k 	
bX

j��

fk�juj �

Also� for i 	 �� �� ���� �� and j 	 �� �� ���� b� de�ne S���b 	 �sij �� where

sij 	

��
�

� if i 	 j� i � b
� if i �	 j� i � b

f
i�b��j if i � b
�

Then E�� 	 S���bEb and hence

rank
E��� � rank
Eb� � b for �� � b� 
��

If �� � d� by the result of Lemma ��� again� vd��� vd��� ���� v�� can be expressed
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as linear combinations of v��v�� ���� vd� For k 	 �� �� ���� 
�� � d�� let

vd�k 	

dX
j��

gk�jvj �

Also� for i 	 �� �� ���� �� and j 	 �� �� ���� d� de�ne W���d 	 �wij �� where

wij 	

��
�

� if i 	 j� i � d
� if i �	 j� i � d

g
i�d��j if i � d
�

Then F�� 	W���dFd and hence

rank
F�� � � rank
Fd� � d for �� � d� 
��

Our �nal result follows from 
��� 
��� 
�� and 
���

rank
Tn�p
q�� Tn�p�Tn��
q�� � rank
E�� � � rank
F�� �
� minf��� bg�minf��� dg�

Now we show that 
Tn�q�Tn�p���Tn�p
q� � In� is a low�rank matrix by using
Lemma ����

Theorem ��� Let p
z� 	

��X
k����

pkz
�k and q
z� 	

��X
k����

qkz
�k� Suppose Tn�p� is

invertible� Then for n � maxf�� � ��� �� � ��g�

rank�
Tn�q�Tn�p����Tn�p
q�� In� � �� � ���

where In is the identity matrix of order n�

Proof� Suppose q
z� has respectively b and d roots inside and outside the unit
circle jzj 	 �� Let

Rn
p� q� 	 Tn�p
q�� Tn�p�Tn��
q��
With the notations de�ned in Lemma ���� we have


Tn�q�Tn�p����Tn�p
q�
	 Tn�q�Tn�p���
Tn�p�Tn��
q� �Rn
p� q��
	 Tn�q�Tn��
q� � Tn�q�Tn�p���Rn
p� q�
	 In �Rn
q� q� � Tn�q�Tn�p���Rn
p� q�

	 In �
�
	 NqW���dFd

�
n��������n
MqS���bEb



A� Tn�q�Tn�p���

�
	 NpW���dFd

�
n��������n
MpS���bEb



A
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	 In �

�
��

�
	 NqW���d ����
n�b�d� ����b

�
n��������d �
n��������
n�b�d� �
n��������b
����d ����
n�b�d� MqS���b



A �

Tn�q�Tn�p���
�
	 MpW���d ����
n�b�d� ����b

�
n��������d �
n��������
n�b�d� �
n��������b
����d ����
n�b�d� MpS���b



A

�

�
	 Fd

�
n�b�d��n
Eb



A �

Hence

rank�
Tn�q�Tn�p����Tn�p
q�� In� � rank

�
�
�
	 Fd

�
n�b�d��n
Eb



A

� � b� d 	 �� � ���

Now let us discuss the cost of solving Tn�f �x 	 b by preconditioned conjugate
gradient method with Bn�p
q� as preconditioners� where f is in the form described
in 
��� The cost per iteration in the PCG method is about ��n operations plus
the cost of computing Tn�p
q�v� Tn�q�v and Tn�p���v for some vectors v� Since
the matrix Tn�p
q� can be expressed in terms of the sum of two products of band�
Toeplitz matrices as described in 
��� the matrix�vector multiplication Tn�p
q�v
can be computed in O
n� operations� Since Tn�p� and Tn�q� are both band�Toeplitz
matrices� the product Tn�q�v and Tn�p���v can also be found in O

�� � ���n� and
O

�����n� operations� Therefore we conclude that the cost per PCG iteration is
O

�� � �� � �����n� operations�

Moreover� �� 	 �� 	 �� say� for Hermitian cases� As Tn�q�Tn�p��� is not Hermi�
tian in general� we use

Bn�p
q� 	 �

�

�Tn�q�Tn�p��� � Tn�p���Tn�q�
�

as our preconditioner for Tn�p
q� so that PCG method can be applied� Then it
follows from Theorem ��� that

rank
Bn�p
q�Tn�p
q�� In� � ���

Thus the preconditioned matrix Bn�p
q�Tn�p
q� can be written as the sum of the
identity matrix and a matrix of rank not greater than �� and hence it has at most

����� distinct eigenvalues� Consequently� if we apply conjugate gradient method
to solve the preconditioned system

Bn�p
q�Tn�p
q�x 	 Bn�p
q�b�

the method will converge in at most 
�� � �� iterations in exact arithmetic�
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We remark that if Bn�p
q� is not positive de�nite� we can consider applying the
conjugate gradient method to the following normalized preconditioning system�Tn�q�Tn�p���Tn�p
q��� �Tn�q�Tn�p���Tn�p
q��x

	
�Tn�q�Tn�p���Tn�p
q��� �Tn�q�Tn�p����b�

We see that it is also possible to generalize this preconditioning technique to non�
Hermitian Toeplitz matrices generated by p
q� where

p
z� 	

��X
k����

pkz
�k and q
z� 	

��X
k����

qkz
�k

with �� �	 ��� �� �	 ��� p�k �	 pk and q�k �	 qk in general� The corresponding
clustering property can be determined by the following corollary of Theorem ����

Corollary ��� Let p
z� 	

��X
k����

pkz
�k and q
z� 	

��X
k����

qkz
�k� Suppose Tn�p� is

invertible� Then for n � �maxf�� � ��� �� � ��g�
rank�
Tn�q�Tn�p���Tn�p
q���
Tn�q�Tn�p���Tn�p
q��� In� � �
�� � ����

where In is the identity matrix of order n�

Proof� By Theorem ���� there exists a matrix Lq with rank
Lq� � 
�� � ���
such that

Tn�q�Tn�p���Tn�p
q� 	 In � Lq �

Then


Tn�q�Tn�p���Tn�p
q���
Tn�q�Tn�p���Tn�p
q�� 	 
In � Lq�
�
In � Lq�

	 
In � L�q�
In � Lq�
	 In � Lq � L�q
In � Lq��

Hence the result follows�

� APPLICATIONS TO WIENER FILTERING

In this section we consider possible applications of our methods to Wiener �ltering
in digital signal processing� To present the problem properly� let us introduce some
terminologies used in signal processing� Let fxig be a discrete�time stationary
zero�mean complex�valued input process� A transversal �lter of order n is of the
form

�xi 	

nX
k��

wkxi�k�

where �xi is the predicted value of xi based on the data fxkgi�nk�i�� and fwkgnk��
are the impulse responses of the �lter� It is studied in the book by Haykin ��
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that given the correlation 
second order statistics� of the input process fxig and
the cross�correlation between the input process and the desired response fdig� the
optimal impulse responses of the �lter are given by the solution of the linear system
of equations

Rnw 	 b� 
�

where Rn is an n�by�n Hermitian Toeplitz matrix given by

Rn 	

�
BBBBBBB	

r �r� � � � �rn�� �rn��

r� r �r�
� � � �rn��

��� r� r
� � �

���

rn��
� � �

� � �
� � � �r�

rn�� rn�� � � � r� r
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and b is a vector of the form 
b�� b�� � � � � bn�T � The entries rj 	 E
xi�xi�j� are the
correlations of the input process and bj 	 E
xi �di�j��� are the cross�correlations of
the input process and the desired responses� where E is the expectation operator�
The Toeplitz system 
� is commonly called the discrete Wiener�Hopf equations�
see Haykin ���

We note that for a discrete�time stationary process� if the correlations of the

process are absolutely summable� i�e�

�X
k���

jrkj ��� then rk can be expressed in

the form

rk 	

Z �

��

f
ei��eik�d��

Here f � called the spectral density function of the stationary process� is given by

f
z� 	
�

��

�X
k���

rkz
�k�

where jzj 	 �� see Haykin ��� We note that the Toeplitz matrix Rn is generated by
f
z�� In many practical applications in signal processing� the underlying spectral
density functions of the input stochastic processes are always rational functions� see
Haykin �� and Proakis et al� ��� These stochastic processes include� for instance�
moving average 
MA� processes� autoregressive 
AR� processes and autoregressive�
moving average 
ARMA� processes� We remark that the ARMA process is driven
by adding white noise to a �lter with transfer function H
z��

H
z� 	

�X
k�

a�kz
k

�X
k�

b�kz
k

�
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and its corresponding spectral density function f
z� is given by

f
z� 	 ��H
z�H
z����

where �� is the variance of white noise� If we apply the preconditioned conjugate
gradient method with our preconditioners proposed and analyzed in the previous
section� the impulse responses of the discrete Wiener�Hopf equations can be e��
ciently determined�

� NUMERICAL EXAMPLES

In this section� we compare the convergence rate of our preconditioner with T�
Chan�s circulant preconditioner�� Ku and Kuo�s MPLU factorization preconditioner��

and the Toeplitz preconditioner Tn��
f � discussed in Chan and Ng �� We �rst test
their performance on the following �ve generating functions�


i�
�� ���z��

�� ��z��
�

�� ���z

�� ��z
�


ii�
z�


z � ������
�� �����z�
z � ����
�� ���z�
�


iii�

P�
k�� kz

�k � �� �
P�

k�� kz
k

z�� � � � z
�


iv�
z�� � � � zP�

k�� kz
�k � �� �

P�
k�� kz

k
�


v�

�� ���z���
� � ���z���
�� ���z���


�� ���z���
� � ���z���
�

� � �z


���� z�
� � z�
�� z�
�

We remark that the Toeplitz matrices generated by the functions 
i��
iv� are
symmetric while the Toeplitz matrices generated by the function 
v� are non�
symmetric� In the test� we used the vector of all ones as the right�hand�side vector
and the zero vector as the initial guess� The stopping criterion is krkk�
krk� �
����� where rk is the residual vector after k iterations� All computations are done
by Matlab 
V���� on an HP ������ workstation� Tables ��� show the numbers
of CG iterations required for convergence with di�erent choices of preconditioners�
while Table � shows the number of CG iterations for the normalized preconditioned
systems� In the tables� I denotes that no preconditioners are used� C is T�Chan�s
circulant preconditioner�� K is Ku and Kuo�s MPLU factorization preconditioner���
T is the Toeplitz preconditioner Tn��
f � discussed in the paper Chan and Ng � and
B is our proposed band�Toeplitz product preconditioner� We remark that the cost
of the method using circulant preconditioner is O
n logn� operations per CG iter�
ation� whereas the others are just O
n� operations per CG iteration�

As for the comparison of  oating point operations in conjugate gradient iter�
ations for di�erent preconditioners� Table � shows the numbers of matrix�vector
products and solvers required in the PCG iteration for the n�by�n band�Toeplitz�
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TABLE � Number of CG iterations for generating function�

n I C K T B
�� � � � � �
�� � � � � �
�� �� � � � �
�� �� � � � �
��� � � � � �

TABLE �� Number of CG iterations for generating function �ii��

n I C K T B
��  � � � �
�� �� � � � �
�� �� �� � � �
�� ��� �� � � �
��� ��� �� � � �

banded triangular Toeplitz preconditioners� We remark that the number of  oat�
ing point operations required of band�Toeplitz� banded triangular Toeplitz matrix�
vector products and solvers can be found in Golub and van Loan �� For simplicity�
we list their number of  oating point operations in Table �� Tables ��� show the
bandwidths of band�Toeplitz� banded triangular Toeplitz matrices involved and
their corresponding number of  oating point operations for di�erent examples� We
note that the cost per iteration of using various preconditioners are almost the same
except for generating function 
vi��

From the numerical results� we see that the convergence performances of our
preconditioners and MPLU factorization preconditioner are both better than those
of T� Chan�s circulant preconditioner and without using preconditioner� We note
that the inverse of a Toepltiz matrix generated by rational function is non�Toeplitz�
but it is closely related to Toepltiz matrices� Since our preconditioners and MPLU
factorization preconditioner are the approximations of the inverse of the Toepltiz
matrix� we expect that their performance are better than that of circulant pre�
conditioner� For the generating function 
iii�� number of iterations required for
convergence using our band�Toeplitz product preconditioners is less than that us�
ing MPLU factorization preconditioner� Therefore� we see that our method is useful
for generating functions with small ��

Next we apply our method to a �nite impulse response 
FIR� system identi�ca�
tion problem� Figure � is a block diagram of an FIR system identi�cation model�
The input signal xk drives the unknown system to produce the output sequence yk�
We model the unknown system as an FIR �lter� If the unknown system is actually
an FIR system� then the model is exact� We formulate the discrete Wiener�Hopf
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TABLE �� Number of CG iterations for generating function �iii��

n I C K T B
��   � � �
�� �� � � � �
�� �� �� � � �
�� �� � � � �
��� � � � � �

TABLE �� Number of CG iterations for generating function �iv��

n I C K T B
��   � � �
�� �� �� � � �
�� �� �� � � �
�� �� �� � � �
��� �� �� � � �

TABLE �� Number of CG iterations for generating function �v��

n I C K T B
�� ��  � � �
�� ��  � � �
�� �� � � � �
�� �� � � � �
��� �� � � � �

TABLE �� The number of matrix
vector �MV� products and solvers �SO� required in each PCG
iteration for di�erent preconditioners�

Matrices K T B
Band�Toeplitz B�� MV � � �
Band�Toeplitz B�� SO � � �

Banded Lower Triangular Toeplitz L�� MV � � �
Banded Lower Triangular Toeplitz L�� SO � � �
Banded Upper Triangular Toeplitz U�� MV � � �
Banded Upper Triangular Toeplitz U�� SO � � �
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TABLE �� Flop counts of matrix
vector �MV� products and solvers �SO� for band Toeplitz type
preconditioners with lower bandwidths p and upper bandwidths q�

Matrices lower upper  ops
Band�Toeplitz B�� MV p q �n
p� q�
Band�Toeplitz B�� SO p q �n
pq � p� q�

Banded Lower Triangular Toeplitz L�� MV p � �np
Banded Lower Triangular Toeplitz L�� SO p � �np
Banded Upper Triangular Toeplitz U�� MV � q �nq
Banded Upper Triangular Toeplitz U�� SO � q �nq

TABLE �� The lower bandwidths of L�� L� and the upper bandwidths of U�� U� for Examples
�i���v� and the corresponding �ops for MPLU factorization preconditioner K�

L� L� U� U�  ops

i� � � � � n

ii� � � � � ��n

iii� �  �  ��n

iv� �  �  ��n

v� � � � � ��n

TABLE �� The lower bandwidths of L�� L� and the upper bandwidths of U�� U� for Examples
�i���v� and the corresponding �ops for Toeplitz preconditioner T �

L� L� U� U�  ops

i� � � � � n

ii� � � � � ��n

iii� �  �  ��n

iv�  �  � ��n

v� � � � � ��n

TABLE �� The lower and upper bandwidths of B� and B� for Examples �i���v�� and the corre

sponding �ops for our preconditioner B�

B� B�  ops
lower upper lower upper


i� � � � � ��n

ii� � � � � ��n

iii�   � � �n

iv� � �   ���n

v� � � � � ��n
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FIGURE � FIR System Identi�cation Model

n I C K T B
 � � � � �
��  � � � �
�� �� � � � �
�� �� � � � �
�� �� � � � �

TABLE � Number of iterations for ARMA process�

equations 
� by using the known statistics 
correlations� of the input process and
estimating the cross�correlations between the input process and the desired re�
sponses from the data samples to construct the Toeplitz matrix and the right�hand
side vector respectively� By solving these discrete Wiener�Hopf equations� the FIR
system impulse responses can be found�

We used ARMA process as the input process and considered transfer function
H
z� given by

H
z� 	
��p
�

�
z � ����

z � ���

�
�

The corresponding spectral density function 
generating function of Toeplitz ma�
trices� is

f
z� 	
�z � ������� z��

�z � ���� z��
�

Table � shows the number of iterations for di�erent orders of the FIR �lter� We
see that our methods converge very fast�
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