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Exercise 2.1 Question 2(c)

Solve the following systems of linear equations.

201 — T9 4+ dSx3 = 15
r1 + 3y — x3 = 4
T — 4l‘2 + 61‘3 = 11

3l‘1 + 9l‘2 — 3{L‘3 = 12

Solution:
2 -1 5115
1 3 —-1| 4
1 —4 6111
3 9 3|12
1 -1 5|1
2 2| 2
1 1 3 -1| 4
ooy 4 611
3 9 3|12
1 -1 5| B
2 2 2
Ry — Ry — R1 O Z _Z _r
Rs — Rs — Ry % % %
- o -1 1| I
R4*)R4 Rl 2 2 2
g 20 _of| o
2 2 2
1 5 15
L= 2] 7
, 0 1 -1| -1
Ry — 2 Rs 0 7 7 7
0Hh |
2 T 2| T2
1 0 2 7
B Rt [0 1 1] -1
Rs = Rs + IR
R43: R43—+§ Rz 00 0] O
00 0] O

Now x; and x5 are leading variables, while x3 is a free variable. The solution of the
system is
(1,29, 23) = (T — 2a, —1 4+ v, @), where a € R.



Exercise 2.1 Question 2(e)

Solve the following systems of linear equations.

I 2[L‘2

I 2[L‘2

al 2.1’2

Solution:

RQ*)RQ*Rl
R3 — Rs — Ry

Ro — —%Rg

R1 — R1 — Ro
Rs — R3 — 4R>

+ x3
+ x3
+ 3

OO = OO, OO M =

+ x4

Xy

+ 533‘4

SO O = OOk, OO ==

O R O B

O R O B

Now z; and x4 are leading variables, while x5 and x3 are free variables. The solution

of the system is

(21, T2, w3, 14) = (200 — B, v, B, 1), where a, € R.



Exercise 2.4 Question 3(b)

For the given matrix A, evaluate A~! by finding the adjoint matrix adjA of A.

-3 5
-3

2
A=1]10 1
0 0 2

Solution: Since A is a triangular matrix, the determinant of A is the product of the
diagonal elements of A, i.e.

det(A) = Ha'ii =(2)(1)(2) =4

The adjoint matrix of A is given by

1 -3 _’—35 '—3 5
0 2 0 2 1 -3
2 6 4
. 0 —3 2 5 2 5
adiA=1 =g '02_0—3 _832
01| |2 -3 2 -3
0 0 0 0 0 1
Therefore
. 2 6 4 L1032
Al = adjA==-| 04 6 |==]10 2 3
det(A) 002/ 2\o0o01



Exercise 2.4 Question 4(a)

Use Cramers Rule to solve the following linear systems.

4l‘1 — T — T3 = 1
2l‘1 -+ 2[L‘2 + 3l‘3 = 10
5371 — 2.1’2 — 233‘3 = —1

Solution: The determinant of A is given by

4 -1 -1
det(A)=12 2 3 |=3.
5 —2 =2
By Cramer’s rule, we have
1 1 -1 -1
T =3 10 2 3 |=1,
-1 -2 =2
1 4 1 -1
T =3 2 10 3 |=1,
5 —1 =2
1 4 -1 1
T3 =3 2 2 10 |=2
5 —2 —1




Exercise 2.5 Question 1(a)

Find the equation of the parabola of the form y = ax? + bx + ¢ passing through the
given set of three points.

(0,-5),(2,—1),(3,4)

Solution: The required equation is

1 z ¢ vy
1 0 02 =5 _ 0
1 2 22 -1
1 3 32 4
1z 22 gy
1 0 0 =5
1 2 4 -1 =0
13 9 4

Expanding the determinant along the second row, we have

r 2 y 1 o a?
-2 4 -1|—-(=5)|1 2 4 =0

3 9 4 1 3 9
4 -1 91 2 —1 2 4 B
(x 0 4 ‘—x 3 4 )+y‘3 9D+5(2—x)(3—x)(3—2)—0
(252 — 112* + 6y) + 5(6 — b + %) = 0
6y — 62 +30 =0

y:x2—5.
Remark:

e We used the so-called Laplace expansion which allows us to expand the deter-
minant along not only the first row but any other row. (See Theorem 2.6 in
Lecture Notes). We choose the second row because there are the most number
of zeros.

e We quickly obtain

1 x?
12 4 |=@2-2)3-2)3-2)
1 9

w N R

since it is in the form of a Vandermonde determinant. (See Example 2.4.12 of
Lecture Notes).

O



Exercise 2.5 Question 2(a)

Find the equation of the circle passing through the given set of three points.

<_17 _1)7 (67 6)7 (77 5)
Solution: The required equation is

r oy 22 + 9
—1 =1 (=1)2+(-1)2
6 6 6% + 62
7 5 7% + 52
y x2+y2
—1 2
6 72
5 74

— = = =

—1
6
7

—_ = = =

Note that elementary row operations preserve singular matrices, i.e. if A is singular

and E is an elementary matrix, then det(EA) = det(E
singular. Using elementary row operations, the equatio

)det(A) =0 and EA is still
n is reduced to

1 oy 2?49?
1 -1 -1 2 _ 0
1 6 6 72 N
1 7 5 74
1 =z oy 22+
1 -1 -1 2 _0
o 7 7 70 n
0 8 6 72
1 oy 2?49?
1 -1 -1 2 _0
0 1 1 10
0 8 6 72
1 2y 22+9?
10 0 12 _ 0
01 1 10
00 -2 -8
1z y 2242
1 00 12 _0
011 10
0 0 1 4
1z y 22+9?
1 00 12 _ 0
010 6 ’
0 0 1 4



Expanding the determinant along the second row, we have

x oy 2?4 y? 1 = vy
- (] 1 0 6 —(12)|0 1 0 =0

0 1 4 0 01
0 6 16 9 n| 1 0 .
—(x X 4'—y . 4’+(9c +7) |, 1D+12(1)_0

— (=62 — 4y + (2> +y*) +12=0
—2? — P+ 6r+4y+12=0
22+ 9% — 6 — 4y — 12 =0.



Exercise 3.3 Question 1(e)

Determine whether the given set of vectors are linearly independent in R3.
Vi = (37 _17 _2>7V2 = (27 07 _1>7V3 = (17 _37 _2)
Solution: Writing the equation ¢;v? + cavd + c3vl = 07 as a system

301 —+ 202 + c3 =0
—Cq — 303 =0

—201 — (&) - 203 =0

The augmented matrix of the system

3 2 110
-1 0 =310
-2 -1 =210

reduces to the reduced row echelon form

10 310
01 —410
00 010

Thus the system has a nontrivial solution

(Cla Co, C3) = (_37 47 ]-)
Therefore the set of vectors is linearly dependent.
Alternative solution: Write the vectors into a 3 X 3 matrix

3 2 1
A:[VlT e V:ﬂ: -1 0 =3
-2 -1 =2

Expanding along the second row, the determinant of A is given by

det(A) = — <(—1)’ _21 _12 ’Jr(_g)’ —32 —21 D

= —((=D(=3) + (=3)(1))
= 0.

Hence the set of vectors is linearly dependent.



Exercise 3.3 Question 1(f)

Determine whether the given set of vectors are linearly independent in R3.
V] = (1, —2, 2),V2 = (3, O, 1), V3 = (1, —17 2)
Solution: Writing the equation ¢;v? + cavd + c3vl = 07 as a system

C1 + 302 + ¢ = 0
—201 - C3 =0
261 + + 203 =0

The augmented matrix of the system

1 3 110
-2 0 =10
2 1 210

reduces to the reduced row echelon form

1
0
0

O = O

0
0
1

o O O

Thus the system has only the trivial solution
(Cla Ca, C3) = (07 07 O)

Therefore the set of vectors is linearly independent.

Alternative solution: Write the vectors into a 3 X 3 matrix

1 3 1
A:[VlT vy V3T}: -2 0 -1
2 1 2

Expanding along the second row, the determinant of A is given by

@WMZ—(P%’§3’+“U’;?D
+

= —((=2)(5) + (=1)(-5))
=5 0.

Hence the set of vectors is linearly independent.
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Exercise 3.5 Question 1(c)

Find a basis for the null space, a basis for the row space and a basis for the column
space for the given matrices.

3 -6 1 3 4
1 -2 01 2
1 -2 2 0 3
Solution: By Gaussian elimination, we have
3 -6 1 3 4
A=|1 -2 01 2
1 -2 2 0 3
1 4
1 -2 3 1 3
Ri — 3R 1 -2 0 1 2
1 -2 2 0 3
1 -2 & 1 3
Ry — Ry — Ry 0 0 1 O 2
R3 — R3 — R1 53 g
o 0 3 -1 3
1 4
1 -2 3 1 3
Ry — —3R2 0 0 1 —2
5 5
0 0 3 -1 3
1 -2 0 1 2
R1 — R1 — lRQ
Ry — Ry — Sy 0O 0 1 0 =2
— \ 0 0 0 -1 5
1 -2 01 2
Rz — SR3 0O 0 1 0 -2
0O 0 01 =5
1 -2 00 7
Ry — R1 — R3 0O 0 1 0 -2
0 0 01 =5

We have arrived at the reduced row echelon form of A.
e The set
{(2,1,0,0,0)%,(=7,0,2,5,1)"}
constitutes a basis for Null(A).

e The set
{(1,-2,0,0,7),(0,0,1,0,-2),(0,0,0,1,—5)}

constitutes a basis for Row(A).

e The first, third and fourth columns contain leading entries. Therefore the set
{(3,1,1)",(1,0,2)",(3,1,0)"}
constitutes a basis for Col(A).
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Exercise 3.5 Question 1(d)

Find a basis for the null space, a basis for the row space and a basis for the column
space for the given matrices.

11 -1 7
1 4 5 16
1 3 3 13
2 5 4 23

Solution: By Gaussian elimination, we have

R3 — R3 — 2R2
R4 — R4 — 3R>

11 -1 7

1 4 5 16

A= 1 3 3 13

2 5 4 23

11 -1 7

Ry = Ry — Ry 03 6 9
R Rs — Ry

R4 3—?1%4 i 2R; 0 2 4 6

03 6 9

11 -1 7

R 1R 01 2 3

3%l 02 4 6

0 3 9

1 0 -3 4

Ri1 — R1 — R 0 1 3

00 0

00 0

S O N

We have arrived at the reduced row echelon form of A.

e The set
{(3,-2,1,0)", (=4, -3,0,1H)"}

constitutes a basis for Null(A).

e The set
{(1,0,-3,4),(0,1,2,3)}

constitutes a basis for Row(A).

e The first and second columns contain leading entries. Therefore the set
{(1,1,1,2)",(1,4,3,5)"}

constitutes a basis for Col(A).



