. Definition. (Inner product in R".)
For any u,v € R", write (u,v) = u'v.
(u,v) is called the inner product of the vector u with the vector v.

(-, ) is called the inner product in R".

Remark. Many people refer to (-,-) as the ‘dot product’.

A common alternative notation for (u, v) is uev. For this reason, we may, for convenience,
read it as ‘u dot v’

. Theorem (1). (Basic properties of inner product.)
The statements below hold:

(a) Suppose u, v € R",

Then (u,v) = (v,u).
(b) Suppose u,v,w € R" and o, 5 € R.

Then (au+ fv,w) = a{u,w) + (v, w).
(¢c) Suppose u,v,w € R" and «, 5 € R.

Then (w,au+ fv) = a{w,u) + [ (w, V).
(d) Suppose u € R™.

Then (u,u) > 0.

Moreover, equality holds if and only if u = 0,,.
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For any u,v € R, write (u, v) = u'v.
(u,v) is called the inner product of the vector u with the vector v.

(+,-) Is called the inner product in R".

Remark. Many peoplo refer to (-, +) as the ‘dot product’

A common alternative notation for (u, v) is uev. For this reason, we may, for convenience,
read it as ‘u dot v’

2. Theorem (1). (Basic properties of inner product.)

The statements below hold:

(a) Suppose u, v € R,
Then (u,v) = (v,u).
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3. Proof of Theorem (1).

(a) Suppose u, v € R". Denote the j-th entry of u, v as u;, v; respectively.
Then
(u,v) = u'v = ugv; + ugvo + - - - + Uy

Similarly,
(v,u) = viu = vjuy + voty + - - - + v Uy,

Therefore (u,v) = (v, u).
(b) Suppose u,v,w € R" and o, 8 € R. Then

(au+ Bv,w) = (cu+8v)'w = (au'+v)w = au'w+Bviw = a (u,w) + 8 (v, w) .

(¢c) Suppose u,v,w € R" and «, 8 € R. Then
(w,au+ fv) = (au+ pv,w) = a{u,w) + 5 (v,w) = a(w,u) + (w, V).

(d) Suppose u € R". Denote the j-th entry of u as u; respectively.
Then
(u,u) = w* +up® + - +u,” > 0.
Hence (u,u) = 0 if and only if u; = 0 for each j =1,2,--- ,n.
The latter happens exactly when u = 0,



4. Definition. (Norm.)

For any u € R", the number +/{u, ) is called the norm of the vector u, and is denoted by
[al].

Remark. By definition, ||u||* = (u,u). It is often read as ‘norm-square of u’

5. Theorem (2). (Basic properties of norm.)
The statements below hold:
(a) Suppose u € R".
Then |ju|| > 0.
Moreover, equality holds if and only if u = 0,,.
(b) Suppose u € R" and « € R.
Then |[aul| = |af - [[ul]
6. Proof of Theorem (2).

(a) Suppose u € R". By definition, ||ul|* = (u,u) > 0. Then |Ju]| > 0.
Moreover, ||u|| = 0 if and only if (u, u) = 0. The latter happens exactly when u = 0,,.
(b) Suppose u € R" and o € R. Then

lau|* = (ou, au) = o a (u,u) = o’ (u,u) = o’||u]*

Therefore ||aul|| = |a| - ||u]|.



4. Definition. (Norm.)
For any u € R", the number /(u, u) is called the norm of the vector u, and is denoted by
lu].

Remark. By definition, ||u||* = (u,u). It is often read as ‘norm-square of u’

G)m,jt(( C (\WP&XJ‘\“\

5. Theorem (2). (Basic properties of norm.)

n S~ .
The statements below hold: - the “ﬁ - J&AH .
-,Acccvoll\:&‘to th\OQ'QDW\,

(a) Suppose u € R". s geomdly, the ohﬁgum |
Then |Jul| > 0. | //JW“"’“&Z&KR Yo
Moreover, equality holds if and only if u = 0, o J‘kjl\_‘a:\fﬁ: ':LQ‘ :};»\: :

(b) Suppose u € R" and o € R. P R corvupondig
Then ||au|| = |af - ||u]|. | to t}(\[z vedtov ., B3

Qxoc j US|

6. Proof of Theorem (2).

(a) Suppose u € R™. By definition, ||u|* = (u,u) > 0. Then ||ul|| > 0.
Moreover, ||u|| = 0 if and only if (u,u) = 0. The latter happens exactly when u = 0,,.
(b) Suppose u € R* and o € R. Then

lau|]® = (au, au) = a - a {u,u) = o (u,u) = o?||ul|%.

Therefore ||au|| = |af - [Jul.



7. Theorem (3). (Conversion between inner product and norm.)
The statements below hold:
(a) Suppose u,v € R".
Then
lu £ v|* = [[ul|* + [Iv][* £ 2 (u,v)

respectively.

(b) Suppose u,v € R".

Then

1
(u,v) = A5 ([[Ju £ v[* = fuf” = [v]7)

respectively.

(¢c) Suppose u,v € R".
Then
lu+ v+ flu = v]* = 2[juf* + 2] v]*.
Remark.
The result described in Item (b) is known as the polarization identity.
The result described in Item (c) is known as the parallelogramic identity.

Proof of Theorem (3). Exercise.
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7. Theorem (3). (Conversion between inner product and norm.)

The statements below hold: 8 %
Hous ] Wi,
patil = <wiy, V>
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(a) Suppose u,v € R™.

Then > Cu,wevd> T KV, wEVD
lu£v|* = [lufl* +[[v]]* £ 2(u,v) T Lu, W ELUV B WS
respectively. AR N2

Lwawd> £ 2<%, VD + LY\
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(b) Suppose u,v € R".

Then 1 /

5l v = [al* = fIv])

£ o duyy = Nty -l =i

<uNd>=t -’;_ (uut.v(ll— I(uu"- llvu‘)
respectively.

(¢) Suppose u, v € R”. How ? wkj?

Then Wast vi> =uu|\1+|lV||1+2<u,V)
- u+ v = Vi = 2 4+ 22, [l -2
R L Nt VI vl = Qllulll-klllvu"
emark.

The result described in Item (b) is known as the polarization identity.
The result described in Item (c) is known as the parallelogramic identity.

Proof of Theorem (3).  Exercise.



8. Theorem (4). (Cauchy-Schwarz Inequality.)
Suppose u, v € R".
Then | (a,v) | < [Juf - [|v]]

Moreover, equality holds if and only if u, v are linearly dependent.

Theorem (5). (Triangle Inequality.)
Suppose u, v € R".
Then |lu+ v < fuf| +{}v].

Moreover, equality holds if and only if u, v are non-negative scalar multiples of each other.

Corollary to Theorem (5). (Triangle Inequality also.)
Suppose u, v € R".
Then [la = v|| = | [[ul| = [[v]| |

Moreover, equality holds if and only if u, v are non-negative scalar multiples of each other.



e - Uher e ok u v R the
;&5 ?& >ero \,eetheg the verdk
*‘f\c&‘é‘“%‘?' "&V’V’QM-? ﬂ‘\d(olh

8. Theorem (4). (Cauchy-Schwarz Inequality.)
Suppose u,v € R”

Then | (w, v} ] < ffull - [v]. .

Moreover, equality holds if and only if u, v are linearly dependent.
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Theorem (5). (Triangle Inequality.)
Suppose u, v € R".

Cﬂm la+ v < ffafl +[[v].

Moreover, equality holds if and only if u, v are non-negative scalar multiples of each other.
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Corollary to Theorem (5). (Triangle Inequallty also. )M Nwrvi| < WA+ L (uhy?)
Suppose u,v € R". e
Then |[u —v|| > | ) - ||v]] .

Moreover, equality holds if and only if u, v are non- negatlve scalar multiples of each other.
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9. Definition. (Orthogonality.)
Letu,v € R".

We say u is orthogonal to v, and write u L v, if and only if (u,v) = 0.

10. Theorem (6). (Basic properties of orthogonality.)
The statements below hold:

(a) Suppose u, v € R",
Then u L v if and only if v L u.

(b) Suppose u € R™.
Then u L u if and only if u = 0,,.

(¢c) Suppose u € R".
Then (u L v for any v € R") if and only if u = 0,,.

(d) Suppose u,v € R".
Then |[u+ v||* = ||[u||* + ||v||* if and only ifu L v.

Proof of Theorem (6). Exercise (in the matrix/vector algebra).



9. Definition. (Orthogonality.)
Let u,v € R".

We say u is orthogonal to v, and write u L v, if and only if (u,v) = 0.

10. Theorem (6). (Basic properties of orthogonality.)
The statements below hold:

(a) Suppose u,v € R™.
Then u L v if and only if v 1L u.

(b) Suppose u € R™
Then u L u if and only if u = 0,,

(¢) Suppose u € R™.
Then (u L v for any v € R") if and only if u = 0,,.

(d) Suppose u, v € R, le—f ’?\/) tLoﬁd‘ﬁ‘ws 71\%

Then ||u + v||* = |Ju|* + ||v]|? if and only ifu L v. I 0&53“"\2— :

Proof of Theorem (6) Exercise (in the matrix /vector algebra).



