. Theorem (). (Multilinearity of determinants in columns.)

Let A, B, C be (n x n)-square matrix, whose j-th columns are denoted by a;, b;, c; respec-
tively for each 7.

Suppose (3, are real numbers, and there is some ¢ = 1,2,--- ,n so that:

(a) a, = Bb, + ¢, and
(b) a; = b; = c¢; whenever j # q.

Then det(A) = G det(B) + v det(C).

Remark.
Presented in symbols, what happens is:

det([al“' a,—1 | Bb,+vyc, a1 - an])

= B-det([ar |- [a,1|bg|agi |-+ [a, ]) + - det([ar] -+ |ag_1]cg|ag |- |a, ])

In particular,

det([an -+ g1 9B, g |-+ oy ]) = 6-det([ -+ oy by age - o ]



. Theorem (3). (Multilinearity of determinants in columns.)

Let A, B, C be (n x n)-square matrix, whose j-th columns are denoted by a;, b, c; respec-
tively for each j.

Suppose 3,y are real numbers, and there is some ¢ = 1,2,--- ,n so that:

(a) a;, = Bby + ¢y, and
(b) a; = b; = c¢; whenever j # q.

Then det(A) = 8 det(B) + ~ det(C).

Remark.
Presented in symbols, what happens is:

det([al}--- "aq_1]5bq+70q‘aq+1"" ’anp

— ﬁdet([all ’aq'_l‘lbq’aq_*_l‘... ’an})_{_fydet([al’
In particular,

det([ - | ag-1] By agua| -+ 30 ]) = B-det([an|--- [ag-r [y agea |-~ | )

S\ FONQAE v Logal [21) « @ CLolfoqulby gl an))
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2. Proof of Theorem ().
For each 7, denote the i-th entry of b, by b;,, and the i-th entry of c,, by ¢,
Then the i-th entry of a, is given by a;, = 8bi; + Yciq.

By definition, A(i|q) = B(i|q) = C(i|q) for each i.

Expand det(A) along the ¢g-th column:
det(A)
= (=1)"ay, det(A(L]q)) + (=1)**ag, det(A(2]q)) + (=1)*as, det(A(3]q)) + -+ + (=1)" ay, det(A(n|q))
= (=1)"1(Bbiy + yerg) det(A(1]g)) + (—1)77(Bbyy + yeay) det(A(2]g)) + (—1)77(Bbs, + yeaq) det(A(3]g))
+ oo (=1)"(Bbng 4+ YCng) det(A(n|q))
= Bl(=1)"b, det(A(1]q)) + (—1)* by det(A(2]q)) + (—1)"bsy det(A(3]q))
e A (1) det(A(nfq))]
+A[(=1)" er det(A(Llg)) + (—1)*ezg det(A(2]q)) + (—1) s, det(A(3]q))
+on o (1) Meng det(A(n]g)))
= Bl(=1)"bydet(B(1]q)) + (—1)* by det(B(2]q)) + (—1)7 b3, det(B(3]q))
+oe o (1) by det(B(n|q))]
+(=1)erg det(C(1]q)) + (—1)*ezq det(C(2]q)) + (—1)"esq det(C(3]q))
+oe o (1) Meng det(Cnlq))]
= [det(B)+ ydet(C)
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3. Recall Theorem () from the handout Determinants:
Suppose A be a square matrix. Then det(A") = det(A).
Combined with Theorem (), this gives the result below:

Corollary to Theorem (). (Multilinearity of determinants in rows.)

Let R, S, T be (n x n)-square matrix, whose i-th rows are denoted by r;, s;, t; respectively
for each 1.

Suppose o, T are real numbers, and there is some p =1,2,--- ,n so that:
(a) r, = 08, + Tt,, and

(b) r; = s; = t; whenever ¢ # p.

Then det(R) = o det(S) + 7 det(T).

Remark. What we have obtained is:

Iy Iy I Iy I
rp—1 ry—1 rp—1 ry—1 rp—1
det(| os,+7t, |)=0o-det(| s, |)+7-det(| t, |), det(| os, |)=o-det(| s, |)
Ip+1 I'pt+1 Ip+1 I'pt+1 Ip+1
rn rn rn rn rn
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4. Lemma (1).
Let A, B be (n x n)-square matrix, whose j-th columns are denoted by a;, b; respectively
for each 7.

Suppose there is some ¢ = 1,2,--- ,n so that:
(a) by = ag41,
(b) by+1 = a,, and

(c) b; = a; whenever j < qorj>q+1.
Then det(B) = — det(A).

Remark.
Presented in symbols, what happens is:

det(| ar| -+ |ag1|agr1]|ag|aga| - |a, |) = —det(|ar|- - a1 ag|ag1| a2 - |a, |)

In plain words, this results says that the determinant of two square matrices
differ by a multiple of —1
when it happens that one of them is resultant from the other by

interchanging two neighbouring columns.



5. Proof of Lemma (1).
For each 7, denote the i-th entry of a, by a;,.
Then the ¢-th entry of b, is given by b; .41 = a4y

By definition, A(i|q) = B(i|q + 1) for each i.

Expand det(B) along the (¢ + 1)-th column:

det(B)

= (=17 gar det(B(Lg + 1)) + (= 1)2+q+1bz,q+1 det(B(2[g + 1))
(=17 b3 g1 det(B(3lg + 1)) + -+ + (=1)" by g1 det(B(nlg + 1)

= (=1)"""ay g det(A(1q)) + (- )MHG ¢ det(A(2]g)) + (—1)"" " az, det(A(3]q))
Tt <_1)n+qﬂan,q det(A(n|q))

= —[(—=1)""ay, det(A(1]q)) + (=1)*"ay, det(A(2]q)) + (—1)*"as,, det(A(3]q))
+o 4 (1) May g det(A(n|q))]

= —det(A)
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6. Theorem (7).

Let A, C be (n x n)-square matrices, whose j-th columns are denoted by a;, c; respectively
for each 7.

Suppose there are some distinct p, ¢ amongst 1,2, --- ,n so that:
<a> Cq = aPJ
(b) ¢, = a,, and

(c) c; = a; whenever j # p and j # q.

Then det(C') = — det(A).

Remark.
Presented in symbols, what happens is:

det([ -+ |ap1|ap| @y |- [agr [ag|ag |- ]) = —det([ -~ [ay_1]ag|ap |- [a1]ay|ag |- ])

In plain words, this results says that the determinant of two square matrices differ by a
multiple of —1 when it happens that one of them is resultant from the other by interchanging
two distinct columns.

Proof of Theorem (7). Apply Lemma (1) repeatedly. It takes an odd number of
steps of interchanging neighbouring columns to obtain C' from A. Each step results in a

factor of —1. Hence det(C') = — det(A).



7. Illustration of the idea in the argument for Theorem (7).

Suppose aj, as, as, a4, as € R°.

We verify that
det([a5a2a3a4a1 ]) = —det([a1a2a3a4a5])

by repeatedly applying Lemma (1):

det([a5a2a3a4a1})

= (=1) - det([ as|a; |ag|ay|a; |)
= (—1)*det(] ag|az|as|as a; |)
= (=1 det(| az az|as|as|a; |)
= (— 1)4det(:a2 as|ay a a5:)
— (=1)°det([ a3 |az|a;|ay|as |)
= (=1)%det([ a3 |a;|ag|ay a5 |)
= (=1)7 det(| a; laz|az|ay|a; |)

= — det( [a1a233a4a5b



7. Illustration of the idea in the argument for Theorem (7).

SUppOSG ap, az, az, a4, a5 € [RE)'

We verify that

det([a5‘a2|a3‘a4‘a1]) = —det([a1lazla3‘a4‘a5])

by repeatedly applying Lemma, (1):
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8. Two immediate consequences of Theorem () and Theorem () are Theorem () and The-
orem (€).

Theorem ().
The statements below hold:

(a) Let A be an (n X n)-square matrix.
Suppose two distinct columns of A are identical.

Then det(A) = 0.

(b) Let A be an (n X n)-square matrix.
Suppose one column of A is a linear combination of the other columns.

Then det(A) = 0.

Remark.
From the statement (b), we know that in particular, if:

« one column of A is a scalar multiple of another column, or

e one column of A is a sum of two or more of the other column,

then det(A) = 0.



8. Two immediate consequences of Theorem () and Theorem () are Theorem (§) and The-
orem (€).

Theorem ('5 ).
The statements below hold:

(a) Let A be an (n X n)-square matrix.
Suppose two distinct columns of A are identical.

Then det(A) = 0.

(b) Let A be an (n X n)-square matrix.
Suppose one column of A is a linear combination of the other columns.

Then det(A) = 0. [g T A}QC&/ (‘JX ‘EL_Q/ cﬂ%m
Remark. | j& 7)\ i (*}\@W(j

From the statement (b), we know that in particular, if: 4 oX )+ hew
» one column of A is a scalar multiple of another column, or @k (A) =O. \/\/1%\/1
» one column of A is a sum of two or more of the other column, | —|, (umes A A e \\\Uw(fj
47 o & axonctly wher
then det(A) = 0. | gg\j\i&c{lwv\ ?/_\ i

\’\\W QW\LD\A*\S\\ J& ‘(‘L\C M



9. Proof of Theorem ().

(a) Let A be an (n X n)-square matrix.
Suppose two distinct columns of A, say, the j-th and k-th column, are identical.
Denote by A’ the matrix resultant from interchanging these two columns.
By Theorem (), det(A’) = — det(A).
Since the j-th column and the k-th column of A are identical, we have A = A’.
Then det(A’) = det(A).
Since det(A’) = — det(A) and det(A’) = det(A), we have det(A) = 0.

(b) Let A be an (n x m)-square matrix, whose j-th column is denoted by a;.

Without loss of generality, suppose a; is a linear combination of as, as, - - - , a,.
Then there exist some (39, 83, , 8, € R such that a; = Byay + [Fzaz + - - - + 5,a,.
Therefore

det(A) = det(| ay az|ag|--- |a, |)
— det([52a2+53ag+...+ﬁnana2a3... an})
= Bg-det([agagag--- an})Jrﬁg-det([agagag--- an])
+°-'+5n-d€t([anaza3"' an])
= Bo-0+83-04+---4+05,-0=0



10. Theorem (¢).
Let A be an (n X n)-square matrix.

Suppose A’ is the (n x m)-square matrix obtained from A by adding a scalar multiple of
one column of A to another column of A.

Then det(A") = det(A).
Remark. Denote the j-th column of A by a; for each j.
What this result says is

whenever ¢ # k and « is a real number.

11. Proof of Theorem (¢).
Denote the j-th column of A by a; for each j. Suppose

A'=lap| - |- aa; +ag|-- |a, ]
Then
det(A") = det([ay |-+ |a; |- [aa; +ag|-- [a, ])
= a-det([ar]-- |ai|- - ag]-o |an )+ 1-det([ar] - |ai|-- [ag] - |an ])
= a0+ det(A) = det(A)



10.

1.

Theorem (e).
Let A be an (n X n)-square matrix.

Suppose A" is the (n x n)-square matrix obtained from A by adding a scalar multiple of
one column of A to another column of A.

Then det(A’) = det(A). i

Remark. Denote the j-th column of A by a; for each j. / ;&%&t&fc
What thi It ’ toA
a 1S result says 18 i W?é;;%m\

30
he RS

Proof of Theorem (¢). | ch(\jlx(s; LS
' W

Denote the j-th column of A by a; for each j. Suppose aﬂm‘,mﬂ&

Msice o’%

O\\(’/OVL 7 L 't

Then with e et

peeing 05 Noaitay

whenever ¢ # k£ and « is a real number.

A =[] || |oa; +ag| - |an].

det(A') = det([al‘--- laz‘ l&a¢+ak"" ‘anD
= oz-det([al‘--- ’ail”' ‘az.‘... lan])irl-det([aﬂ--- iai‘... ‘ak"" ‘an})
= -0+ det(A) = det(A) |



12. Again recall Theorem («) from the handout Determinants:
Suppose A be a square matrix. Then det(A") = det(A).

13. Corollary to Theorem (7).

Let R, T be (n x n)-square matrices, whose i-th rows are denoted by r;,t; respectively for
each 1. Suppose there are some distinct p,q amongst 1,2, --- ,n so that:

(a> tq — rp7
(b) t, =r,, and

(c) t; =r; whenever j # p and j # q.

Then det(T) = — det(R).

Remark. In plain words, this results says that the determinant of two square matrices

differ by a multiple of —1 when it happens that one of them is resultant from the other by
interchanging two distinct rows:

| .| rp—1
I'p Iy
det : = det :
(g = denl | ])
Iy I'p




14. Corollary to Theorem ().
The statements below hold:

(a) Let B be an (n X m)-square matrix.

Suppose two distinct rows of B are identical.
Then det(B) = 0.

(b) Let B be an (n X n)-square matrix.
Suppose one row of B is a linear combination of the other rows, in the sense that

the transpose of that row is a linear combination of the transposes of the others.
Then det(B) = 0.

Remark.

From the statement (b), we know that in particular, if:

 one row of B is a scalar multiple of another row, or

« one row of B is a sum of two or more of the other rows,

then det(B) = 0.



14. Corollary to Theorem (9).
The statements below hold:

(a) Let B be an (n X n)-square matrix.

Suppose two distinct rows of B are identical.
Then det(B) = 0.

(b) Let B be an (n X n)-square matrix.
Suppose one row of B is a linear combination of the other rows, in the sense that

the transpose of that row is a linear combination of the transposes of the others.

Then det(B) = 0.

Remark. e 489\6() (\ﬁ ‘[‘L@ H’/WM/

From the statement (b), we know that in particular, if: WYQW O% e o ag/@
« one row of B is a scalar multiple of another row, or Ol W\Mj y(%ie/zi thirs
» one row of B is a sum of two or more of the other rows, OQ.QK CB) e

then det(B) = 0.



15. Corollary to Theorem (¢).
Let B be an (n X n)-square matrix.

Suppose B’ is the (n x n)-square matrix obtained from A by adding a scalar multiple of
one row of B to another row of B.

Then det(B') = det(B).

Remark. Denote the -th row of B by b; for each 1.
What this result says is

b, b, "
b, b,

det( : )=det(| : |)
Bb; + by by

whenever j§ # k and [ is a real number.

In terms of the language of row operations, that says, when it happens that if B’ is obtained
from B by the application of the row operation SR, + Ry, then det(B’) = det(B).



15. Corollary to Theorem (¢).
Let B be an (n X m)-square matrix.

Suppose B’ is the (n X n)-square matrix obtained from A by adding a scalar multiple of

one row of B to another row of B.

Then det(B') = det(B).

What this result says is

b;
det( :

ﬂbj + by

L bn

whenever j # k and [ is a real number.

) = det(

Remark. Denote the ¢-th row of B by b, for each 3.

i\

ki 1 e Mortat

A m””‘?%“ d
e 20 Ao the RHS
to TLL L{:\)q v\ntLé)::\
PP chila Jy

\ok,[v\j,(é/ \Aﬁ'tl\oxu:\w

dy pobady 05 ity

In terms of the language of row operations, that says, when it happens that if B’ is obtained
from B by the application of the row operation SR; + Ry, then det(B’) = det(B).



16. Examples on the applications of Theorem (), Theorem (J), Theorem (¢).

Preparation. We imitate the notations for row operations on matrices to set up notations
for column operations on matrices:

e aC; + O}, reads as
‘adding to the k-th column the scalar multiple of the ¢-th column by o/,

« BC; reads as
‘multiplying the i-th column by the (non-zero) number 37,

o C; +— (. reads as

‘interchanging the ¢-th column with the k-th column’.

A recurrent theme in these examples is that we always try to
apply row/column operations
in such a way that
more and more 0’s will appear in the resultant matrices

of the successive applications of the row/column operations.
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15
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7
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1
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—6Ro+R3
—_—

det( {

1 7 0
0 —33 8
0 1 5

I 7 0
0 —33 8
0 1 5

(a) We have the sequence of row operations

Correspondingly, we have the equalities

|

—1-1-173 =-173.

—33R3+R2\
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o O =
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(a) We have the sequence of row operations

170 6Ro+R 17 0 33Ra+R
G R v e e eBaR AR
015 R

Correspondingly, we have the equalities Jq( ?ml»ﬂ”*-
170 & D
det(| 6 98 |) (=) det(| 0 —83 8 |) =) det(
U881 5 0

(-bRy1R; ) I 5] C3RR,)
= —1-1-173=-173.




(b) We have the sequence of row operations and column operations

—1

3 2
41 6
-3 -1 2

1R1+R3
—

1C1+C5
—

—1R3+ Ry
e

Co+(C'3
—

S = W

Correspondingly, we have the equalities

3 2
det(| 4 1

-3 —1

—1
§
2

|

det(

det(

(32 —1 ]
40 5
01 1

—_ O O

0
0
1_

—2R3+ Ry
e
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_ O O
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o




(b) We have the sequence of row operations and column operations

B F edll
4 1 6
I S

1R1+R3
—r

3.5 S D] 30 —3
41 6 | B 14 5 | 2B |40 5
U 01 1 e 1l
300 0
4009 9
011 |




(¢) We have the sequence of row operations

[ 1
0
1

1

O© © ot O

Co CO DN =]

Lo O Ot

—1R3+ Ry
—_—

Correspondingly, we have the equalities

det(

(197 7]

0
1
1

© O Ot
oo 00 DO
w O Ot

)

det(

—1R1+R3
—

det(

o O O =

o O O

o O ot ©O

R CEEN

o O Ot O

(el e\ VAN |

Ot

w2

Tt

w

)=1-5-1-3 =15



Alternative method.

We have the sequence of column operations

Hence we have the equalities below due to the above ‘column operations’ and further due

—9C1+Cy
—_—

to ‘expansion’ along third row:

det(
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w O Ot
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(e) We have the sequence of row operations and column operations

-2 3 0 1 | -2 3 0 1 | [ —2 3 0 1 ]
9 —2 0 1 1Rs+Ry | 9 —2 0 1 | —imr+Ry | 11 =5 0 0
1 3 =2 —1 11 3 —2 —1 11 3 —2 -1
4 1 2 6 | 5 4 0 5 5 4 0 5

-2 3 0 1 -2 0 0 1 ]

SRi4Ry | 11 =5 0 0 | =3cy+cy | 11 =5 0 O

11 3 —2 -1 11 6 —2 —1

|15 =11 0 0 | 15 =11 0 0 |

2 0 0 1 | 2 0 0 1
9Ry4Ry | 11 =5 0 0 | —sRy+Ry, | 46 0 0 O

11 6 —2 —1 11 6 —2 —1

| -7 -1 0 0 | -7 -1 0 0




Hence we have the equalities

2 3 0 1 | 2 3 0 1 | 2 3 0 1 |
9 —2 0 1 9 -2 0 1 11 =5 0 0
det(| |, 5 P o= des() o ) = de(| o )
4 1 2 6 5 4 0 5 5 4 0 5
92 3 0 1| 92 0 0 1 |
11 -5 0 0 11 -5 0 0
= det(h o ) = oAt
15 =11 0 0 15 —11 0 0
(2 0 0 1 20 0 1 |
11 =5 0 0 6 0 0 0
= ety ) o )
710 0 710 0
0 0 1 -
—  46det(| 6 -2 —1|) = (—46)(—2)det(
10 0 —L0

1y = o



Hence we have the equalities
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2 0 2 3]
1 3 -11
11 —12

35 4 0

—1C1+C5
—_—

2C53+-C1
EE—

—4R1+Ry
—_—

2R4+Ro
—

2 0 0 3]
1 3 -21
—11 0 2

| 35 1 0]
2.0 0 3 ]
0 0 —2 —11

—11 0 2
351 0 |

(20 0 3 |
00 —2 —11
01 0 2
05 1 —12]

(f) We have the sequence of row operations and column operations

—3R3+ Ry
—_—

1C9+Cq
EE—

—5R3+ Ry
—_—

2 0 0 3
4 0 -2 =5
—-11 0 2
35 1 0
20 0 3
00 -2 —11
01 0 2
so 1 0
(20 0 3
00 -2 —11
01 0 2
00 1 —22
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000 =55
010 2
001 =22

10 2

01 —22

Hence we have the equalities
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Hence we have the equalities
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