MATH1030 Dimension relation on sum and intersection.

1. Recall the definition for the respective notions of intersection and sum for subspaces of R™:

Let Y, Z be subspaces of R™.
(a) The intersection of Y, Z, denoted by V N W, is the subspace of R"™ defined to by

YNZ={xeR":xe€Y andx € Z}.
(b) The sum of Y, Z, denoted by Y + Z, is the subspace of R™ defined by

_ n . There exist somey €Y, z€ Z
Y+Z_{X€|R such that t =y + z }

Also recall the result below, which is Theorem (G) from the handout More on minimal spanning sets:

Let W be a non-zero subspace of R", and u;,us,--- ,u, be vectors in W.
Further suppose that u;,us,--- ,u, are linearly independent.

Then, there is some basis for W, which is constituted of at most n vectors, amongst them being the vectors
up,ug, - 7up'

With the help of this result, we are going to establish an numerical equality relating the respective dimensions of
any two subspaces of R™ and the respective dimensions of their intersection and their sum.
2. Theorem (L). (Dimension Theorem relating the sum and intersection of subspaces of R™.)
Suppose Y, Z are subspaces of R™.
Then dim(Y + Z) + dim(Y N Z) = dim(Y") 4+ dim(Z2).
Remark. What is nice about Theorem (L) is that it provides a relation from which we can deduce the dimension

of a certain subspace of R (or obtain some constraints on its dimension), without having to go into the trouble of
immediately finding a basis for it, as long as we are provided enough information on some other subspaces of R™.

3. Proof of Theorem (L).
Suppose Y, Z are subspaces of R™. Write dim(Y') = m, and dim(Z) = n.
Note that Y N Z, Y + Z are subspaces of R™. Write dim(Y N Z) = p, and dim(Y + Z) = q.

Pick some basis for Y N Z, say, X1,X2, "+ ,Xp.

By Theorem (G), there is some basis for Y, which is constituted by vectors in Y, amongst them being x1, X2, -+ , X,.
Denote the other vectors in this basis for Y by s1,s2, -, sg.

By construction, we have p + k = m. Also, by construction, none of s1,ss, - , s belongs to Z. Justification:

e Suppose it were true that s; belonged to Z. Then s; € Y and s; € Z. Therefore s; € Y N Z.

Since Xj,X2,---,X, constitute a basis for Y N Z, it would happen that s; was a linear combination of
X1,X2, ", Xp.
Then x1,Xa,- -+ ,Xp,81 would be linearly dependent.
However, because x1,X2,- -+ ,Xp, 81,82, - ,S; constitute a basis for Y, they are linearly independent. Then
X1, X2, - ,Xp,S1 are linearly dependent. Contradiction arises.
Hence in the first place s; does not belong to Z. Similarly, none of ss, --- ,s; belong to Z.
Similarly, there is some basis for Z, which is constituted by vectors in Z, amongst them being x1,x3,- - ,%,. Denote
the other vectors in this basis for Y by tq,to, -, t,.
By construction, we have p 4+ £ = n. Moreover, by construction, none of t1,ts,-- ,t; belong to Y.
We verify that xi,x2, -+ ,Xp,81,82, - ,Sk, t1,t2, -+, t, constitute a basis for V + W:

e Pick any u € Y + Z. By definition, there exist some v € Y, w € Z such that u = v + w.
Since v € Y, there exist some oy, a, -+, o, B1, 2, -+, B such that

vV = o1X1 + aoXg + - - + apXp + B181 + Bas2 + - + Bisk.
Since w € Z, there exist some 1,72, ,¥p, 01,02, -+ , 0, such that
W = 71X +’}/2X2+"'+’prp+§1t1+52t2+"'+5gtg.

Then
u = V+Ww
= (a1 +y1)x1 + (a2 +y2)x2 + -+ (ap +7p)Xp + Basa + -+ - + Bisi + d1t1 + dato + -+ + dety



o Pick any ay,ag, -, ap, 81, B2, Br, 71572000, € R
Suppose a1X1 + aaXo + -+ - + apXy, + f181 + Pose 4 - - + Brsk + 1t + yeta + - -+ Yty = 0.
Write X = a1x1 + aoXp + - - + apXp, s = 181 + foso + - - + [rsk, t = 1ty + yoto + - - + ety
By assumption, we have x + s+t = 0.
We have s = —x —t. Sinces€ Y and —x—t € Z, we have s € Y N Z.
Since s € Y N Z, there exist some 01,82, -+, 0, € R such that s = d1x1 + doxa + - - - + Ipx,.
Then 61x1 + oxo + -+ + 0pxp + (—P1)s1 + (—P2)s2 + - -+ (—Bk)sp =s —s = 0.
Since x1,X2, "+ ,Xp, 81,82, -+ , Sk constitute a basis for Y, we have 6y =y =--- =0, =0and -1 = —f =
coo=—Fr=0. Then gy =Py =---= G =0, and s = 0.
Now we have a1X1 + aoXg + -+ - + apXp +11t1 + Y2t + - +ytp =x+t =0.
Since x1, X2, - ,Xp,t1,t2,- -+ ,t, constitute a basis for Z, we have oy = as = -+ = ap, =0and 1 = 12 =
ci=y = 0.

Therefore dim(Y + Z) =p+ k + £.
Hence dim(Y + Z2) +dim(Y NZ) = (p+k+{)+p=(p+ k) + (p+¢) = dim(Y") 4+ dim(Z).

4. Tllustrations of Theorem (L).

(3)

(a,) Let u; = e(13)7 Uz = ey (3) (3)

,and vi = ey, vy = ey .

Suppose Y = Span ({uy,uz}) and Z = Span ({vy,va}).

Then Y + Z = Span ({uy,us,v1,vs}) = Span ({e!”, el e{¥1) = R3. (Why?)

Note that dim(Y") = 2, dim(Z) = 2 and dim(Y + Z) = 3. (Why?)

Without finding a basis for Y N Z, we see that dim(Y N Z) = dim(Y) + dim(Z) — dim(Y + Z) = 1.
It happens that Y N Z = Span ({eé?’)}). Justification.

o Note that the non-zero vector eé3)

basis for Y N Z is constituted by eg?’).

is one linearly independent vector in Y N Z. Since dim(Y NZ) =1, a

(b) Let u; = e§4), ug = egL), and vi = eg4),vQ = eff).
Suppose Y = Span ({uy,uz}) and Z = Span ({vy,va}).
Then Y + Z = Span ({uy,ug, vy, va}) = Span ({e§4),e(24),eé4)7e514)}) = R%. (Why?)
Note that dim(Y) = 2, dim(Z) = 2 and dim(Y + Z) = 4. (Why?)
Without finding a basis for Y N Z, we see that dim(Y N Z) = dim(Y) + dim(Z) — dim(Y + Z) = 0.
It happens that Y N Z = {04}, and its basis is the empty set.

(C) Let51: [%],SQZ Fj ,tlz [?‘|,t2: l%‘|
0 1 1

1
Define V' = Span ({s1,s2}), W = Span ({t1,t2}).
Note that dim(V) = 2 and dim(W) = 2.

By definition, V + W = Span ({s1, s2,t1,t2}).
S1,S2,t1 are linearly independent. (Why? How?)
Then V + W = R? and dim(V + W) = 3. (Why?)
Therefore dim(VNW) = 1.

% (1) 0 1 (1) 0
(d) Let s1 = [|,s2= ||, 83 = (1),t1= _01,‘62: 0| t3= (1)
0 1 1 0 -1 -1

Define V = Span ({s1, s2,s3}), W = Span ({t1,t2,t3}).
Note that dim(V) = 3 and dim(W) = 3 (Why?)

By definition, V' + W = Span ({s1, S2, 83, t1,t2,t3}).
S1, S2, S3, to are linearly independent. (Why? How?)
Then V + W = R* and dim(V + W) = 4. (Why?)
Therefore dim(V N W) = 2.



1 0 1 0

(e) Let s; = (1) , Sg = (1) sty = _01 ,to = (1) .

0 1 0 -1
Define V = Span ({s1,s2}), W = Span ({t1,t2}).
Note that dim(V) = 3 and dim(W) = 3. (Why?)
By definition, V + W = Span ({s1, s2,t1,t2}).
We determine the dimension of V + W by finding a basis for it:

o Write U =1 s1|s2|t1]t2 ]
Apply row operations on U to find the reduced row-echelon form U’ which is row-equivalent to U:

10 1 0 100 1
11 0 0 01 0 —1
U=lo 0 -1 1 | —U'=|§ 01 -1
01 0 -1 000 0

The pivot columns of U’ are the first, second and third columns.
Then a basis for V' 4+ W is constituted by s1,s2,t;.
Therefore dim(V + W) = 3.

It follows that dim(V NW) = 1.

1 1 1 1

1 -1 1 -1
(f)Let51: 1]>82= 1 , 61 = ,]_at2: —1-

1 -1 -1 1

Define V = Span ({s1,s2}), W = Span ({t1,t2}).
Note that dim(V) = 2 and dim(W) = 2. (Why?)

By definition, V' + W = Span ({s1, S2, t1,t2}).

It happens that s1,s3,t1,t2 are linearly independent.
Then V + W = R*, and dim(V + W) = 4.

Therefore dim(VNW) =0and VNW = {04}.

5. We now also recall Theorem (K) (which we call the Rank-nullity Formula) from the handout Rank-nullity Formula:

Let A be an (p X q)-matrix.

Denote by A’ the reduced row-echelon form which is row equivalent to A, and suppose the rank of A’ is r(A).
Then the statements below hold:

(a) 7(A) = reo(A) = Trow(A).

(b) n(A) +r(4)=q.

(c) r(A) =r(A), and n(A?) +r(A) = p.

We shall freely apply this result in the various examples below.

6. Further illustrations of Theorem (L).

1 2 2 4
(@) Let B=|] 3 3 5| andC=[2 6 5 6].
Define V = N(B) and W = N (C).
We have dim(V) 4+ r(B) = 4. Note that r(B) = 70w (B) = 2. Then dim(V) = 2.
We have dim(W) + r(C) = 4. Note that r(C) = 70, (C) = 1. Then dim(W) = 3.
Define A = [TBr} Note that N(A) = N(B)NN(C)=V NW.
Then dim(V NW) 4+ r(A) = 4. We determine the value of r(A):

o We obtain the reduced row-echelon form A’ which is row-equivalent to A by applying a sequence of row
operations to A:

100 2
A—s.oims |0 1 0 -3 |=4
001 4

We see that r(A4) = r(A") = 3.
Then dim(V NW) = 1.

We have dim(V+W)+dim(VNW) = dim(V)4+dim(W). Then dim(V+W) = dim(V)+dim(W)—dim(VNW) =
4. It happens that V 4+ W = R%.



1 2 7 1 -1 3 2 5 -1 9
(b) LetB:[l 131 0 }’andCZ{l 155 2 0
Define V = N(B) and W = N(C).
We have dim(V') + r(B) = 5. Note that 7(B) = rpw(B) = 2. Then dim(V) = 3.
We have dim(W) + r(C) = 5. Note that r(C) = 70, (C) = 2. Then dim(W) = 3.
Define A = [TBr} Note that N(4) = N(B)NN(C) =V N W.
Then dim(V NW) 4+ r(A) = 5. We determine the value of r(A):

o We obtain the reduced row-echelon form A’ which is row-equivalent to A by applying a sequence of row
operations to A:

01 40
A—o— 190 0 1 —2|=4
00 0 0 0

We see that r(A) = r(A") = 3.
Then dim(V NW) = 2.

We have dim(V+W)+dim(VNW) = dim(V)4+dim(W). Then dim(V+W) = dim(V)+dim(W)—dim(VAW) =
4.



