1. Recall Theorem (E) from the handout Minimal spanning set:

Let uy,ug, - - - ,u, be vectors in R, and U be the (n x q)-matrix given by U = [ u; ‘ Uy ‘ e ‘ u, }
Let V = Span ({uy,uy,--- ,u,}).

Denote by U’ the reduced row-echelon form which is row-equivalent to U.
Denote the j-th column of U" by u’.

Denote the rank of U" by r. Suppose r > 1, and label the pivot columns of U’, from left to right, by
d17d27 e 7d7“-

Then ug, ug,, - - ,uq, constitute a basis for V.

Moreover, for each j =1,2,--- ,q,
the vector u; is the linear combination of ug,, Ug,, - - - , g, and the respective scalars oy, cig, - -+, Qi
if and only if

a7
%)

We give some applications of Theorem (E) in the theory for the notion of basis.



2. Lemma (1).
Let V, W be subspaces of R".

Define the set V- + W by

V+W:{X6ﬂ?”: Theree}astsomeyev,zEW}.

such that x =y + 2

Then V + W is a subspace of R".

Remark.
V 4+ W is called the sum of V and W.

Proof of Lemma (1). Exercise.

3. An immediate application of Theorem (E) in helping us determine a basis for the sum of
two subspaces of R" when a basis for each subspace concerned is already known (or, more
generally, when each subspace concerned has already been expressed as the span of several
vectors in R").



2. Lemma (1). e ?(o\.\ Wy fay lecton orfprie vends:
Let V, W be subspaces of R". % ;SJ:;UY\QE:GZ\I%;TQ e\/\).)_“’)“""c |
Define the set V- + W by T tvms ok to be

: . ~the S 2o .
VAW — xR There exist somey € V, z € W B ((}\QM“Wh\&mD\
such that x =y + z 9% veit)w belonging o \/
Y >

Tlaeston ol o iden, itk deprtion
o .
Remark. ’Rf‘/ . ﬁ\\[ " \'i},\e Wz\“ Q;@L
V 4+ W is called the sum of V and W. / /7/4\ \/ o *kﬁc)&
- ( %
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Then V + W is a subspace of R".

two subspaces of R" when a basis for each subspace concerned is already known (or, more
generally, when each subspace concerned has already been expressed as the span of several

vectors in R").



Theorem (2).
Let V, W be subspaces of R". Let uj,ug, -+ ,u, € V, Upy1, Uppa, - Upyg € W

Suppose none of these vectors is the zero vector.
Suppose V' = Span ({uy,ug,--- ,u,}) and W = Span ({u,41, Upio, -+, Upig}).

Then the statements below hold:

() V 4+ W = Span (U, -+ , 0y, Uy, Wy, Uy ).

(b) Suppose U = [ul‘UQ"" ‘up‘upﬂ‘upﬁ‘”' ‘uerq]'
Denote by U’ the reduced row-echelon form which is row-equivalent to U.
Denote the rank of U’ by r.
Label the pivot columns of U’ from left to right by dy, ds, -+ , d,.

Then a basis for V. + W is constituted by ug,, Ugy, - - , Uq

re

(c) Suppose uy, ug, - - - ,u, constitute a basis for V', and u,;1, 0ps9, - -+ , U, constitute a basis for W.
Then d; = j for each j = 1,2,--- ,p. Moreover, r > p.

Further write s =1 —p, and ky = dp11 — p, ko = dpi2 —p, ..., ks = d, — p.
Then a basis for V. + W is constituted by uj, Ug, - -+ , Wy, Uppkys Upthys * * *  Uptk,-

Proof of Theorem (2). Exercise. (Apply Lemma (1) and Theorem (E). The hard
work has been done in the proof of Theorem (E).)



Theorem (2).
Let V,W be subspaces of R". Let uj,ug, -+ ,0, €V, Upi1, Upya, - Uppqg € W.

Suppose none of these vectors is the zero vector.

Suppose V' = Span ({ug,ug, -+ ,u,}) and W = Span ({upi1, upyo, - up+q})
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Then the statements below hold:

{f (b) Suppose U = [ullugl'--- ‘up|up+1‘up+2‘--- ’up+q].
_1 ) Denote by U’ the reduced row-echelon form which is row-equivalent to U.
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Denote the rank of U’ by r.
Label the pivot columns of U" from left to right by di,ds, -

il %

vy

'(\‘Qié"‘@' Then a basis for V + W is constituted by ug,, ug,,- - ,Uq,.

. d,.

u,, constitute a basis for V' Jand|u,q1, Upsa, - -+,

(c) Suppose/uy, uy, - - -,

Then d; = j for each j = 1,2,--- ,p. Moreover, r > p.
Ne—nono—r————_____ Or— N&Q‘f{qﬁlwl Wy W; U
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Further write s =7 —p, and k1 = dpy1 — p, ko =dpro — p, ..., ks =d, — p
(K “v* ) Then a basis for V + W is constituted byfuy, ug, - -+, Up,|upss, ,j T ,]'-"-':", T3 3\&3 W?}w s \/\) Uptg
L . e S + '

Proof of Theorem (2).  Exercise. (Apply Lemma (1) and Theorem (E). The hard
work has been done in the proof of Theorem (E).)




4. Illustrations for Theorem (2).

(a) Let

-

e
3
_1_

atlz

7t2:

Define V- = Span ({Sl, S9, Sg}), W = Span ({tl, tg, tg, t4}>.
We want to find a basis for V + W.

Define U = [818283t1t2t3t4]

We find the reduced row-echelon form U’ which is row equivalent to U:

U =

The rank of U’ is 3, and the pivot columns are the first, secon

(1 2 7
1 1 3
3 2 5

|1 -1 =5

—1 1 —13]
1 1 0 2
5 —1 9 1
5 2 0 1)

Hence a basis for V' + W is constituted by si, s9, ts.

10 —1

o, O O O
o O
e oo o

an

)

3
—2

0
0

S = O O

— = DN W

3

—1
—2
0

O = =k O

fifth columns.




4. Illustrations for Theorem (2).

(a) Let

fE
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7t2:

Define V' = Span ({s1, S2,83}), W = Span ({t1, to, t3,t4}).
We want to find a basis for V. + W'

Define U = [81’82}83’1]1‘132“]3“34].

W,

U,

Wy Uy Uy wy Uy

We find the reduced row-echelon form U’ which is row equivalent to U:

U —

3
1

W, W
The rank of U’ is 3, and the pivot columns are the first, second,
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Hence a basis for V' + W is constituted by sq, s9, to.
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(b) Let

7t1:

OO NN OO =

Define V' = Span ({s1,s2,83}), W = Span ({t1, to, t3}).
We want to find a basis for V- + W .

Define U = [818283t1t2t3].
We find the reduced row-echelon form U’ which is row equivalent to U:

The rank of U’ is 5, and the pivot columns are the first five columns.

1 1 =3
1 —2 —4
1 0 0
2 3 —6
0 0 1

11 3 ]

O OO D
o O
Ut DN OO

—1

OO NN O =
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Hence V + W = R°, and a basis for V + W is constituted by sy, s9, S3, t1, ta.



(b) Let

7t1:

o NN O O =
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Define V' = Span ({s1, 82,83}), W = Span ({t1, to, t3}).

We want to find a basis for V + W.

Yo

| s1[sz[ss|t1]t2]6s ]

W, W \*)

Define U =

Wt

O NN O V=

We find the reduced row-echelon form U’ which is row equivalent to U

2=y
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The rank of U’ is 5, and the pivot columns are the first five Columns.

0
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0
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Hence V + W = R°, and a basis for V + W is constituted by sy, s, S3, t1, to.




(c) Let

1 2 7 —3
—2 —3 —12 4
s;i=|1]|,s0=11],83=1| 5 | ,s4y=[—-1]|,
—2 —3 —12 4
| 1] _3_ i 9 ] =5
and
(1] [ 2] [ 4 ] [ 2] [ 6 |
0 —4 —7 -5 -9
ti1=| 0|, to= 1], t3=|3 [, ty=1] 2 |, t;= 4 | ,tg=
—1 —5 —7 —3 —10
_1_ _6_ kN _3_ i 7 |
Define

V = Span ({817 S92, S3, S4}>, W = SPan <{t17 t27 t37 t47 t57 t6}>

We want to find a basis for V + W.

Define
U= [818283S4t1t2t3t4t5t6}.




(¢) Let

[ EeN [ ] =
—2 -3 Sy 4
si;=|1|,s0=|1],83=]| 5 | ,s4y=|—-1],
—2 -3 —12 4
1] | 3] 9 | —9]
and
e -2 - 4 e [ 6 ]
0 —4 —7 —5 —9
t1=|0 |, to=|1|,65=1|3 | ,ts4=1| 2| ,t5= 4.1 by =
| —5 —7 —3 —10
I O | O | = k 7 |
Define

V' =Span ({s1,89,83,84}), W = Span ({tq, to, ts, ty, ts5, ts}).

We want to find a basis for V + W.

Define
= [Sl‘82183'841131‘tg’tg‘tﬂtﬂtg}.

W Wy Wy Mp Ug wg By W Y e




We find the reduced row-echelon form U’ which is row equivalent to U:

1 2 7 =31 2 4 2 6 4
-2 -3 -12 4|10 —4-7-5 -9 —7
U = 11 5 =10 1 3 2 4 3

—2 -3 —12 4 |—-1 =5 =7 =3 =10 —6

1 3 9 —-5/1 6 5 3 7 5 |
(103 1/0—-12031"
012-2/01 1010

e —U'=1000 01 1 0011
000 00 0 0101
000 0[0 0 0000 |

The rank of U’ is 4, and the pivot columns are the first, second, fifth, eighth columns.

Hence a basis for V' 4+ W is constituted by
S1, 59, tl, t4.

Remark.

Suppose V, W are respectively given as the null spaces of some matrices with n columns.

Then we first obtain a basis for V' and a basis for W, and then apply Theorem (2) to obtain
a basis for V + W.



We find the reduced row-echelon form U’ which is row equivalent to U:

O =) = O

The rank of U’ is 4, and the pivot columns are the first, second, fifth, eighth columns.

Hence a basis for V' + W is constituted by
S1, S2, t1, ta.

Remark.

Suppose V, W are respectively given as the null spaces of some matrices with n columns.
Then we first obtain a basis for V' and a basis for W, and then apply Theorem (2) to obtain
a bagis for V + W.



5. Theorem (F). (Replacement Theorem in the context of subspaces of R".)
Let W be a subspace of R".
Let s1,89,- -+ ,8p, t1,t2,- -+, t, be vectors in W.

Suppose none of these vectors is the zero vector.

Suppose s1, S92, - - - , S, are linearly independent.
Further suppose t1,ty, - - - , t, constitute a basis for W.
Then:
* ¢ > p, and
e there is a basis for W which is constituted by:

* 81,82, , 8, together with

* some q — p vectors from amongst t1,ta, -+, t,.
Remark.

In plain words, the conclusion in this result says that

the linearly independent vectors sy, Sg, - - - ,s, in W (which do not necessarily constitute
a basis for W' because there may be not enough of them to ‘span’ every vector in W) can
be used for ‘replacing’ p vectors from amongst any given basis for W, say, ti,te, - -+ , t,.



6. Proof of Theorem (F).
Let W be a subspace of R".
Let s1,89,---,8p,t1,t2,- -+, t, be vectors in W.

Suppose none of these vectors is the zero vector.

Suppose sg, Sg, - - - , S, are linearly independent.

Further suppose t1, to, - - - , t, constitute a basis for W.

Write uy, = sy, for each £ = 1,2, -+, p, and write uy;¢ =ty for each £ =1,2,---  q.
Define

V' = Span ({uj,uy,---,u,}).
By assumption,
W = Span <{up+17 Upi2,- - 7up+q})'

We have
V+ W= Span <{u17 U, -+, Up, Upp1, Upy2, - " - 7up-|-q})'

Then, by assumption,

V + W = Span ({up_|_1, U_p+2, ce ,up_|_q}> = W.

The conclusion then follows from an application of Theorem (2).



6. Proof of Theorem (F).
Let W be a subspace of R”.
Let 81,89, - ,8p, t1,t2,- -+, t, be vectors in W.

Suppose none of these vectors is the zero vector.

Suppose s1, 82, - -, S, are linearly independent,

Further suppose ty, tg, - - -, t, constitute a basis for W.
Write uy, = sg for each k = 1,2, -+ ,p, and write u,,y =ty foreach £ =1,2,--- ,q.

Define P(ﬁ) \M,\M,.-.,‘&p W OV\DQ/J;SASZW \/
V' =Span ({ug,ug, - ,u,}).
By assumption | i
’ f@*ﬁ)\*eﬂ,\*pﬂ,--.,u +9 O Chae.
W = Span ({up+1> Upio, - aup+q}>- o~ bas) ~ov wP, b 0%

We have

V+W= Span <{u17 Uy, -+, Up, Upy1, Upyg, - - >up+q})-
- Themen (2) Tells wo thik
W”’K(ﬁ)/(ﬁ#)/

[N \owﬁ) \/-\-\J R 51\'(’/\5
V\\,ML,...ﬁ,u:r o\ sapplemerted

The conclusion then follows from an application of Theorem (2). by exastly some g;pvecton
s /ﬁm\ \A?_.(\/ M?-k),/.../b\f'?i ,

2k V+W B aho W - Done .

Then, by assumption,

"V + W = Span ({Upi1,Upta, -+ ,Upiq}) = W.




7. Illustrations for Theorem (F).

1 2 1 0 0
(a)Let81: 1782: 3,t1: O,tgz 1,t3: 0].
2 6 10 0 1

Take for granted that sy, s9 are linearly independent, and that tq, to, t3 constitute a basis
for R3.

We want to obtain a basis for R? constituted by sy, ss and some vectors from amongst
t17 t27 t3-

Define U = [Slththtg].
We find the reduced row-echelon form U’ which is row equivalent to U:

(1 2[100] 10/ 3 0 —1 ]
U=113010] —+----. —U'=|01/-10 1/2
126001 000 1-1/2

The rank of U’ is 3.
The pivot columns of U’ are the first, second and fourth columns.

Hence a basis for R? is constituted by sy, 9, to.



7. Illustrations for Theorem (F).

I 2 1 0 0
(a)Let81: 1 g B = ?) ,tlz O,tgz 1,t3: 0].
2 S 0 0 1

Take for granted that s1, so are linearly independent, and that t1, to, t3 constitute a basis
for R3. |

We want to obtain a basis for R® constituted by s1, sy and some vectors from amongst
tq, to, ts.

We W Wy W Wy
Define U = [81’82“1’132‘133]
We find the reduced row-echelon form U’ which is row equivalent to U:

112]1]0/0 o e T
El—B L D o R S —U'=|0l1|-1|0]1/2
216(0(0l1 0/0| 0 |1]-1/2

“i‘ AL \'\d} ‘Q“\——/\/_\/—\_/\/\ \L;‘ b\/d), M}
The rank of U’ is 3.

The pivot columns of U’ are the first, second and fourth columns.

Hence a basis for R? is constituted by s1, sg, to.



1] 2 7 1
1 1 3 1

(b) Let 81 = sloti=] o= = Define W = Span ({tq, t2, t3}).
1) ~1 -5 2

Take for granted that tq, to, t3 are constitutes a basis for W'.
Note that sy Is linearly independent. Take for granted that s; € W.

We want to obtain a basis for W constituted by s1 and some vectors from amongst
t17 t27 t3'

Define U = [Sltltztg].

We find the reduced row-echelon form U’ which is row equivalent to U:

112 7 1 110 —1 0
11 o3 1 , ol 4 0
U=1l39 5 1| 7" — U =100 01
11 -5 2 | 00 0 0

The rank of U’ is 3.
The pivot columns of U’ are the first, second and fourth columns.

Hence a basis for W is constituted by sy, t1, ts.



Fil E2g g |
1 1 J 1 ,

(b) Let s1 = NE g = 5 | ty = 5 | ty = 1] Define W = Span ({ti, t2, t3}).
LI = F=al [%ad|

Take for granted that tq, to, ts are constitutes a basis for W .
Note that sy is linearly independent. Take for granted that s; € W,

We want to obtain a basis for W constituted by s; and some vectors from amongst
t1, to, ts.

Define U = [Slitl‘t2’t3]-

We find the reduced row-echelon form U’ which is row equivalent to U:

1121711 1101=1| 0
REERERE . lolil 4]0
U=lslol5|_1]| — — U =10lol 01

S s G 10jof 00

The rank of U’ is 3.
The pivot columns of U’ are the first, second and fourth columns.

Hence a basis for W is constituted by s, t1, ts.



—2] 3 1
1 —2 —4
(c)Lets;= | 1 |,s0=1|01|,s3=1|0],andt; —e()foreach]—12345
0 1 0
0 0 | 1

Take for gl_"ant_ed that SI, S9, S3 are Ij}leaz_“]y independent, and that tq, to, t3, ty4, t5 consti-
tute a basis for R.

We want to obtain a basis for R* constituted by s, S2, 83 and some vectors from amongst
t17 t27 t37 t47 t5'

Define U = [818283t1t2t3t4t5].

We find the reduced row-echelon form U’ which is row equivalent to U:
(-2 3 1/10000] (10000 1 0 0
1 =2 —-401000 01000 0 1 0
U=|1 0 000100 —------ —U'=100100 0 0 1
0O 1 000010 000[{10 2 —3 -1
0 0 100001 00001 -1 2 4

The rank of U’ is 5.
The pivot columns of U’ are the first, second, third, fourth and fifth columns.

Hence a basis for R° is constutitued by s;, 82, s3, t1, to.



[ —2 M2 ks |
1 —2 —4
(c)Letsiy= |1 |,s9=1]0|,83=|0|,andt;= e§5) for each 3 =1,2,3,4,5.
0 1 0
0 0 | N

Take for granted that sy, sg, 83 are linearly independent, and that tq, to, ts, t4, ts consti-
tute a basis for R,

We want to obtain a basis for R® constituted by sq, sq, S5 and some vectors from amongst
t1, b2, t3, by, 5.

Us Uy Uy W

Define U = [81182183‘131“2“3’134‘135}

We find the reduced row-echelon form U’ which is row equivalent to U:
21 3| 1 [1j0joloje] [ 1/0[0[010| 1 {0 (0 ]
1 [—2]1—4|0]|1]0({0]0 011]0(0j0} 0] 110
U= 1| 1101]01]0]0[1]0]0] — --vv-- — U '=10/01[0/0/0] 0|1
Of(11(01]0[0]0]{1]|0 0/00|1/0f 2 [—=3/—1
| 0] 0] 1/)0]0)0/0f1 0(0jO|0f1|—1f 2 [ 4
M Yo, W U‘O\“A Q\/\v—ﬁ/\/\/\’\/‘\/\f—wu W, \'\/U{i\kl 3
The rank of U is 5. T

The pivot columns of U’ are the first, second, third, fourth and fifth columns.

Hence a basis for R® is constutitued by s, Sg, S3, t1, to.



(d) Let

—4 —2 —1 3

1 0 0 0

0 —1 3 —5
s;=1|01,s0=|-2|,s3=|[6],s4=1]—-0],

0 1 0 0

0 0 1 0

| 0 | 0 0 |1

and

t; = e\ for each j =1,2,3,4,5,6,7.
Take for granted that sy, S9, S3, 84 are linearly independent, and that t1, to, t3, ty, ts, tg, t7
constitute a basis for R'.

We want to obtain a basis for R’ constituted by si,ss,Ss3,s4 and some vectors from
amongst t17 t27 t37 t47 t57 t67 t7-

Define U = [SlSQSgS4t1t2t3t4t5t6t7}.



(d) Let

[ —4] [—2] [—1] [ 3]
1 0 0 0
0 —1 3 —5
si=|0]|,8=|-2|,s3=1|6]|,s4=|—6],
0 Il 0 0
0 0 1 0
05 U =0 X

and

t; = 65-7) for each j =1,2,3,4,5,6,7.

Take for granted that sy, s9, s3, 84 are linearly independent, and that t1, to, ts, ta, ts, tg, tr
constitute a basis for R’

We want to obtain a basis for R” constituted by s1, 89, 83,84 and some vectors from
amongst ty, to, ts, ty, ts, tg, t7.

Define U = | sy |82|8s|s4|t1|t2|ts|ta|ts5]ts|t7 ].

\&' \AL \&} Lk% \1{ b(@ \A--l \dl_& (.(3 “(0 \L“



We find the reduced row-echelon form U’ which is row equivalent to U:

[ —4 —2 —1 3/1000000]

1 0 0 00100000

0 —1 3 =50010000

U =10 -2 6 —6/0001000

0 1 0 00000100

0 0 1 00000010

0 0 0 10000001
100001000 0 0 |
010000001 0 O
001000000 1 0
R —U'1000100000 0 1
000014002 1 —3
000000101 =35
000000012 —6 6 |

The rank of U’ is 7.

The pivot columns of U’ are the first, second, third, fourth, fifth, seventh and eighth
columns.

Hence a basis for W is constituted by sq, s9, 83, 84, t1, t3, t4.



We find the reduced row-echelon form U’ which is row equivalent to U:
Wy N Wy
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The rank of U’ is 7.

The pivot columns of U’ are the first, second, third, fourth, fifth, seventh and eighth
columns.

Hence a basis for W is constituted by s, s9, S3, S4, t1, t3, ta.



8. Recall the statement of Theorem (B) from the handout Bases for subspaces of R":
Any two bases for a subspace of R" have the same number of vectors.

Equipped with Theorem (F), we are now ready to prove Theorem (B).

9. Proof of Theorem (B).
Let W be a subspace of R".

If W be the zero subspace, then the empty set is the only basis for W, and in this situation,
there is nothing to prove.

From now on suppose W is a non-zero subspace of R".
Suppose Xi, X, - -+ , X, constitute a basis for W.

Also suppose y1,y2, -,y constitute a basis for W.

We are going to verify that p = p':

By assumption, xi,X», -+ , X, are linearly independent vectors in W, and
Yi,¥2, - , ¥y constitute a basis for W. Then p < p'.

Also by assumption, yi,ys2, - , ¥, are linearly independent vectors in W, and
X1, Xa, - , X, constitute a basis for W. Then p’ < p.

It follows that p = p/.



10. Now recall Theorem (C) below, proved in the handout Bases for subspaces of R™:

11.

Suppose W is a non-zero subspace of R". Then W has a basis which consists of at least
one and at most n vectors in R".

Combining Theorem (C) and Theorem (F), we will obtain Theorem (G).

Theorem (G). (Extension of linearly independent set to basis in the context
of R".)

Let W be a non-zero subspace of R", and u;,uy, - -+ ,u, be vectors in W.

Further suppose that uy, uy, - -+ ,u, are linearly independent.

Then, there is some basis for W, which is constituted of at most n vectors, amongst them
being the vectors uj, ug, - - - , u,.

Remark.
In plain words, the conclusion in this result says that
the linearly independent vectors uy, Uy, - - - , u, in W (which do not necessarily constitute

a basis for W because there may be not enough of them to ‘span’ every vector in W)
can be ‘extended’ to give a basis for W'.



12. Proof of Theorem (G).
By Theorem (C), W has a basis, constituted by, say, some ¢ vectors

Up+1, Upt2, "+, Uptg

in W, for which
q < n.

None of these g vectors is the zero vector.

By assumption:

- none of the p vectors uy, uy, - - - ,u, is the zero vectors, and

« each of these vectors is a linear combination of w,y1, Upi2, - -+, Wptq-

Then by Theorem (F), we have

q = p
and there is a basis for W which is constituted by
* U, Uy, ,u, together with

e some g — p vectors from amonest u u SRR § P
p+1, Up+2, y Up+q



