1. Recall the definition for the notion of linear combination:

Let uy, s, - - - ,u, be vectors in R™.

Let v be a vector in R™.

We say v is a linear combination of uy, uy, - - - ,u, if the statement (1) holds:
(1) There exist some real numbers aq, g, - - - , , such that

V = iUy + aousg + - - - + o, Uy,

The expression ajuy + asuy + - - - + U, on its own is called the linear combination of
the vectors uy, Uy, - - - , U, and the scalars oy, s, - -+ , Q.

Also recall Lemma (A):

Let A be an (m X n)-matrix, and t be a vector in R".

Suppose that for each j = 1,2,--- n, the j-th column of A is a; and the j-th entry of
-

tist;. (So A=[aj|ag|---|a,]andt = t?

Za

Then At = t1a1 + tgag + - F tnan.



2. Question.
Suppose the vectors uy, U, - - - ,U,, v In R™ are given to us in ‘concrete’ terms.

How to determine whether v is a linear combination of uy,us, - -+ ,u,, or not?
How do we approach this question?

Lemma (A) will be instrumental in answering this question.

With the help of Lemma (A), we are going to translate this question about a collection of
vectors into a question about a system of linear equations determined by these vectors.

We can answer the latter question immediately and completely.

Then with the help of Lemma (A) again, we will translate the answer to the latter question
back into a complete answer to the original question.

Answer to the question.
This is provided by Theorem (F) and Corollary to Theorem (F).
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3. Theorem (F).
Let uy,ug, -+ ,u,,v € R", and U = [uy |uz| -+ |u,|.

The statements below are logically equivalent:

(#) v is a linear combination of uy, ug, - - - , 1, and scalars oy, ao, -« -, ay,.
Q
(b) The system LS(U, v) with unknown x is consistent, with a solution X = Of2 ’
.
Remark.
When we don’t mention the a;’s, Theorem (F) gives:
v is a linear combination of uy, g, --- ,u, if and only if the system LS(U, v) with

unknown x is consistent.

Corollary to Theorem (F).
Let uj,ug, -+ ,u,, v €R" and U = [u; |uz| -+ |u, ].

The statements below are logically equivalent:

(Ntt) v is not a linear combination of uy, ug, - -+ , U,

(~b) The system LS(U, v) is inconsistent.



4. Proof of Theorem (F).

Let uy,ug, -+ ,u,, v € R" and U = [ui|uz|--- |u,].
e Suppose (§) holds. Then v is a linear combination of uy, us, - - - , u, and scalars
ap, g, - -, Qi

[We want to deduce:

“The system LS(U, v) with unknown x is consistent, with a solution ‘x =

By assumption, aju; + aoug + - - - + au, = V.

&3]
Define t = O@

Qi

Then by Lemma (A), Ut = aqu; + agus + - - - + au, = V.
Therefore ‘x = t’ is a solution of the system LS (U, v).

By definition, LS (U, v) is consistent.

Hence (b) holds.




4. Proof of Theorem (F).

Let ug,ug, -+ ,uy,, v € R and U = [ug|ug| - |u,].
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Then by Lemma (A), Ut = ajug + apug + - -+ + au,, = V.
Therefore ‘x = t’ is a solution of the system LS(U, v).

By definition, LS(U, v) is consistent.

Hence (b) holds.




e Suppose (P) holds.

Then the system LS (U, v) with unknown x is consistent, with a solution ‘x =

[We want to deduce:

‘v is a linear combination of uy, uy, - -+ ,u, and scalars aq, g, - -+ , ]
o]
Qa2

Define the vector t by t = |
| O |

By definition, v = Ut.
Then, by Lemma (A), v =Ut = aju; + asusg + - - - + a,u,,.

Therefore, by definition, v is a linear combination of uy, us, - - - , u, and scalars
Ay, Qig, - -, Qi

Hence (#) holds.




« Suppose (b) holds.

Then|the system L£S(U, v) with unknown x is consistent, with a solution ‘x =

[We want to deduce:
'V is a linear combination of uy, ug, - -+ ,u, and scalars ay, g, - -+, o,

Define the vector t by t =

By deﬁnjtjon) ‘V = Ut‘/_,_.} Q;w»-cL\Q/ g {—1\%-0{ Gde t;xc &Q*%?HAABA W Tevms "’}( W, W,..., LL»\?
Then, by Lemma (A), v = Ut = aquy + aguy + - - - + o,

Therefore, by definition, v is a linear combination of uy, ug, - - - , u,, and scalars
A, Qgy v+, Oipy. A

Hence () holds.



5. Theorem (F) and Corollary to Theorem (F), combined with what we know about solving equations, suggest
an ‘algorithm’ for determining whether a ‘concretely’ given vector is a linear combination of a ‘concretely’
given collection of vectors.

‘Algorithm’ associated to Theorem (F) and Corollary to Theorem (F).

Let up, uo, -+ ,u,, v € R". We are going to determine whether v is a linear combination of uy, uo, - - - , uy:
« Step (1).
Form the matrix U = |:U.1‘UQ"" \un]

Then form the augmented matrix representation C' = [ U \ \Y% ] for the system LS(U, v).

- Step (2).

Obtain some row-echelon form C* which is row-equivalent to C.

- Step (3).

Inspect C*, to ask whether the last column of C* contains a leading one.

* If yes, then conclude that LS (U, v) is inconsistent, and further conclude that not a linear combination

of Ug, U2, -+, Up.

x If no, then conclude that LS(U, v) is consistent, and further conclude that v is a linear combination
of up, Uz, -+, Up.
To indeed express v as a linear combination of uy, us, - -+ , u,, further obtain (from C’ﬂ) the reduced

row-echelon form C” which is row equivalent to C.

Read off from C" a solution of LS(U, v).

If 'x=

671

" is a solution of LS(U, v) then conclude that v = aju; + agus + - - - + a,u,,.
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6. Illustrations.

—7 —6 —12 —33
(a)Letu1: 5 , Uy = 5! , U3y = 7 , V.= 24
1 0 1 5

We want to determine whether v is a linear combination of uy, us, us.
Define U = [ul‘UQ‘IJ.g,].

—7 —6 —12|-33
The augmented matrix representation of LS(U, v)isC=| 5 5 7 | 24
1 0 4 5
We find some row-echelon form and then the reduced row-echelon form C” which are row-equivalent to C":
1 O 0] —3
C—s i —C"'=10 0 5 |,
0012
= —3
which is the augmented matrix representation of the system = 5
= 2
Hence £LS(U, v) with unknown x in R? has some solution, namely x = 5
2

Then v is a linear combination of uy, us, us. In fact, v.= —3u; + 5uy + 2us.



6. Illustrations.

—7 —06 —12 —33
(a) Letuy= | 5 [,ug=| 5|, us=| 7 |,v=| 24
1 0 4 D

We want to determine whether v is a linear combination of uy, ug, us.

" Define U = [ul‘UQ|U.3}.
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10 4 b
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(J — S sasaninan —C"=1010]|5 : \\‘H\e, @n/( S\ Ui -
0 0 1 2
= —3
which is the augmented matrix representation of the system = 4
ry —
-3
Hence LS(U, v) with unknown x in R® has some solution, namely x = | 5
2

Then v is a linear combination of uy, ug, us. In fact, v.= —3u; + 5uy + 2us.



0 1 —2 1

(b) Let uy, ug, u3, v be vectors in R, given by u; = [—1| ,up = |-2| ,u3=| 3 | ,v=|—4].
2 7 —12 11

We want to determine whether v is a linear combination of uy, us, us.

Define U = [ul\ug\ug].

0o 1 =21
The augmented matrix representation of LS(U, v)isC = | =1 =2 3 |—4
2 7 —12|11
We find some row-echelon form and then the reduced row-echelon form C” which are row-equivalent to C":
10 112
C —s i —s(C"=101 —-2|1
00 00
T + I3 = 2
which is the augmented matrix representation of the system xo — 2x3 = 1
0 =20
2
Hence £LS(U, v) with unknown x in R? has some solution, for instance, x = | 1.
0

Then v is a linear combination of uy, us, us. In fact, v=2u;+1-uy+ 0 - us.



0 1 —2 1

(b) Let uy, ug, us, v be vectors in R®, given by uy = |—1| ,up = |—2| ,us=| 3 | ,v=|—4]|.
2 7 —12 11

We want to determine whether v is a linear combination of uy, us, us.
Define U = [U11UQ|U3].
0o 1 =21

The augmented matrix representation of LS(U, v)isC= | —=1 =2 3 |—4
2 7 —12]11

We find some row-echelon form and then the reduced row-echelon form C” which are row-equivalent to C:

10 12 these 0 no eselig e

C—3viannnns —C'= 01 2|1 [ A the @K Sl
00 0|0
| + xz3 = 2
which is the augmented matrix representation of the system r9 — 223 = 1
0 =20
2
Hence LS(U, v) with unknown x in R? has some solution, for instance, x = |1].
0

Then v is a linear combination of uy, ug, us. In fact, v=2u; +1-uy +0 - us.



1 —1 1

2
(¢) Let uy, ug,u3, v be vectors in R®, given byu; = | 3 | ,up = [—2| ,u3=| 1 |, v=|7].
—1 3 -5 3

We want to determine whether v is a linear combination of uy, us, us.

Define U = [ul\ug\ug].

1 -1 1|2
The augmented matrix representation of LS(U, v)isC = | 3 —2 1 |7
-1 3 —=5|3
We find some row-echelon form and then the reduced row-echelon form C” which are row-equivalent to C":
1 -1 1|2
C — . — C’ﬂ — 0O 1 =21 — Yy e — C”
0 0 01

Note that C* is a row-echelon form which is row-equivalent to C.

Note that the last column of C* contains a leading one.
(So, without computing C” explicitly, we still know that the last column of C” is a pivot column.)

Then £S(U, v) with unknown x in R? is inconsistent.
Therefore v is not a linear combination of uy, us, us.



2
(c) Let uy,ug, us, v be vectors in R3, givenbyu; = | 3 | ,uo= |—-2|,u3=|1]|,v=|T7].
3

We want to determine whether v is a linear combination of up, usg, us.
Define U = | u; |ug|us |. |
1 =1 112
The augmented matrix representation of LS(U, v)isC=| 3 —2 1 |7

-1 3 —5(3

We find some row-echelon form and then the reduced row-echelon form C” which are row-equivalent to C"
~1 112 |
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Note that C* is a row-cchelon form which is row-equivalent to C.
Note that the last column of C* contains a leading one.

(So, without computing C” explicitly, we still know that the last column of C” is a pivot column.)
Then LS(U, v) with unknown x in R? is inconsistent.

Therefore v is not a linear combination of uy, usg, us.



(d) Let u;, us, us, uy, v be vectors in R*, given by

1 2 7 1 —1
1 1 3 1 0
u; — 3 , Uy = 9 ,Ug = 5 , Uy = 1 , V= 9
1 —1 —5 2 0

We want to determine whether v is a linear combination of ui, U, us, uy.

1 2 7 1 ]-1

Define U = [ u; | uz | ug| uy |. The augmented matrix representation of LS(U, v) is C' = é ; :; _11 8

1 -1 =5 2|0

We find some row-echelon form and then the reduced row-echelon form C’ which are row-equivalent to C"

10 —-10]3
, 101 4 0|-1
C— v — ("= 00 0 1|—2
00 O 00
( I - T3 3
A : . x9 + 4dx3 = —1
which is the augmented matrix representation of the system < X
Ty = —
\ 0= 0
3
Hence £LS(U, v) with unknown x in R* has some solution, for instance, x = _01
—2

Then v is a linear combination of uy, us, us, uy. In fact, v=3u; — 1-uy + 0 - uz — 2uy.



(d) Let uy, uy, us, ug, v be vectors in R*, given by

1 2 7T 1 —1
1 1 3 1 0
u; = 3 , Ug = 2 , U3 = 5 , Uy = —1 y V.= 9
1 —1 -5 2 0

We want to determine whether v is a linear combination of uy, usg, us, uy.

1 2 7 1 |-1
11 3 110
3 2 5 —-119
1 -1 -5 2|0

We find some row-echelon form and then the reduced row-echelon form C” which are row-equivalent to C":

Define U = [ u [ Uy | us | uy ] The augmented matrix representation of LS(U, v) is C =

10 -1 0] 3 .
g merseany — - 00 0 1|-2 (\\"tl,\q, (AA_/I( C,AU.M\\'\.
00 0 0]O0
21 — I3 = g
4 -
which is the augmented matrix representation of the system Ty A+ 4T3 ;
Ty = —
0= 0
!
Hence LS(U, v) with unknown x in R* has some solution, for instance, x = _01
—2

Then v is a linear combination of u, ug, ug, uy. In fact, v=3u; —1-uy + 0 - uz — 2uy.



(e) Let uy, ug, u3, uy, v be vectors in R*, given by

1 1] 1 1] (1]

1 0 —1 0 0
u; = 3 , U = 4 , U3 = 4 y Ug = 3 y V.= 11

2 2 1 1 0

We want to determine whether v is a linear combination of uy, us, Uz, Uy.

Define U = [uﬂuﬂuﬂud.

11 1 1)1
: . . 10 —10|0
The augmented matrix representation of LS(U, v) is C' = 24 4 301
22 1 1|0
We find some row-echelon form and then the reduced row-echelon form C” which are row-equivalent to C":
(11111 ]
......... p_ |01 10]-2 /
C — — C 0011 3 | — C
00001

Note that C* is a row-echelon form which is row-equivalent to C.

Note that the last column of C* contains a leading one.
(So, without computing C” explicitly, we still know that the last column of C" is a pivot column.)

Then £S(U, v) with unknown x in R* is inconsistent.
Therefore v is not a linear combination of uy, us, us, uy.



(e) Let Uy, Uy, U3, Uy, V be vectors in IR4 given by

(1] (1] 1 (1] (1]
1 0 —1 0 0
u; = 3 , U = 4 , Ug — 4 , Uy = 3 s V= i
2 2 1 1 0

We Want to determine Whethel v is a linear combination of uy, us, us, uy.
Define U = | ug |uy us | uy |.

11 1 1)1
. . . 10 —10(0
The augmented matrix representation of LS(U, v) is C = 34 4 3|1
22 1 110
We find some row-echelon form and then the reduced row-echelon form C” which are row-equivalent to C
(11111 |
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Note that C! is a row-echelon form which is row-equivalent to C.
Note that the last column of C¥ contains a leading one.
(So, without computing C” explicitly, we still know that the last column of C” is a p1vot column.)

Then LS(U, v) with unknown x in R* is inconsistent.
Therefore v is not a linear combination of uj, uy, us, u,.



f) Let uy, us, us, uy, us, ug, v be vectors in R*, given b
) y U3, y Uh, U6, ) 8 )4

0 0 2 3 5 -7 12
—1 2 1 —1 0 —2 0
u; = 9 , Uy = 4 , U3 = 1 , Uy = 3 , Uy = 9 , Ug = 1 y V.= 5
3 —6 —1 5) 4 0 10

We want to determine whether v is a linear combination of uy, us, usz, uy, Us, Ug.

Define U = [ul\ug\ug\u4\u5\u6]

0O 0 2 3 5 =712
-1 2 1 =10 =20
2 —4 -1 3 2 1|5
3 —6 -1 5 4 0 |10

We find some row-echelon form and then the reduced row-echelon form C’ which are row-equivalent to C"

The augmented matrix representation of LS(U, v) is C' =

1 2000 1|1
, |0 0 101 =23
C— . — (' = 00 011 —1!2
00 00O0 OO0
(21 — 2 + x5 = 1
ich i : : x3 + x5 — 216 = 3
which is the augmented matrix representation of the system <
Ty + x5 — T = 2
0 0
\
=k
0
Hence £S(U, v) with unknown x in R has some solution, for instance, x = g .
0
—0—

Then v is a linear combination of uy, us, u3, uy, us, ug. In fact, v=1-u; +0-us 4+ 3ug+2uy;, + 0 - u; + 0 - ug.



(f) Let u;, uy, us, ug, Us, ug, v be vectors in R*, given by

0 0 2 3 5} —7 12
—1 2 1 —1 0 —2 0
W=1q W= | _y4| WB=|_q| W= 3 | W= |9 U= 11V — 5
3 —6 -1 ) 4 0 10

We want to determine whether v is a linear combination of uj, Uy, us, Uy, Us, Ug.

Define U = [U1|112|U_3|114IU_5|L16]

0o 0 2 3 5 —-7|12
-1 2 1 —-10 -2|0
2 -4 -1 3 2 115
3 —6 -1 5 4 0 |10

We find some row-echelon form and then the reduced row-echelon form C” which are row-equivalent to C:

The augmented matrix representation of LS(U, v) is C' =

1 2000 1|1 : saiha By
Ot o 00101 s ] s b o lediy
~ |0 0 011 —1/2 Lt lak Colwme
0O 0 000 010
T1 — 29 + &g = 1
L5 . . ; T3 + x5 — 22 = 3
which is the augmented matrix representation of the system
Ty + Zp Tg = 2
0 0
-1
0
Hence £LS(U, v) with unknown x in R® has some solution, for instance, x = g :
0
._O—

Then v is a linear combination of uy, uy, ug, uy, us,ug. In fact, v=1-u; +0-uy+3uzs+2uy +0-us + 0 - ug.



7. Recall the definition for the notion of consistent systems.

Let A be an (m X n)-matrix and b be a vector in R™.
The system LS(A, b) is said to be consistent if and only if

LS (A, b) has at least one solution in R".

In the light of this, Theorem (1) is an immediate consequence of Theorem (F):

Theorem (1).

Letuy,ug, - - - ,u, be vectors in R™, and U be the (mxn)-matrix given by U = [uy |uz|- -+ |u, |.

The statements below are logically equivalent:

(a) Every vector in R™ is a linear combination of uy, ug, -+ - , u,.
(b) For any v € R™, the system LS(U, v) has at least one solution in R".

(¢) The reduced row-echelon form which is row-equivalent to U is of rank m.

Remark.

Statement (c) is just another way of stating that for each v. € R”, the reduced row-
echelon form which is row-equivalent to the augmented matrix representation of the system
LS (U, v) will have m pivot columns, all within the first n columns.



Theorem (2) below is a consequence of Theorem (E) in the Handout Existence and unique-
ness of solutions for a system of linear equations whose coefficient matrix is a square matrix

Theorem (2).

Suppose uj, uy, - - - , U, are vectors in R".

Define the (n x n)-square matrix U by U = [u; |uz |-+ |u, ].
Then the statements below are logically equivalent:

(a) Every vector in R" is a linear combination of uy, g, « - , u,.
(b) U is non-singular.

(¢c) U is invertible.

Remark.

This result will be merged with Theorem (E) in the Handout Existence and uniqueness of
solutions for a system of linear equations whose coefficient matrix is a square matrix later,
alongside more re-formulations for the notion of non-singularity.



