
MATH1030 Classification of systems of linear equations in terms of reduced row-echelon forms

1. Question.
Why are we interested in row-echelon forms and reduced row-echelon forms? What is the relevance of Gaussian
elimination for matrices to systems of linear equations?
Answer.
Suppose (S) is a system of linear equations and C is the augmented matrix representation of (S).
Further suppose Gaussian elimination is applied to C to give the sequence of row operations

C = C1 −→ C2 −→ · · · −→ CN−1 −→ CN = C ′

which ends at the reduced row-echelon form C ′ which is row-equivalent to C, and (S2), · · · , (SN ) are the systems of
linear equations whose respective augmented matrix representation are C2, · · · , CN .
Then the systems (S2), · · · , (SN ) are what we will obtain in succession, with one ‘equation operation’ each time,
starting from the (S), towards some system, namely (SN ), from which we can read off all solutions (if any at all) of
S easily.
Remark. We have established a dictionary which helps us translate between ‘solving systems of linear equations’
and ‘finding reduced row-echelon forms for matrices’.

2. Theorem (1). (Re-formulations of consistency for systems of linear equations.)
Suppose (S) is a system of m linear equations with n unknowns, and C is the augmented matrix representation of
the system (S).
Suppose C ′ is the reduced row-echelon form which is row-equivalent to C.
Then the statements below are logically equivalent:

(a) (S) is consistent.
(b) The last column of C ′ is not a pivot column.
(c) No row of C ′ reads as [ 0 · · · 0 1 ].

Remark. By logic, these three statements below are logically equivalent:

(a) (S) is inconsistent.
(b) The last column of C ′ is a pivot column.
(c) Some row of C ′ reads as [ 0 · · · 0 1 ].

3. Illustrations for Theorem (1).

(a) (Refer to Example (2) in the handout What is solving a system of linear equations, and to Example (♯) in the
handout Row-echelon forms and reduced row-echelon forms.)

Consider the system (S) :

{
x1 + 2x2 + 2x3 = 4
x1 + 3x2 + 3x3 = 5
2x1 + 6x2 + 5x3 = 6

. The reduced row-echelon form C ′ which is

row equivalent to the augmented matrix representation C of the system (S) is given by

C ′ =

[
1 0 0 2
0 1 0 −3
0 0 1 4

]
.

The system (S) is consistent.
(b) (Refer to Example (3) in the handout What is solving a system of linear equations, and to Example (♯) in the

handout Row-echelon forms and reduced row-echelon forms.)

Consider the system (S) :

{
x1 − x2 + x3 = 2

3x1 − 2x2 + x3 = 7
−x1 + 3x2 − 5x3 = 3

. The reduced row-echelon form C ′ which is

row equivalent to the augmented matrix representation C of the system (S) is given by

C ′ =

[
1 0 −1 0
0 1 −2 0
0 0 0 1

]
.

The system (S) is inconsistent.
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(c) (Refer to Example (4) in the handout What is solving a system of linear equations, and to Example (♯) in the
handout Row-echelon forms and reduced row-echelon forms.)

Consider the system (S) :

{
x2 − 2x3 = 1

−x1 − 2x2 + 3x3 = −4
2x1 + 7x2 − 12x3 = 11

. The reduced row-echelon form C ′ which

is row equivalent to the augmented matrix representation C of the system (S) is given by

C ′ =

[
1 0 1 2
0 1 −2 1
0 0 0 0

]
.

The system (S) is consistent.

4. Theorem (2). (Classification of consistent systems of linear equations.)
Suppose (S) is a system of m linear equations with n unknowns, and C is the augmented matrix representation of
(S).
Suppose C ′ is the reduced row-echelon form which is row-equivalent to C. Denote the rank of C ′ by r.
Suppose (S) is consistent.
Then r ≤ n, and the pivot columns of C ′ are within the first n columns of C ′ from the left. Furthermore:—

(a) If r = n then C ′ reads as

C ′ =


1 0 · · · 0 u1
0 1 · · · 0 u2
...

... . . . ...
...

0 0 · · · 1 un
0 0 · · · 0 0


and (x1, x2, · · · , xn) = (u1, u2, · · · , un) is the unique solution of (S).

(b) Suppose r < n. Then exactly n − r columns of C ′ amongst the first n columns of C ′ from the left are free
columns, and C ′ reads as

C ′ =



1 ⋆ · · · ⋆ 0 ⋆ · · · ⋆ 0 · · · · · · · · · 0 ⋆ · · · ⋆ u1
0 0 · · · 0 1 ⋆ · · · ⋆ 0 · · · · · · · · · 0 ⋆ · · · ⋆ u2
0 0 · · · 0 0 0 · · · 0 1 · · · · · · · · · 0 ⋆ · · · ⋆ u3
...

...
...

...
...

... . . . ...
...

...
...

...
...

... . . . ...
0 0 · · · 0 0 0 · · · 0 0 0 · · · 0 1 ⋆ · · · ⋆ ur
0 0 · · · 0 0 0 · · · 0 0 0 · · · 0 0 0 0 0 0


There are infinitely many solutions for (S). One of these solutions is given by ‘xd1

= u1, xd2
= u2, ..., xdr

= ur

and xf1 = · · · = xfn−r = 0’.
There are some numbers ♯k,ℓ, for which k runs from 1 to r and ℓ runs from 1 to n− r, so that the solutions of
(S) are described by 

xd1
= u1 + ♯1,1t1 + ♯1,2t2 + · · ·+ ♯1,n−rtn−r

xd2 = u2 + ♯2,1t1 + ♯2,2t2 + · · ·+ ♯2,n−rtn−r

...
xdr

= ur + ♯r,1t1 + ♯r,2t2 + · · ·+ ♯r,n−rtn−r

xf1 = t1
xf2 = t2

...
xfn−r

= tn−r

where t1, t2, · · · , tn−r are arbitrary numbers.

Remark. In the context of Theorem (1), we will refer to the xfi ’s as the free variables of the system, and the
xdj

’s as dependent variables of the system.

5. Illustrations for Theorem (2).

(a) (Refer to Example (1) in the handout What is solving a system of linear equations.)
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Consider the system (S) :

{
x1 + 3x2 = 3
2x1 − x2 = 4

The reduced row-echelon form C ′ which is row equiv-

alent to the augmented matrix representation C of the system (S) is given by

C ′ =
[
1 0 3
0 1 −1

]
.

The system (S) is consistent, and the rank of C ′ is the same as the number of unknowns in the system (S).
The system (S) has a unique solution, namely (x1, x2) = (3,−1).

(b) (Refer to Example (2) in the handout What is solving a system of linear equations, and to Example (♯) in the
handout Row-echelon forms and reduced row-echelon forms.)

Consider the system (S) :

{
x1 + 2x2 + 2x3 = 4
x1 + 3x2 + 3x3 = 5
2x1 + 6x2 + 5x3 = 6

. The reduced row-echelon form C ′ which is

row equivalent to the augmented matrix representation C of the system (S) is given by

C ′ =

[
1 0 0 2
0 1 0 −3
0 0 1 4

]
.

The system (S) is consistent, and the rank of C ′ is the same as the number of unknowns in the system (S).
The system (S) has a unique solution, namely (x1, x2, x3) = (2,−3, 4).

(c) (Refer to Example (4) in the handout What is solving a system of linear equations, and to Example (♯) in the
handout Row-echelon forms and reduced row-echelon forms.)

Consider the system (S) :

{
x2 − 2x3 = 1

−x1 − 2x2 + 3x3 = −4
2x1 + 7x2 − 12x3 = 11

. The reduced row-echelon form C ′ which

is row equivalent to the augmented matrix representation C of the system (S) is given by

C ′ =

[
1 0 1 2
0 1 −2 1
0 0 0 0

]
.

The system (S) is consistent, and the rank of C ′ is strictly less than the number of unknowns in the system
(S).
The system (S) has infinitely many solutions, described by (x1, x2, x3) = (2− t, 1+2t, t) where t is an arbitrary
real number.

(d) (Refer to Example (5) in the handout What is solving a system of linear equations, and to Example (♯) in the
handout Row-echelon forms and reduced row-echelon forms.)

Consider the system (S) :

{
x2 + x3 + 2x4 + 2x5 = 2

x1 + 2x2 + 3x3 + 2x4 + 3x5 = 4
−2x1 − x2 − 3x3 + 3x4 + x5 = 3

. The reduced row-

echelon form C ′ which is row equivalent to the augmented matrix representation C of the system (S) is given
by

C ′ =

[
1 0 1 0 1 10
0 1 1 0 0 −8
0 0 0 1 1 5

]
.

The system (S) is consistent, and the rank of C ′ is strictly less than the number of unknowns in the system
(S).
The system (S) has infinitely many solutions, described by (x1, x2, x3, x4, x5) = (10−s−t,−8−s, s, 5−t, t)where
s, t are arbitrary numbers.

6. Corollary (3). (A special case of Theorem (2).)
Suppose (S) is a system of m linear equations with n unknowns, and C is the augmented matrix representation of
(S).
Suppose C ′ is the reduced row-echelon form which is row-equivalent to C. Denote the rank of C ′ by r.
Suppose (S) is consistent.
Suppose m ≤ n. (So there are at most the same number of equations as there are unknowns.)
Then r ≤ m ≤ n. Furthermore:—
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(a) If r = m = n then (S) has a unique solution.
(b) If r < m or m < n then (S) has infinitely many solutions.

Remark. Illustrations for Theorem (2) also serve as illustrations for this corollary. For each of the system
concerned, the number of equations in the system is at most that of the number of unknowns.
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