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A 2smk 4cosk 4sink
k) = —zkwd o
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2. By standard derivation, we have the general solution
u(z,t) = Flx —t) + G(x + t)

with the additional condition w(z,0) = 0 (since we are only finding one
particular solution), where F(z) = G(z) = w

If you are curious about the deduction, you may refer to
https://www.math.ubc.ca/~feldman/m267/pdeft.pdf

So one particular solution to the original PDE is

U(I,t) — ef\mft\ +67\z+t|

3. By direct substitution, for fixed j

n—1
j 20k 1
E Cpe n —
n

k=0

k=0 t=0
n—1 n—1
1 2k
== ") 50
n t=0 k=0
4.
o 1 n—1 n—1 vikm
(fxg)(k) = O frgjr)e ™
7j=0 k=0
n—1 n—1
_ 1 g2k 1 _ . 2dkn
_nﬁ f].e ) EZgge
j=0 j=0
=n- f(k)g(k)
5. (a)

N—-1N—-1N—-1N-1

N—-1N-—
2 S ot 5SS e

m=0 n=0 m=0 n=0 k=0 [=0

= f(p,q)

(b) Let u, s be the entry at (r+1)-th row and (s+1)-th column of the
matrix U, here 0 < 7,5 < N — 1. Then from f = U fU we can easily
get

j.rs
Ups = eQﬂ'j ~

* VN


https://www.math.ubc.ca/~feldman/m267/pdeft.pdf
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Let uy, ,, be the entry at (m+1)-th row and (n+1)-th column of the
matrix U*, here 0 < m,n < N — 1. Then
" 1
Upy iy = Uy = —=€

VN
Then it is easy to verify that UU* =U*U =1

o

By Taylor’s expansion, we get
uw(@jie) = u(x;) + 2hu'(x;) + o(2h)
u(zj_2) = u(x;) — 2hu'(x;) + o(2h)
so we deduce that

’U/(l‘j) _ u(xj+2)4;bu(xj—2) + 0(1)

Then we can say that when we choose n is sufficiently large (or h is
sufficiently small), Dju can approximate u’, or D; can approximate
d

%.

Similarly,

2

u(agsa) = ula) + 4ot (z) + T (a) + o(h?)

16

u(@ja) = ulz;) — dha' () + ——u"(x;) + o(h?)
” (2340) — 2u(a;) + ula;_a)

U(xjya) — 2u(xr;) +ul(rj—y

u () = — 16h; =22 +0(1)

Then we can say that when we choose n is sufficiently large (or h is
sufficiently small), Dou can approximate u”, or Dy can approximate
d2
dz?

By the structure of Dju, it can be verified that

%) eik'afjJrz _ eik'acj,g
(Dle )j = T
So it suffices to show that
etk _ ikajoo
Ahetkz;
is independent of the jggex 7, and this value is exactly the eigenvalue

of Dy corresponding €7,

eikd,’j+2 _ eikd?j_z 6ik-($_7’+2h) _ eik-(1j72h)
4hetkz; N 4hetkz;
6i<2kh _ ei-(72kh)
4h
isin(2kh)
2




So €7 is the eigenvector of D; corresponding the eigenvalue %
for k=0,1,...,n—1.
Similarly,
eikwj+4 _ 26ik$]' + eik$j74 elk(wJ+4h) _ 2eik~a:j + elk(wallh)
16h2c7ke; - 16h2cike;
eidkh _ o 4 ci-(—dkh)
- 16h2
_cos(4kh) — 1
B 8h2
ikx isin(2kh)

So €' is the eigenvector of Dy corresponding the eigenvalue (——=;

% for k=0,1,...,n— 1.

Since e?*® are the eigenvectors of D; corresponding the distinct eigen-
values, we get that they are linearly independent. So the set contains

n linearly independent vectors forms a basis.

By (b) we get D1e™*™ = \pe™*® Dyelt® = (\;)2eth®

SO
n—1 — n—1 —
aDou + bDiu = aDs( tpet) + bDl(Z et
k=0 k=0
n—1 — n—1 —
=a Z()\k)%lkeikw +b )\kﬂkei’m
k=0 k=0
n—1
= Z(a()\k)Q + b)\k)ﬂkeikz
k=0
=f
n—1
_ Z fkezkx
k=0

—_—
Since {e“”}Z;é is a basis, comparing the coefficients leads to the
result that we want to prove.
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