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1 Review

1. Definition: T -invariant: Let T : V → V be a linear transformation, a subspace W ⊂ V is
called T -invariant if T (W ) ⊂W .

2. Example: {0}, V,N(T ) and R(T ) are T -invariant. Since T (0) = 0, T (V ) ⊂ V , T (N(T )) =
{0} ⊂ N(T ) and T (R(T )) ⊂ T (V ) = R(T )

3. Fact:

(a) fT is divisbile by fT |W .

(b) Eigenvalues and eigenvectors of T |W are also eigenvalues and eigenvectors of T .

(c) T is diagonalizable ⇒ T |W is diagonalizable.

2 Problems

1. Let W ⊂ V be T -invariant and λ1, · · · , λk be distinct eigenvalues of T . Suppose there are
v1, · · · , vk ∈ V such that vi ∈ Eλi

(T ) and v1 + · · ·+ vk ∈W , show that vi ∈W for all i.

Ans:

Method 1: Remark the hypothsis that v1 + · · ·+ vk ∈W ⇒ vi ∈W for all i as P (k).

For k = 1, P (1) holds obviously.

For k = n, we assume that P (n−1) holds, then since W is T -invariant and v1+ · · ·+vn ∈W ,
we have that T (v1 + · · ·+ vn) ∈W and λn(v1 + · · ·+ vn) ∈W . Thereforce,

T (v1 + · · ·+ vk)− λn(v1 + · · ·+ vk) = (λ1 − λn)v1 + · · ·+ (λn−1 − λn)vn−1 ∈W.

Since (λi−λn)vi ∈ Eλi
(T ), by induction hypothsis we have that (λi−λn)vi ∈W . λi−λn 6= 0

so vi ∈W for all i = 1, · · · , n− 1. Thereforce vn = (v1 + · · ·+ vn)− v1 − · · · − vn−1 ∈W .

Method 2: There is a polynomial fi ∈ Pk−1(F) such that

fi(λj) =

{
1, if i = j

0, if i 6= j

(See Tut7 Q5). Suppose that fj(t) =
∑k−1
l=1 clt

l Then we have that

fi(T )(vj) =

k−1∑
l=1

clT
l(vj) =

k−1∑
l=1

clλ
l
jvj = fi(λj)vj =

{
vi, if i = j

0, if i 6= j

Thereforce, fi(T )(v) = vi for all i = 1, · · · , k. Since v ∈ W and W is T -invariant, so

T l(v) ∈W for all l, then vi = fi(T ) =
∑k−1
l=1 clT

l(v) ∈W .
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2. Given an example of that T : V → V is linear and subspace W ⊂ V is T -invariant such that
T |W is diagonalizable but T not and dimW = dimV − 1.

Ans: Let V = R2, T (x, y) = (x + y, y), W = {(0, y) ∈ R2|y ∈ R}, it is easy to check T |W is
diagonalizable but T not.
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3. Let A ∈ Mn×n(F) be an upper trianglar matrix such that all diagonal entries of A are the
same. Suppose A is diagonalizablemm show that A is diagonal.

Ans: Suppose that A =


a ∗ ∗ · · · ∗
0 a ∗ · · · ∗
...

. . .
...

0 · · · 0 a ∗
0 · · · 0 0 a

, then fA(t) = (t − c)n, which means the

eigenvalue of A can only be c. Since A is diagonalizable, there exists some invertable matrix
Q such that Q−1AQ = cI, so A = Q(cI)Q−1 = cI and A is diagonal.
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4. Let T : V → V be linear and W ⊂ V be T -invariant. For u, v ∈ V , we say u ∼ v if u−v ∈W .
Denote [v] = {u ∈ V |u ∼ v} and V/W = {[v]|v ∈ V }, then define addition and multiple on
V/W as

[u] + [v] = [u+ v], α[u] = [αu].

Show that

(a) T [v] = [T (v)] defines a linear transformation T : V/W → V/W .

(b) T is diagonalizable ⇒ T is diagonalizable.

(c) fT = fT |W · fT .

Ans:

(a) i. T ([0]) = [T (0)] = [0]

ii. T (a[u] + [v]) = [T (au+ v)] = [aT (u) + T (v)] = a[T (u)] + [T (v)] = aT ([u]) + T ([v]).

Thereforce, T is linear.

(b) Since T is diagonalizable, ∀v ∈ W , v = v1 + · · · + vk, where vi ∈ Eλi
, T (vi) = λivi.

Then ∀[v] ∈ V/W , [v] = [v1] + · · ·+ [vk],

T ([v]) = T ([v1]) + · · ·+ T ([vk]) = [T (v1)] + · · ·+ [T (vk)] = λ1[v1] + · · ·+ λk[vk],

which means T is also diagonalizable.

(c) Let β1 = {w1, · · · , wn} be the basis of W , γ = {w1, · · · , wn, v1, · · · , vr} be the basis of
V and β2 = {v1, · · · , vr}. Claims that {[v1], · · · , [vr]} is the basis of V/W . Suppose
a1[v1] + · · · + ar[vr] = 0, then a1v1 + · · · + arvr = w ∈ W . w can be written as
w = c1w1+· · ·+cnwn, so we have a1v1+· · · arvr−c1w1−· · ·−cnwn = 0. Since γ is basis
of V , ai = 0 for all i, the claim is true. Let U = span(β2), [T |W ]β1

= A ∈ Mn×n(F),

[T |U ]β2 = B ∈ Mr×r(F), then we have [T ]γ =

(
A ∗
0 B

)
since W is T -invariant. So

fT = fT |W · fT |U = fT |W · fT .
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