Week 8

MATH 2040
November 4, 2020

1 Problems

1. (a) Let V be an m-dimension vector space, T : V' — V be a linear transformation and
be a basis of V. Suppose f(t) = ant™ + an_1t"" 1 + -+ + ag, then we can define f on
linear transformation and on matrix such that f(7') = a,T™ + 1TV 4+ -+ apl,
and f([T]g) = an[T)} + an-1[T]} " + -+ + aol. Show that [f(T)]g = f([T]s).

(b) Show that for some invertible @, f(QT]5Q) = Q' f([T]5)Q.

Ans: Recall that for all linear transformation 77,75 : U — V, B,~ are basis of U, V, and
«a € F, we have

o [Ty +Ta]y = [Th]; + [To])}
o when U =V and 8 =, [T112]g = [T1]s[T2]s
° [O{Tl]g = Oz[Tl]g
So in this problem, we have that [T%]5 = [T}g and [I,]g = 1I.
(a) [f(D)]s = iz aiT']p = 300 = 300, ailT']s = 3202, @[T = f((T]s)
(b) Here I use 2 method to show that
i. Since @ is invertible, there exists some basis v of V' such that Q = [I ]g, then

F@Q7MTIQ) = F(UTI6(1)5) = f([T],) = [f(D))y = UIFLAD)]6[1] = Q7 F(T)]sQ
ii. For all 4, we have that (Q7[T]3Q)" = Q' [T15Q, so

FQTMTIEQ) = Y ail@MTQ) =Y aQ ' T]HQ = Q'Y alThH)Q = Q' [f(T)]Q

=0 =0 =0



I { A, Mg, -+, Ag} is the set of eigenvalues of linear transformation 7 : V — V and f(t) =
(t— A1)t —A2) -+ (t — A\p). Suppose that T is diagonalizable, show that f(T") = 0.

Ans: Since T is diagonalizable, we can find a basis 8 = {vy, v, -
all eigenvectors of T', n > k. Note that ur()\;) = n;, reorder 8 and we can get
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Then [T)g—X\I =

so we can think [T]g — M1 is a k X k matrix with ¢ col ¢ row is zero. Thereforce

[F(D)]p = (T =2d) - (T = MD)]p = ([T]p = MI) -+ ([T]g = Aed) = 0
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-, vp}t of V. where v; are

—Xi) 1,

then f(T") = 0 since we know that the map ® : L(V, V) — M« (F), ®(T) = [Tp is injective.




3 1 1
3. Let A= 2 4 2
-1 -1 1
(a) Find the characteristic polynomial of A.
(b) Find eigenvectors.
(c) Is A diagonalizable? If so, find Q € M3y3(R) such that Q~tAQ is diagonal.

Ans:

3—t 1 1 3—t 1 1
faty=1]2 44—t 2 |=|2 44—t 2
-1 —1 1—t| |[4—t 4—t 4t
3—t 1 1 2—-t 0 0
=@4-t) 2 4—-t 2/=A4-t)| 0 2—t Ol=(4—-1t)(2—1)*
1 11 1 11

(b) Let fa(t) =0, the eigenvalues of A is Ay =4 and A2 = 2. So

-1 1 1
A-nI=(2 0o 2],
-1 -1 3
solve
—z+y+z=0
204+22=0
—zrz—y+32=0
then we can get y = 2x, z = —x, we choose v; = (1,2,—1). Also
1 1 1
A-xl=[2 2 2|,
-1 -1 -1

solve x + y + z = 0, then we choose vy = (1,—1,0), v2 = (1,0, —1). So the eigenvectors
of A is in span{v; } U span{vs, vs}.

(¢) It’s easy to check pa(A1) =1 =7v4(N\1) and pa(A2) = 2 = va(A2), so A is diagonalizable.
then



