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1 Problems

1. (a) Let V be an m-dimension vector space, T : V → V be a linear transformation and β
be a basis of V . Suppose f(t) = ant

n + an−1t
n−1 + · · · + a0, then we can define f on

linear transformation and on matrix such that f(T ) = anT
n + an−1T

n−1 + · · · + a0Iv
and f([T ]β) = an[T ]nβ + an−1[T ]n−1

β + · · ·+ a0I. Show that [f(T )]β = f([T ]β).

(b) Show that for some invertible Q, f(Q−1[T ]βQ) = Q−1f([T ]β)Q.

Ans: Recall that for all linear transformation T1, T2 : U → V , β, γ are basis of U, V , and
α ∈ F , we have

• [T1 + T2]γβ = [T1]γβ + [T2]γβ

• when U = V and β = γ, [T1T2]β = [T1]β [T2]β

• [αT1]γβ = α[T1]γβ .

So in this problem, we have that [T k]β = [T ]kβ and [Iv]β = I.

(a) [f(T )]β = [
∑n
i=1 aiT

i]β =
∑n
i=1[aiT

i]β =
∑n
i=1 ai[T

i]β =
∑n
i=1 ai[T ]iβ = f([T ]β)

(b) Here I use 2 method to show that

i. Since Q is invertible, there exists some basis γ of V such that Q = [I]βγ , then

f(Q−1[T ]βQ) = f([I]γβ [T ]β [I]βγ ) = f([T ]γ) = [f(T )]γ = [I]γβ [f(T )]β [I]βγ = Q−1[f(T )]βQ

ii. For all i, we have that (Q−1[T ]βQ)i = Q−1[T ]iβQ, so

f(Q−1[T ]βQ) =

n∑
i=0

ai(Q
−1[T ]βQ)i =

n∑
i=0

aiQ
−1[T ]1βQ = Q−1(

n∑
i=0

ai[T ]1β)Q = Q−1[f(T )]βQ
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2. If {λ1, λ2, · · · , λk} is the set of eigenvalues of linear transformation T : V → V and f(t) =
(t− λ1)(t− λ2) · · · (t− λk). Suppose that T is diagonalizable, show that f(T ) = 0.

Ans: Since T is diagonalizable, we can find a basis β = {v1, v2, · · · , vn} of V , where vi are
all eigenvectors of T , n ≥ k. Note that µT (λi) = ni, reorder β and we can get

[T ]β =



λ1
. . .

λ1
λ2

. . .

λ2
. . .

λk
. . .

λk



=


λ1In1

λ2In2

. . .

λkInk

 .

Then [T ]β−λiI =



(λ1 − λi)In1

. . .

(λi−1 − λi)Ini−1

0
(λi+1 − λi)Ini+1

. . .

(λk − λi)Ink


,

so we can think [T ]β − λiI is a k × k matrix with i col i row is zero. Thereforce

[f(T )]β = [(T − λ1I) · · · (T − λkI)]β = ([T ]β − λ1I) · · · ([T ]β − λkI) = 0

then f(T ) = 0 since we know that the map Φ : L(V, V )→Mn×n(F), Φ(T ) = [T ]β is injective.
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3. Let A =

 3 1 1
2 4 2
−1 −1 1


(a) Find the characteristic polynomial of A.

(b) Find eigenvectors.

(c) Is A diagonalizable? If so, find Q ∈M3×3(R) such that Q−1AQ is diagonal.

Ans:

(a)

fA(t) =

∣∣∣∣∣∣
3− t 1 1

2 4− t 2
−1 −1 1− t

∣∣∣∣∣∣ =

∣∣∣∣∣∣
3− t 1 1

2 4− t 2
4− t 4− t 4− t

∣∣∣∣∣∣
= (4− t)

∣∣∣∣∣∣
3− t 1 1

2 4− t 2
1 1 1

∣∣∣∣∣∣ = (4− t)

∣∣∣∣∣∣
2− t 0 0

0 2− t 0
1 1 1

∣∣∣∣∣∣ = (4− t)(2− t)2

(b) Let fA(t) = 0, the eigenvalues of A is λ1 = 4 and λ2 = 2. So

A− λ1I =

−1 1 1
2 0 2
−1 −1 3

 ,

solve 
−x+ y + z = 0

2x+ 2z = 0

−x− y + 3z = 0

then we can get y = 2x, z = −x, we choose v1 = (1, 2,−1). Also

A− λ2I =

 1 1 1
2 2 2
−1 −1 −1

 ,

solve x+ y + z = 0, then we choose v2 = (1,−1, 0), v2 = (1, 0,−1). So the eigenvectors
of A is in span{v1} ∪ span{v2, v3}.

(c) It’s easy to check µA(λ1) = 1 = γA(λ1) and µA(λ2) = 2 = γA(λ2), so A is diagonalizable.
then

Q =

 1 1 1
2 −1 0
−1 0 −1

 .
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