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Homework Assignment 3 Suggested Solution

1. Consider the following system of equations:

—3rx+3y—6z=4
—4x+Ty—82z=28
Sx+ Ty — 9z =12

(a) Determine whether the Jacobi method converges.

(b) Using initial approximation z(®) = (1,0,0)7, conduct the first two Jacobi iterations.

Solution:
(a) We have
-3 0 0 0 -3 6
D=0 7 0 |;P=4 0 8
0 0 -9 -5 =7 0
SO
0 1 -2
D'P=(3 0 &
i1 g
9 9
It can be verified that the spectral radius p(D~!P) ~ 0.8133 < 1, so the Jacobi method
converges.
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2. Consider the following system of equations:

—3x+3y—6z=4
—Adx4+Ty—82z =28
204+ Ty — 9z = 12

(a) Determine whether the Gauss-Seidel method converges.

(b) Using initial approximation z(®) = (1,1,1)”, conduct the first two Gauss-Seidel iterations.

Solution:
(a) We have
-3 0 0 0 -3 6
L,=|1—-4 7 0 |;U=({0 0 8
2 7 -9 0O 0 O
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It can be verified that the spectral radius p(L;'U) = 2 < 1, so the Gauss-Seidel method

converges.



(b) 2 =L7U2® + L7 = (—%,20, 10
2@ =L W0aW + L7 = (48,138, -1

3. Consider the following system of equations:

—3r—-2y—z=1
—dr+4y — 62 =2
—2z-3y+52=3
(a) Determine whether the SOR method converges if w = 1.2.
(b) Determine whether the SOR method converges if w = 1.4.

(c) Using initial approximation z(®) = (0,0, —1)T, conduct the first two SOR iterations where

w=12.
Solution:
We have
-3 0 O 0 0 O 0 2 1
D=0 4 0o];L={4 0 0|l:u=[0 0 6
0 0 5 2 30 0 0 O
(a) When w = 1.2, let
1 _4 _2
5 5
M= (D-wl) (1-w)Dtwl)= | & B ab
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It can be verified that the spectral radius p(M) = 0.8799 < 1, so the SOR method converges.
(b) When w = 1.4, let

g _l
TR ST TSR Y .
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It can be verified that the spectral radius p(M’) = 1.196 > 1, so the SOR method diverges.

(¢) According to (a), we have:
g = Mz2©® + (D —wL)"t=(0,-¢, )7,
2@ = MaW +w(D —wL) b= (338, 555, 552"

4. Recall in Homework 2, we discussed an alternative definition for 2D DFT. Here, we introduce a
more natural definition for 2D DFT. What 2D DFT does is actually applying DFT horizontally or
vertically, and then apply DFT on the other direction.

Let I € CNV*V, We define 2D DFT as

N-—

2

1

2
k=0 1

F(m,n) = DFT(F)(m F(k, [)e=2mi=5
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(a) Recall 1D DFT is given by f= %Aiwf where f € C™ is a column vector.

By applying DFT on each row of F', and second DFT on each column, show that the 2D DFT
of F' is can be written as

F= ﬁA FA,
(b) Given the computation cost for 1D FFT is of O(Nlog(N)). By applying FFT in above
approach, we can get 2D FFT.
What is the computation cost for 2D FFT?



Solution:

(a) Applying first DFT, we have

Applying second DFT, we have

Write F = 15 A, FA,.
Next, we need to show that F=F.

Note for A, B € CN*V,
N—1

(AB)(m,n) = > A(m,a)B(a,n)

a=0
Then

ma+nb
N

F(a,b)e 2™

So, we have F=F= ﬁAiUJF/Tw

(b) In the first DFT, we need N FFT, which cost O(N?log(N)). And so as the second FFT. So,
the overall computation cost is of O(N?log(N)).

5. Consider the following iterative scheme:
Tpr1 = (@l —tA)xy + tb

where o« > 1. Suppose that A is symmetric positive definite matrix in R™"*"  with eigenvalues

)\nz)\n—IZ"'ZA1>O-

(a) Show that the above scheme converges if and only if 4= < ¢ < &+,
1 n

(b) Prove that the optimal ¢, in the sense of rate of convergence, is 22
1+An
(¢) Suppose the scheme converges, show that the scheme converges to the solution for Az = b if
a=1.
Solution:

(a) Since A is symmetric positive definite, all eigenvalues of A are positive real numbers, and
An = p(A). This implies that all eigenvalues of B = al — tA are real as well. Note that (A, v)
is an eigen-pair of A iff (a — tA,v) is an eigen-pair of B. Assume that a/\—:l <t< O‘Ttl, then
foralli=1,---,n, since a > 1,

a—1l<qt<t< \t<a+1



1>a— X\t >—1

This implies that p(al —tA) < 1, and implies convergence. Also, if ¢t > “)\H ort < 4 L then
n 1
plal —tA) > 1.

(b) Obviously, p(al —tA) = max{|a — tA1], |a — tA\,|}. Minimum of p is attained when

| — A1 ] = Jao — tA,]

a—t\, =t\] —«
2a
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(¢) Suppose a = 1. Then we have:
(al —tA)x™ +tb=a" —t(Ax" —b) =2~
which implies that the iterative scheme converges to x*.

6. Consider an n x n matrix M given by:

0 -1
1 0 -1
1
M=—]1 0
10
-1
1 0

Show the convergence of the following iterative scheme:
Tpt1 = Mxp +b

where b € R"”.

Solution:
By Gershgorin Circle Theorem, we can see that all eigenvalues are in the ball centred at 0 with
radius 0.2. Then, we have the spectral radius is less than 1, and hence the scheme is convergent.



