Tutorial 12 MATH3280A Introductory Probability 2022-11-21 Monday

Recall

For n € N, let X,)?,Y and X;, i =1,...,n be random variables.

Properties of expectation
o Let g: R? — R.

— If XY discrete with joint PMF p(z,y), then

Elg(X, V)] =YY g(z,y)p(z,y).
z oy
— If X, Y joint continuous with joint PDF f(z,y), then
Bl V) = [ [ st pdsdy

o (linear) Vo, 8 € R, E[aX + Y] = aE[X] + SE[Y]. By induction, E[> ", X;| => " | E[X;].

In general, to obtain E[Y > X;] = > -2, F[X;], we need some additional conditions. Two of
such conditions are: (1) X; >0 for all i € N. Or (2) Y 22, E[|X;|] < co.

e (monotone) If X <Y then F[X] < E[Y]. In particular, |[E[X]| < E[|X]].

Covariance
o Cov(X,Y) = E[(X — E[X]))(Y — E[Y])] = E[XY] - E[X]E[Y].
o X,Y independent = E[XY] = E[X]E[Y] <= Cov(X,Y)=0.
e Properties of Cov(-,-):
(1) Cov(X,X) = Var(X) > 0.
(2) Cov(X,Y) = Cov(Y, X).
(3) Cov(aX + X,Y) = aCov(X,Y) + Cov(X,Y) for a € R.

It follows from (2) and (3) that Cov(:,-) is bilinear. Note that Cov(X,X) = 0 only implies
P(X = E[X]) =1 (see e.g., Chebyshev’s inequality in later lectures).

o Var( il X;) = > 1L, Var(Xi)+23 o jc, Cov(X;, Xj). In particular, Var(X+Y) = Var(X)+
Var(Y) 4+ 2 Cov(X,Y).

Moreover, if X, ..., X, are pairwise independent, then Var(} " | X;) => ", Var(X;).
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Examples

Example 1 (Yet another example for Cov(X,Y) = 0 =5 X,Y independent). Let X,Y be
random variables with the following joint PDF

Y

4 | X

Figure 1: f(x,y) = 1 on the shadowed region

By symmetry, F[XY] = 0 and E[X]| = 0, hence Cov(X,Y) = 0. However, X,Y are NOT
independent from the “shape” of the support of f(z,y).

Example 2. For L > 0, let X,V "<" U(0,L). Find E[|X — Y|].

Solution. By independence, the joint PDF of X,V is

f(x,y) = fx(@) fy(y) = %X(ovL)(I)%X(o,L) (y) = %X(O,L)x(O,L) (z,y).

Applying the formula of Eg(X,Y")], we have

BIX =Y = [ [l slstedady

L x 1 L Yy 1
:/0 /0 (x — y)ﬁdydx%—/o /0 (y —a:)ﬁda:dy
1 L

L
_ 2 _

Alternatively, note | X —Y| = max(X,Y) —min(X,Y). Define U = min(X,Y),V = max(X,Y).

275 0<u<v<L

By the example in the previous tutorial, the joint PDF of U,V is f(u,v) =
0 otherwise.

Hence
EX — Y]] :E[V—U]:/_Z/_:(v—u)f(u,v)dudv:/OL/Ov(v—u)édudv:é.
]

Denote the sample space by €2. Let A, B be events C (). Let x4 be the indicator variable with
respect to A, that is, for w € Q,
1 weA
Xa(w) =

0 we¢ A

Then there are some readily-checked convenient facts:

(a) Elxa] = P(A).
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(b) Xac =1 —Xa; XanB = XAXB, X4 = XA} XauB =1 = Xacnpe =1 — (1 = xa)(1 — x5)-
Example 3. In the above notation, prove Cov(xa, x5) = P(B)(P(A|B) — P(A)) if P(B) > 0.

Proof. By (a) and (b),
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COV(XA7 XB)
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Remark. By Example 3, x4, xp independent <= Cov(xa, x5) =

Example 4. Let X,Y be random variables with joint PDF

le=v=2/y 2 >0,y>0
flz,y)=14"Y .
0 otherwise.

Show that Cov(X,Y) = 1.

Solution. By change of variable, let t = x/y in the inner integral (where y is fixed) when it appears
during the computations below. Then dx = ydt. By applying the formula for Eg(X,Y)],

E[X] = / / zf(x,y)dxdy = / / Ee_y_“”‘/yalycdy = / / te Y tydtdy
—c0 J—c0 0 o Y 0 0
= / ye_ydy/ teldt=1x1=1
0 0

and
E[Y] = / / yf(x,y)dedy = / / eV dxdy = / / e Yy dtdy
00 J -0 0 0 0 0
= / yeydy/ eldt=1x1=1.
0 0
Also,
E[XY] = / / xyf(x,y)de = / / ze V"V drdy = / / yte Y lydtdy
—00 J —00 0 0 0 0
= / er_ydy/ te7tdt =2 x1=2.
0 0
Hence Cov(X,Y) = E[XY]| - E[X]E[Y]=2—-1x1=1. O

Remark. To calculate the last integrals of the computations in Example 4, we can apply integration
by parts to get a recursive formula fooo e Fdr =n fooo 2" te~%dx for n € N. Hence by induction,
J~ ame *dx = n! (, which is exactly the definition of gamma function I'(n 4+ 1) = nI'(n) = n!).



