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Review

• Conditional expectation E[ ✗ 14=91

• Calculate expectation by conditioning

EEXI = E[E[ ✗ 1411

If Y is a discrete r.v.
,

then we have

EEXI = I EEX / 4=91 p{Y=y }
.

y

Below we give an example .



 A miner is trapped in a mine containing 3 doors. The first 
door leads to a tunnel that will take him to safety after 3 hours 
of travel. The second door leads to a tunnel that will return 
him to the mine after 5 hours of travel. The third door leads to 
a tunnel that will return him to the mine after 7 hours. If we 
assume that the miner is at all times equally likely to choose 
any one of the doors, what is the expected length of
time until he reaches safety?

Example 1
.

1- ☒¥

1¥27
hours

Solution : Let X denote the length of time ( in hours )
until the miner reaches safety

.

Let Y denote the "donor that he choose in the first
time

.

By Prop 2,
EEX] = E [ EEK / YI]

= E- [ × / Y=±1P{ 4--1 }
+ E- [ ✗ 14--21 - p { 4=4



+ E [ ✗ 1¥31 .p{Y= } }

= § / EEX / 4=11 + EEX /4=21-1 E[X /4=31)
= 1-3/3 + ( 5-1 E [✗1) + ( 7-1 E- [X1 ) ) .

Solving this equation , we obtain

F. [XI = 3+5+1=15 ( hours )

i

§ 77 Moment generating functions .

Def . Let ✗ be a ru
.
and TELR

. Define

Mxiti = E[eᵗ× ] .
For convenience

,
we also write Mlt) = MXCH and

call it the moment generating function of ✗ .

Remark :

⑥ 0

d-
×
= ¥

.

n.tt?xh
.

Hence
is

a , Mpt) = F-◦ ¥'
n-th moment of

✗ .



③ If M×lt) exists and is finite for all
-toots to for some to > 0

,

then
(n )

(2) f-[
"
I = Mx (01

,
n= 1,2

,

- . .

Example 2
.

Let X be a binomial v.v
.

with parameters 6mA
.

"

eᵗkp{x=k}14×11-1 = E[eᵗ×1 = [
Rio

=
In eᵗk . ( Tg ) pk a-pink
bio

n

=
I
k⇒
( k ) (eᵗp)k( 1-pink

By Binomial -1hm
=

( eᵗp + ( rps ) ?



Example 3
.

Let ✗ be a Poisson nu. With parameter d.

A

Myst) = E[eᵗ× ] = I etk . e-
×

.

A1
R=o k !

= E é".CI?.ik--0
(Ex )

= e-
×

. e

*± ,)
=

e
TD

Example 4 . Let Z be a standard normal nu
.

Mzltl = E- [ eᵗZ]
tz -¥=r°e e.dz

- is

•

e
¥

. e-G= ¥, f- is dz

KEY ✗= Z-t

¥. f? e¥é¥a×
=
eᵗ%



Example 5 . Let ✗ be a normal v.v
.

with mean µ

and variance
.

Notice that zi-X-I.is a standard normal

V.V
.

Hence ✗ = µ -1 OZ .

14×4-1 = E[eᵗM+oZy
= E- [ et" . e

to £1
= Et'" E [ etat
= eᵗµ . Mz(to )

= et" . e.
¥

= e.
°¥+ at



Theo .
Let X

,
Y be two nu

.

's
.

If # to > 0 such that

M
*
(t) = My Ltl for ttfto, to)

and both are finite .

Then X and Y have the same distribution

lie F-× = Fy )

Due to this result
,
we say

that the

moment generating function determines the distribution .

Prop > . If X and Y are independent
then M×+y (t ) = Mxlt) . My (t )

.



Pf
. M×+y(t)=E[eᵗ×+ᵗYf

= E- [ et
" .eᵗY1

=E[eᵗ× ] . E[eᵗY / ( here we
- use the

independency of= flxltl . My Ltl . * and 4)

17k

Example 8 . Let ×
,
Y be independent Poisson v.v. 's with

parameters ×
,
,
da

, respectively .

Show that ✗ +Y is a Poisson nu. with parameter
×, -1112 ,

Pf . Notice that by Example 3 ,

Milt ) ⇒ ee
" /£"

, Mya, = ed
- let_1)

a

since ✗ and Y are independent ,

14×+44-1=14×41 Mya, = @
1%-1×4 let-11

T

By Example 3 and Thmb
,

✗+ Y has the Poisson

distribution with parameter dit da . ☒,


