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Review
.

• Conditional probability

PIE / F) = PCEFY.pe, , if PCF) > 0 .

I

( conditional prob . of E given F)

•

PIE ,
Ez - " En) = PIE , )•p(Ez / Ei ) - PCE} / E.E) " • .

PLENIE , " - En-1)
( multiplicative rule ) .

• Suppose Fi, Fi, " : Fn are mutually exclusive ,
and exhausitive ( i.e. ÑFi=S )

.i=i

Then
h

• p( E) = I PCFII - PIE / Fi )
.in

¢ law of total probability
• PCFIIE) = nPCFDPCET.FI#

.

¥ ,
PCFK) PCE / Fk )
( Bayes

' formula ) .



Remark : suppose f- es is an event in a sample space .

with

Then PC . IF ) is a probability on S .

"""
i

as p(SIE) - I
.

④ oep ( El F) El .

(3) PC En ) IF )= Ii Pl Ent 't),
if Ei , Es; . are mutually

exclusive
.

libelous .

To see 13 )

pink End =PCCE.ie#HPCFI--pnU%fEnF
) )
-

PCF)

⇐ ET
,
Plenty ( since Enff are
PCF ) disjoint )

= ÷
,
P ( Ent Ft .



A bin contains 3 types of disposable flashlights. The 
probability that a type 1 flashlight will give more than 100 
hours of use is .7, with the corresponding probabilities
for type 2 and type 3 flashlights being .4 and .3, respectively. 
Suppose that 20 percent of the flashlights in the bin are type 
1, 30 percent are type 2, and 50 percent are type 3.

(a) What is the probability that a randomly chosen flashlight 
will give more than 100 hours of use?
(b) Given that a flashlight lasted more than 100 hours, what is 
the conditional probability that it was a type j flashlight, j = 1, 
2, 3?

Example 1 .

Solution : Let E be the event that ra random chosen flashlight
will give more than 100 hours

.

Let Fi (i=1, } } ) be the event that a random chosen

flashlight is of type i.

We need to find out (a) PCE ) ; and

(b) p( Fi / E)
.



From the conditions of the question, we know

p( Effi ) - 0.7
,
PLEIN - 0.4

PLEIFS) -0.3 .

PCF, )= 0.2
,
PCE) -_ 0.3

,

Pots ) - 0.5 .

3

Hence PCE) -_ 2- Piti ) PCEIFI )
it

= 0.2×0.7 -10.3×0.41-0.5×0.3

PCF .IE/=PCFD'PCEIFi )-
PCE )

= 0.2×0.7
-

0.2×0.7 -10.3×0.470.5×01 .

=
Is
41

Similarly

PCH E) = IT
,

PCFZIE) - 4157 . 1¥



§ 3.3
. Independent events .

Let E
, F be two events

.

In general,

knowing that F has occurred changes the chance

of E 's occurrence
,

that is
,

possibly PCE / F) ≠ PCE )
.

If PCE / F) = PCE) , we sayE.isindependentoffm.NO/-ice
that

PCE / F) = PCE ) ⇔ P¥¥- =p (E)
⇔ PCE F) = PCE) - PCF)

⇔ PCF / E) = PCFI

Def . We say that E
and F are indecent if

PCEF) = PCE) - PCFI
.



Example .

A card is randomly chosen from a deck of
52 playing cards .

E- the event that the chosen card is an Ace
"

A
"

F - the event that the chosen card is a Spade .
Determine whether or not E and F are independent.

"

§¥¥
"

solution :
p( E) = ¥ , p(F) = ¥-2 = ¥

.

P( E- F) = ¥ =p (E) PCFI .

Hence E
,
F are independent .

PIPE . If E and F are independent, then

(1) E and E
'
are independent

(2) Ec and Fc are independent
'

pf .

(1)

P( EnF) = PCE ) - PCEF)

= PCE) - PCE) .p(F)
= p(E) ( I - PCF ))
= PCE) PCFY ,



Hence E
, F
'
are independent .

← I can be obtained from t ) .

• Independence of 3 or more events
.

Def . We say 3 events E
,
F G are independent if

a , P ( EFG ) = PCE ) PCM PCE )
.

e) PCE F) = PCE) . PCF)

PCEG) = PCE) play

PC Fat = PCF) plat
.

Def . Let Ei
,
Es
,

"

; En be a finite family of events .

Say Ei, in ; En are independent if for any sub - collect;

Evi
,
Eia
,

' '

; Eir (with it, in being distinct ),

P (Ei, Eis
' ' ' Eir ) = P( Ei , ) " - Pl Eir )

.

Def : Iwe say an infinite family of events are independent
if every finite subfamily of them is independent.



Def . ( Independence of sub- experiments ) .
An experiment might consist of some sub- experiments,

for instance as the experiment that rolling a coining continuously
consists of a sequence of sub- experiments,

where the n -th sub experiment is
the n-th toll

of the coin ,

N=L, 2, - ' '
.

We say these sub - experiments are independent if
Ei Ez

,

e . -

,
En are independent

whenever Ei is an event whose occurrence

depends only on the i- th sub - experiment .

These sub - experiments are said to be trialsurn
if the set of possible outcomes of each sub - experiment
are the same

.



Chap 4 . Random variables
.

§ 4.1 Introduction to random Variables
.

Def . For a random experiment , a random variable (r.li)
× is a real-valued function defined on the

sample space S . That is
,

✗ : S → LR is a function .

Example 't . Flip 3 fair coins .

Let X be the

number of theheads that appear .

✗ = # { heads that appear }
.

Eg . if the outcome is ( T, H, T)
,

then ✗= 1

if the outcome is ( H , T, H ) , then 4=2
.



Example 2
.

Two fair dice are rolled .

Y = the product of the numbers that
appear .

If the outcome is (2, 5)
,

then 4=10
.

Example 3 .

2- = the life -time ( in hours )
of a randomly chosen flashlight

.

§ 4.2 . Discrete random Variables
.

Def . A nu . X is said to be discrete if

X can take on at most countably many
different values .

Def . For a discrete r. u. X
,

the prob . mass function
of X is defined by



peas = p{X= a }
⇒ p{ wes : Xcwl -- a }

,

it at IR
.

Example# : X = # { heads thaptpear in robbing
3 fair coins }

{ X=o } = { ( T, T, T ) )
{ x.=/ } = { ( H , T, T) , ( T, H , T ) , (IT, HI}
{ X=2 } = { ( H , H, T) , ( H , T, H)

,
( T, H, HI!

{ X=3 ) = { l H , H , HI }
.

So plot = gt , PC D= F
,
plz) = F

,
Pl3fI

and play = o for all a ¢ { 0 , I
, 2,3 }

.


