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Q1

Compute the second derivative of Φ.

Φ′′(t) =
M ′′(t)

M(t)
−
(
M ′(t)

M(t)

)2

.

Hence

Φ′′(t)|l=0 =
M ′′(0)

M(0)
−
(
M ′(0)

M(0)

)2

= E
(
X2
)
− E(X)2 = Var(X).

Q2

Since µ = σ2 = 20, by Chebyshev’s inequality, we have

P (0 < X < 40) = P (−20 < X − 20 < 20) = P (|X − 20| < 20)

= 1− P (|X − 20| ≥ 20) ≥ 1− σ2

202
=

19

20
.

Q3

(a) By Markov’s inequality,

P

(
20∑
i=1

Xi > 15

)
≤
E
(∑20

i=1Xi

)
15

=
20

15
=

4

3
.
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(b) By the central limit theorem,

P

(
20∑
i=1

Xi > 15

)
= P

(
20∑
i=1

Xi > 15.5

)

= P

(∑20
i=1Xi − 20√

20
>

15.5− 20√
20

)
≈ 1− Φ(−1.01)

= Φ(1.01)

≈ 0.8438.

Q4

For ε > 0, let δ > 0 be such that |g(x) − g(c)| < ε whenever |x − c| ≤ δ.
Also, let B be such that |g(x)| < B. Then,

E [g (Zn)] =

∫
|x−c|≤δ

g(x)dFn(x) +

∫
|x−c|>δ

g(x)dFn(x)

≤ (ε+ g(c))P {|Zn − c| ≤ δ}+B · P {|Zn − c| > δ}

In addition, the same equality yields that

E [g (Zn)] ≥ (g(c)− ε)P {|Zn − c| ≤ δ} −B · P {|Zn − c| > δ}

Upon letting n→∞, we obtain that

lim supE [g (Zn)] ≤ g(c) + ε

lim inf E [g (Zn)] ≥ g(c)− ε

The result now follows since ε is arbitrary.

Q5

Let X1, X2, . . . be independent Bernoulli random variables with mean x.
Define

Zn =
X1 + · · ·Xn

n
By the weak law of large numbers, for each ε > 0,

P {|Zn − x| > ε} → 0 as n→∞



(Alternatively, using central limit theorem to compute the probability

P {|Zn − x| > ε} = 2Φ
(
−ε
√
n

σ

)
→ 0 as n→∞.)

Since f defined on [0, 1] is continuous, f is bounded. Applying Problem 4
with c = x and g = f , we have

E [f (Zn)]→ f(x) as n→∞

(Alternatively, set h = |f−f(x)| on [0, 1], then h is continuous and bounded
above by some contant M . For each ε > 0. By the continuity of h,∃δ >
0,∀ |Zn − x| ≤ δ, h ≤ ε

2 . By the weak law of large numbers, ∃N ∈ N such
that ∀n ≥ N,P (|Zn − x| > δ) ≤ ε

2M . Hence

E [h (Zn)] ≤
ε

2
P (|Zn − x| ≤ δ) +MP (|Zn − x| > δ) ≤ ε

2
+
ε

2
≤ ε

It follows that E [h (Zn)]→ 0, thus E [f (Zn)]→ f(x) as n→∞.) On the
other hand,

E [f (Zn)] =
n∑
k=0

f

(
k

n

)
P (X1 + · · ·+Xn = k)

=
n∑
k=0

f

(
k

n

)(
n

k

)
xk(1− x)n−k = Bn(x)

Hence
lim
n→∞

Bn(x) = f(x).

Q6

Firstly, for i > λ, we can apply the Chernoff bound to get

P (X ≥ i) = P
(
etX ≥ eti

)
≤ e−tiMX(t) = e−tieλ(e

t−1), t > 0

Let f(t) = eλe
t−ti−λ, t > 0. f(t) obtains its minimal value at t = log( iλ) > 0.

Then put t = log( iλ), we get

P (X ≥ i) ≤
(
λ

i

)i
ei−λ.



Secondly, for i < λ,

P (X ≤ i) =
i∑

n=0

e−λλn

n!

=
e−λλi

ii

i∑
n=0

in

n!

(
i

λ

)i−n
≤ e−λλi

ii

∞∑
n=0

in

n!

=
ei−λλi

ii
.

Alternatively, we may still use the Chernoff bound to obtain

P (X ≤ i) = P
(
etX ≥ eti

)
≤ e−tiMX(t) = e−tieλ(e

t−1), t < 0

Putting t = log(i/λ), we have

P (X ≤ i) ≤
(
λ

i

)i
ei−λ.


