MATH2040 Midterm 1 Reference Solution

1. State without any proof the following two theorems that you learned from the lecture:
(a) Replacement Theorem.

(b) Dimension Theorem.

Solution:

(a) Let V' be a vector space, G C V be a finite spanning set with cardinality n, L C V be a finite linearly independent
subset with cardinality m. Then

.m<n

ii. there exists H C G with cardinality n — m such that V = Span( LU H )

(b) Let V be a finite dimensional vector space, W be a vector space, T € L(V,W). Then dim(V') = rank(7T") + nullity(7')

2. Let V be a vector space and Uy, Us be subspaces of V.
(a) Is Uy U U, a subspace of V? Give reasons to your answer.

(b) Prove that
Ui + Uy := {Ul +ug: up € Uy, ug € UQ}

is the smallest subspace of V' that contains both U; and Us.
(¢) Suppose Uy NUz = {0}. Prove that for any v € Uy 4+ U, it is unique to write v as v = u; + ug (u1 € Uy, ug € Us).

Solution:
(a) Uy UUy may not be a subspace of V.

Consider V = R? being the usual R? plane, and U; = { (2,0) |z € R}, Uy = {(0,y) |y € R}. Then U, Us are
subspaces of V' but U; U Us is not.

(b) Since 0 € Uy and 0 € Us, we have u3 = u3 +0 € Uy + Us for all u3 € Uy and us = 0+ ug € Uy + Us for all uy € Us, so
Ui CU; + Uy and Uy C Uy + Us.

Let W C V be a subspace of V' that contains both U; and Us. Let v € Uy + Us. Then there exists u; € Uy and us € Uy
such that v =u; +us. AsU; CW and Uy C W, uy,us € W. As W is a subspace, v = u; + us € W. As v is arbitrary,
Uy+U; CW.

(c¢) Let v € Uy + Us, and uy,uj € Uy, ug,uy € Uz be such that v = uy; + ug and v = uj + uh. Then uy + ug = v = uj + v
and so u; — uj = uy — ug. Since Uy, Us are subspaces, by assumption we have u; — v} € Uy and uy —uy € Usy. So
up —u) = uh — ug € Uy N Uy, which means that u; — u}] = uy — us =0, uy = u} and us = uh. As v is arbitrary, for any
v € Uy + U, it is unique to write v as v = u1 + ug with u; € Uy and us € Us.

3. Let V. ={A € M3x2(C) : Tr(A) = 0} denote the collection of all 2 x 2 complex matrices with trace zero.
(a) Prove that V is a vector space over the real field R equipped with the usual addition and scalar multiplication of matrices.
(b) Find a basis for the vector space V over R.

(c) Let W ={A = (a;;) € V: a1 = —a12}, where @iz denotes the complex conjugate of a12. Prove that W is a subspace of V
and further find a basis for W.

Solution:

(a) Since the set S = { A € Ms42(C) } is a vector space over R (with the usual addition and scalar multiplication), it
suffices to show that V' is a subspace of S.




Let 02x2 € Mayx2(C) be the zero matrix. Then Tr(0zx2) =0+ 0 =0, so 0242 € V.
Let A, B € Msyx2(C). Then Tr(A4) = Tr(B) =0,s0 Tr(A+ B) = Tr(A) + Tr(B)=04+0=0,s0 A+ Be V.
Let A € M352(C) and r € R. Then Tr(A) =0, so Tr(rA) =rTr(A) =r-0=0,s0 rA € V.

As A, B,r are arbitrary, V is a subspace of the real vector space S, and hence is a real vector space itself.
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i. Let r1,...,7¢ € R be such that

1 0 i 0 0 1 0 ¢ 0 0 0 0
“(0 _1>+r2(0 _i>+r3(0 O)—l—m(o O)+r5(1 0)+r6<i O)ZO

ri+ireg rz3+irg \ _ (0 O o L . .
Then (7"5 tirg —rp — ir2> = (O O)' This implies that ry = ... =rg = 0. So f is linearly independent.

ii. Let A € V. Then A = <ZH le> for some aj,...,a20 € C. As 0 = Tr(A) = a1 + age, we have asy = —ay;.
21 Q22

As ai11,a12,a91 € C, there exists rq,...,rs € R such that a1y = r1 + ire, a1o = r3 + ir4, as; = 15 + irg. Hence
_ aip Q12 _ ail ai2 o 1 0 ) 0 0 1 0 = 0 0 0 0
o <a21 a22> o <a21 —a11> =N (0 —1> T <0 —i) +T3 (0 0) tra (0 0) +T5 (1 0) +r6 <Z 0> <
Span( S ). Since A is arbitrary, V' C Span( g )
It is easy to see that B V forall B€ 3,80 8 CV, Span( 8) C V. SoV = Span( 3 ).
Therefore (3 is a basis of V.

(c) i. e Let Oax2 € V be the zero matrix. Then as; =0 = —0 = —aqz, 50 Oz € W.
e Let A= (a;;),B = (bjj) € W. Then az; = —a1z and by; = —by2, 50 (A + B)a1 = (ag1 + ba1) = —aja + bia =
—(A+ B)12. Hence A+ Be W.
o Let A = (a;;) € W and r € R. Then as; = —@13, s0 (rd)e1 = rasy = —rajg = —Taz1 = —(rA)s;. Thus
rAeWw.
So W is a subspace of V.

. 1 0 i 0 0 1 0 4 . .
i, y= { (0 _1> ) (0 —i) , (_1 0) , (z 0) } is a basis for W. Other bases are of course accepted

ili. e Let rq,...,7r4 € R be such that r; (é 01> + 7o ((Z) OZ.> + 73 (01 é) + 7y (? é) = 0. Then

r1+irg rg+irg \ (0 0O . - e .
<—7”3 tire —(r+ ir2)> = (0 0) and so 1 = ... =74 = 0. This implies that  is linearly independent.

o Let A = (a;;) € W. Then age = —ay1 and agn = —aiz. As aq1,a12 € C, there exists r1,...,74 € R such
a1 G122\ _ 1+ irs r3 4+ 174 — 1 0 i
a1 ag9 o —T3 + Z"I"4 —Tr1 — iTQ -t 0 -1

To (Z 0 ) +r3 < 0 1) + 74 ((z) (Z)) € Span( v ). As A is arbitrary, W C Span( v ).

that aj; = r1 +iry and r12 = r3 +iry. So A =

N

0 —i -1 0
It is easy to see that A € W for all A € v, s0 v C W, Span(~v ) C W. So W = Span( v ).
Therefore « is a basis of W.

4. Suppose v1,...,Uy, is linearly independent in V and w € V. Prove that if v; + w,..., v, + w is linearly dependent, then
w € span({v1, ..., Um}).

Solution:

As v 4w,..., vy +w is linearly dependent, there exists scalars aq, . . ., a,, not all zero such a1 (v1 +w)+. . .4 @ (v +w) = 0,
$0 a1vy + ... + amuym = —(a1 + ... + ap)w. I a; + ...+ ay = 0, we would have ajv1 + ... + vy = 0 with aq,...,a,
not all zero. This would contradict the assumption that vy, ..., v,, is linearly independent, so a; + ...+ a,, # 0. Hence
w = _al~i>.a:7.1+amv1 _...—_ﬁvm ESpan({’Ul7...7’Um}).

5. Suppose v1, v, V3,04 is a basis for V. Show that
V1 + Vg2, V2 + U3, VU3 + V4, V4

is also a basis for V.



Solution:
As { v1,...,v4 } is a basis, it is easy to see v + vg, Vg + V3, V3 + V4, V4 are distinct, so | { v1 + vo, v + V3, V3 + V4,04 } | =4 =
| {v1,...,v4 } | =dim(V). So to show that { vy +va, ve+v3,v3+v4,vs } is a basis, it suffices to show its linear independence.
Let ay, ..., a4 be scalars such that aj(vy +v2) + as(va + v3) + az(vs +v4) + agvg = 0. Then ajvy + (a1 + az)vs + (az + az)vs +
(as + ag)vy = 0. As {v1,...,v4 } is a basis, it is linearly independent, so a3 = a; + as = as + ag = a3 + a4 = 0. Hence
a1 =...=ay = 0. This implies that { v; + v, ve + v3,v3 + v4,v4 } is linearly independent and so is a basis.

6. Let

U= {p(z) € P5(R) : p(—1) = p(0) = p(1) = 0}.
(a) Show that U is a subspace of P5(R).
(b) Find a basis for U and determine the dimension for U.
(c¢) Extend the basis of U in (b) to be a basis for P5(R).

Solution:
(a) e Let 0(z) € P5(R) be the zero polynomial. Then 0(—1) = 0(0) = 0(1) =0, so 0(z) € U.
o Let p(x),q(z) € U. Then p(—1) = p(0) = p(1) = q(=1) = q(0) = ¢(1) =0, so (p + ¢)(=1) = p(=1) + q(=1) = 0,
(p+q)(0) = p(0) + q(0) =0, (p+ q)(1) = p(1) + (1) = 0. Also p(z) + q(x) € P5(R), hence p(z) + q(z) inU.

o Let p(z) € U, ¢ € R. Then p(-1) = p(0) = p(1) = 0, so (cp)(=1) = ecp(=1) = 0, (ep)(0) = ep(0) = 0,
(cp)(1) = ep(1) = 0. Also, ep(z) € P5(R), so cp(z) € U.

Hence U is a subspace of P5(R).
(b) i B={z@-1)(z+1),2%x—1)(z+1),2°(x —1)(z+1) } is a basis of U

ii. e Since the elements of 5 are of distinct degree, § is linearly independent
e Let p(x) € U. As p(—1) = p(0) = p(1) = 0, by factor theorem there exists a polynomial g(z) € P(R) such
that p(z) = z(z — 1)(x + 1)g(z). Since p(z) € P5(R), degp(x) < 5. This implies that degq(xz) < 2 and so
q(x) = a + bz + cx? for some a,b,c € R. Hence p(z) = x(x — 1)(z + 1)g(z) = x(z — 1)(x + 1)(a + bz + cx?) =
az(zx — 1) (@ + 1)+ ba*(x — 1)(x + 1) + ca®(x — 1)(z + 1) € Span( 8 ). As p(z) is arbitrary, U C Span( ).
As p C U, we have Span( 8 ) C U and so U = Span( ).
This implies that 5 is a basis of U.
iii. Since 8 is a basis of U, dim(U) =| 8 | = 3.

(c) Let y=BU{ 1,z,2% } C P5(R). Then | v | =6 = dim(P5(R)). So to show that v is a basis of P5(R) it suffices to show
its linear independence.

Since elements of 7 are of distinct degree, v is linearly independent.
So 7 is a basis of P5(R) that extends £.

7. Suppose T € L(V, W) for vector spaces V and W over the same field F. Let {w1,...,w,} be a basis for range of T'. Prove that
there exist f1,..., f; € L(V,F) such that

T(’U) = fl(v)wl + -+ fm(v)wm

for every v € V.

Solution:

For each v € V define fi(v),..., fm(v) € F be the scalars such that

T(v) = fitv)wr + ...+ fm(v)wp,

Such scalars exist and are unique since T'(v) € R( T ) and { wy,...,wy,, } is a basis of R(T").

Let vi,v9 € V. Then T(v1) = fi(vi)wy + ...+ fm(v1)wm, T(ve) = fi(ve)wy + ...+ fm(v2)wy,. Then fi(vy +vo)wy + ...+
fm(v1 +v2)Wy, = T(v1 +v2) = T(v1) + T(v2) = (f1(v1) + fr(v2))wy + ... + (fm(v1) + fin(v2))ws,. By the uniqueness of the
scalars, f;(v1 +v2) = fi(v1) + fi(ve) forall i € {1,...,m }.

Let v € V and ¢ € F. Then T(v) = filv)wr + ... + fin(®)wm. So fi(cv)wr + ... + f(cv)w,, =
(cfi()wi + ...+ (cfm(v))wn,. By the uniqueness of the scalars, f;(cv) = cf;(v) foralli e {1,...,m }.

Hence f; € L(V,F) forallie {1,...,m }.

T(cv) = I'(v) =




