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$1.5 Expected values .

Let (R, F , P ) be a prob . space . Recall that a random variable

✗ on (r, F , P ) is a measurable function × : R→tR , i.e .

✗
_'

(A) c- F for each Borel set A- LR
.

Let EX= [ Xd p and we call it the expectation of × .

Notice that EX is well-defined if

fxtdp < • or fxidpscs ,
where ✗+ = max /o , X } , X

-

= ma×{ 0, -× }
.

According to the properties of integration , we have .

Prop ± -6
. Let ×

,
Y ≥o , or ⇐ 1×1 , E- /Y / < b. then

• E- ( ✗+ Y ) = EH)tE(YI

• E- fax + b) = aE(X) -1 b for all a, be IR .

• EX ≥ EY if x ≥Y
.



Prop 1.7 Iii (Jensen Inequality ) Suppose 9 : lR→R is

convex
.

Then

E- (91×1) ≥ § / Ex )
if EIXI and E- (191×11) < is

.

Kit Hilder inequality
EIXYHI ≤ 11kt/

p 11411 , ,

where P
,
9- > ±

Yp + Ya ⇒ A
•

Here 11×11.p=f 1×1 'd It?

Ciii ) (Chebyshev 's inequality )

suppose 9 : lR→ 1B$
.

Then for each Borel ACIR
,

inf / gas ) : YEA } • P{ ✗ c- A}

≤ I
{ KEA }

%) d.pl

In particular for each a > 0
,

a- p{ 1×1 ≥ a } ≤ EX
'

.



Prop 1.8 ( Fatou 's lemma ) If ✗n ≥o , then

liininf E- Xn ≥ E.(liminf Xn ) .
n→ is n→w

1 Monotone convergence
-1hm ) If ◦ ≤ Xn ↑ × ,

then
him E- Xn = EX
n→w

1 Dominated convergence -1hm / If Xn→X are
,

Hnl ≤ Y
,
Eko

,

then

¥7s E-Xn = EH
.

-1hm 1.9 ( change of variables formula ) .

Let × be a random element in ( T, J ) with
distribution fit , that is ,

lit/A) =P { ✗ c- A }
,
AEJ

.

Let f- : (T, 7) → ( IR, PARA be measurable such that

f- ≥o or EL (XM < is
.

Then

E- f- (X ) = f f#MH .

TTT



Pf . Case 1-
. f-= HA

,

where AET
.

Then Ef( X ) = f "11*1 xcw) ) dplw )
= 5 ¥

×
-

ya,
cwl dpcwl

= p ( '
(A) )=P( ✗ c- A)

f 4-
*
Cold feast = µ(A) = P(✗c-A) .

= E- f-(XI .
k

Case 2
. f- = I di #Ai

it

By the linearity of integration ,

E- f-(x ) = É di E- ( HAIN ) )
i=l

R
=

¥,
Li f Hai dtt fby Case 11

.

± f ¥! di Haidt
= f f dµ .

Case 3
. f- 20 .

Take a sequence of non- negative simple functions (Fn)



such that fn ↑ f. By the Monotone convergence
-1hm

E- FIX ) = him Efn (x )
it is

= him ffndtih→-w
( by Case 3)

.

= f dm
.

Case 4
.

Write f- = ft - f- .
Then E- f-

+

(X) < is
,

E f-(X ) < is .

So E f- (4) = E FIX ) - E FCK
= f f-1dm - ff

-

dµ

⇒ ffdte . ☒

As a consequence of the above thin , we can compute the
expected value of functions of R.v.'s by taking integrations
on the real line

.

Example : Let ✗ have an exponential distribution with
parameter 1 . That is

,
X has a density

f-a) = { e-
×

if * > ◦
0 otherwise .



Notice that

dflcxs = e-
✗
dx for × > 0

,

where µ is the distribution of ×
.

Hence by -1hm 1.9 .

E- Xʰ = [ xk . fan dx

= f? xk e-
×

dx
.

= & ! for k= 0
,
1
, 3

' ' '

.

Var (X ) = EX
-
_ ¢-412

= 2 - 12 = 1
.

Example . Let × have a Poisson distribution with parameter
d > o

,
i.e

.

p{ ✗=L } = e-
"

•Hi
,
bro

. , . . .

Let µ be the distribution of X . Then

fi - I
•

e-i.¥7 8{k }
k=o

✓ Dirac measure

at k



⇐ *
'
⇒ f x2 dfecxl EX

is

/
= -5 ké! :&= I &? e-d. ¥÷, too

k=o

is = Éé" - ¥5,= I pié
" .in?- hit

k=l
=D

.

= Éké!¢¥
.bit

= E?
,
@- i)É!(÷, !-

+ E.ie
"

- ¥÷,
•

e-
"

÷, + Éié!¥÷ := É=z
= d- + d.

Var (X ) = EX
'

- (EX)
'

⇒ ④+ d) - 42 =D .



§ 1.6 Product measures and Fubini -1hm
.

• Let ( X
,
H
, µ , ) and ( Y

,
P
, µ≥ ) be two 8- finite

measure spaces .

• Consider the product space ( ✗ ✗Y
,
* ✗ § )

,

where ☆ ✗ § is the 8- algebra generated by the collection

J : = { A ✗ B : AEA , B c- § } .

Each element in T is called a rectangle .

• There is a unique measure µ
on (✗ ✗Y

,
☆✗ § ) such that

t.it/AxB)--tli(A) µ- (B) for all AEA , BE §
.

The measure µ is often denoted as µ , ✗ µ≥ .

-1hm ( Fubini -1hm) .

Let f- : ✗ ✗ Y → IR be A ✗ § - measurable
.

Suppose f ≥o , or ftp.ldtisn .

Then

fffcx.yldflfxidfe.CH = §
,

4- dti
YX

= fxfyfcxisldt.CH drift .



Chaps. Law of large numbers.

32. Independence.
Let (23,5,p) be a prob. space. Any elementACFis called an event.

Def. Two events A, Bare called incendent if

P(A-rB) =p(A)P(B).

Def. Two rv's X and Y are independent if

PSX-A, Y-B3 =PSX+A3P9YEB3 for anyA, B =B(R).

i.e. [X*A3 and SYB3 are independentfor all A, BeBCR).

Def. Two algebras and & are independent if
for all ACF, BEG, the events A andB are independent.

Remark:· Two rv's X and Y are independent
=>S(X) and5(Y) are independent.
Recall that5(x) =5 XA):AtB(Rs3.

· Two events A, B are independent
=> I and Iare independent.



Def. salgebras,. ...in are independent if

PINATC = PSAT) for all Aiti, E2,3,...,h,

· vv.s X., ..., Xu are independentif

PCR, XF'(Ai)) =8PSXitAi] for all AiEB(R),
i
=
(,.., n.

· Events A...An are independent if for any I291,2,.;m3

P(πIAi) =i=P(AT).

Equivalently, Al."; An are independent if

#A. "i An
are independent.

Next we give some sufficientconditions for independence.

Def. · Collectionsof sets A...., Antsare independent if

PCFAT) =IP(AT) for anyAiE Aland Iz91,:in3.

· Assume 1A;for all lien. Then

As.... An are independent > PC,Ai) =iPCAT)
for all AiC Ai, i=, ..., n.



Def.Acollection A of subsets of - issaid to bea i-system
if

A,B -> A => ArB - A.

② A collection of subsets of is said to be a X-system if

(i) ->G;(ii) If A, B- L, Al B, then BAGL;
(ii) If Anth andAnYA, then AED.

Thm(Dynkin's T-1 ihm

Suppose that J isa system and isa i-system such that

pc2.
Then 8(P) = h.

Pf. Letl(P) be the smallest i system that contains 3.
We will show thatl(P) is a algebra.Thisimplies that

5(3)5l(9) =2.

we divide the proof of 1(3) beinga valgebra into several steps.

Step1: AN-system that is closed under intersection is

a s-algebra.

check:P ACL.ltL => ASL.

③ Ant L, n=1,...

=> ARE2, and Anth



Moreover ahAn = h Ap.

Since IAn XUAn => GAnt.

Step 2:(S) is closed under intersection.

SetGA = j B:ANBE1(C]. We claimthat

· If AGl(9), then GA is a i-system.

To prove this claim, we note that

(D) - -GA;

(3) If B,CEGA, BEC, then

(B) rA =((A)((B1A)
- l(p)

so CIB-SA.

(3) If BrESA, BuY B, then

AnBnEl(G) and ArBn YARB
which implies ANB -> 1(3), => B- GA.

To seethate(3)
isclosedunderintersection, notice thatis

If At G,thenGAPS -> GASC



Thus if ACS and Bel(S) => ArB Gl(P).

which implies Azl(3), BG => AnB-l(3).

Hence Atl(3) => 9A > B

9Aisa X-system3
=>9A6l(3)

Hence ((3) is closed under intersection.

#

As an application of Dynkin's T-x Thi, we have

#hms.1. If A..... An are independent and each Aiis a i-system,
then

5)A1,..., 5(An) are independent.

Pf. We firstshow that 5JA.), As... An are independent.

LetA,EAi, i = 2,3,..., n. Write F=As.... An,
set

2=(A =P(Ar F) =P(A)P(F13.
Then it is a i-system. I bydef of x-system

② 25A.. I bythe independence of A, ....An
Since A is a system, so byDynkin'sTx Thm, LsJA,

This implies that for each ACNSA), AieAi, i= 2,..., n,
p(A)nAct... nAn) =P(A). P) E2 AT)

=P(A). P(A2) ... PSAn).

Hence SSA, A2, .... An are independent. That is,



A2, As..... An, 5(A1) are independent.
Since A2 is a t-system, the previous argument
=>S(AU), As, ...An, 5(A.) are independent.

An iterated argument shows that5(A1), ..., 5)An) are independent. #




