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Abstract

This paper presents an approach for extracting and segmenting tables from Chinese ink documents based on a matrix model. An ink
document is first modeled as a matrix containing ink rows, including writing and drawing ones. Each row consists of collinear ink lines
containing ink characters. Together with their associated drawing rows, adjacent writing rows having an identical distribution of writing
lines and\or the same associated drawing rows if available are extracted to form a table. Row and column headers, nested sub-headers
and cells are identified. Experiments demonstrate that the proposed approach is more effective and robust.
� 2007 Published by Elsevier Ltd on behalf of Pattern Recognition Society.
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1. Introduction

With the introduction of digital ink capturers such as An-
oto Pens [1], MS Tablet PCs [2], IBM ThinkPad TransNote
[3], Interactive Pen Displays [4], and Electronic White
Boards [5], as well as the techniques of pen-based interac-
tion and interface [6,7], more and more digital ink is being
captured. With digital ink capturers, users can intuitively
express their intentions in freeform strokes as if they write
on paper by pen. The capturers record coordinates, time-
stamps, and pressures of sampling points for each stroke,
and store the entire multi-page document in the ink format.
Ink documents represent information with freeform input
and employ a new file format. A few Software Development
Kits (SDKs) [8,9] have been developed to capture, store,
manage, analyze, and recognize ink documents.

An ink document, like other types of documents, may
contain various objects such as text, tables, graphics, flow
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charts, and so on. A table is a compact and efficient pre-
sentation format commonly used especially for describing
statistical and relational information [10]. It enables read-
ers to search, compare and understand data rapidly [11].
Most ink documents produced today contain various types
of tables. Thus, ink document analysis requires the abil-
ity to extract and segment tables. Segmented ink tables
can be further modified in advanced ways at multiple lev-
els. Some examples are: rows, columns, and cells can be
moved interactively; a column or row of headers and cells
can be automatically aligned; and tables can be converted
into other documentation tools such as MS Word and MS
Excel [12].

Tables are first extracted from ink documents, and then
segmented. Table segmentation aims to decompose an ex-
tracted table into its components at multiple levels (row,
column, header, sub-header, and cell), and to identify their
relationships. Previous approaches [12] are unable to ex-
tract tables with incomplete or no bounding lines. Nor can
they extract tables with nested headers and cells accurately.
Moreover, they are not able to clearly identify nested headers
and cells in a table without bounding and separating lines.
In summary, the following situations cannot be handled with
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existing algorithms:

(1) No complete bounding lines exist in a table: either there
are only two bounding lines located at the top and bottom
of a table or there are no bounding lines at all.

(2) A table has no complete separating lines: some separat-
ing lines are incomplete or there are no separating lines
at all.

(3) A header or cell consists of more than one line of text
or contains nothing.

(4) A header or cell might contain Chinese characters, En-
glish words, numbers, and special symbols.

(5) There are nested sub-headers and cells. A row header
corresponds to multiple nested row sub-headers and
cells. Likewise, a column header corresponds to multi-
ple nested column sub-headers and cells.

(6) There are different numbers of components in rows or
columns.

To handle the above variations, we observe that, in any
table, adjacent rows or their principal parts must have an
identical distribution of cells and headers, and have the same
associated lines (separating and bounding lines) if available.
Based on this observation, we detect ink tables via headers
and cells and their associated lines. The matrix model is the
closest to abstraction of tables. They both have the same
components and structure, such as rows, columns, and ele-
ments. An ink document is first modeled as a matrix with ink
rows, where some writing rows correspond to rows of headers
and cells, and some drawing rows correspond to bounding
and separating lines. Chinese documents are well suited to
ink input because Chinese characters are more complex than
English words in structure and key-in combination. So, we
aim to address the real-life problem of adaptively extracting
tables from Chinese ink documents; the physical and logical
structures of the tables are to be extracted based on a matrix
model. It first hierarchically organizes strokes into a matrix
to represent an ink document and then extracts sub-matrixes
(tables) from the matrix (ink document). An extracted table is
segmented into rows, columns, headers, and cells. Extracted
and segmented ink tables are stored in the matrix model.
Physical structures describe where regions containing table
elements are located, and logical structures define the types
of these regions and how they form a table [13].

The rest of this paper is organized as follows. Section 2
reviews previous work related to table extraction and seg-
mentation, and presents our analyses of them. Section 3 de-
scribes the construction of a matrix for modeling an ink doc-
ument. Section 4 presents the procedure for extraction and
segmentation of ink tables based on the model. Section 5
reports experimental results and performance analyses, and
Section 6 draws some conclusions.

2. Related work

A few approaches have been proposed in recent years
for extracting and segmenting tables in ink documents in

response to the emergence of this new format [8,9]. Jain et al.
[12] propose a hierarchical approach for English tables. They
apply the restriction that regular tables must contain at least
five lines (four boundaries and at least one separating line).
Thus, their approach cannot extract tables with incomplete
or no bounding lines. Moreover, it consumes much time and
memory because it detects lines using the Hough transform.
A further issue is that the approach cannot properly extract
not regular tables with nested headers and cells because of
the use of projection. Cell boundaries are determined from
a regular table by its horizontal and vertical lines. Thus, this
approach cannot identify headers and cells in a regular table
without complete separating lines. The cell boundaries in
a not regular table are determined by dividing each line at
vertical cell boundaries given by the valleys in the projection
histogram. Thus, this approach may fail to identify nested
sub-headers and cells in not regular tables.

The task of extracting and segmenting writing from ink
documents is related to table extracting and segmenting be-
cause tables must contain writing. The approaches used to
address this task can be classified into two categories as fol-
lows, according to whether or not contexts are used.

(1) Approaches based on histogram projection. Ratzlaff
[14] first extracts writing lines from an English ink docu-
ment based on a histogram projection, then locates words
or word groups accordingly. This approach makes rather
strong assumptions about document regularity, particularly
concerning the line slope and the inter-line gap. It identi-
fies writing lines by a bottom-up approach that takes advan-
tage of spatial and temporal information. It clusters discrete
strokes into increasingly larger groups that eventually merge
to become complete writing lines. The initial clustering de-
pends on the strong evidence of spatiotemporal proximity.
Subsequent merging is based on more sophisticated metrics
that include inter-line distances and mean character heights
[15,16].

(2) Approaches based on context. More recent studies
[12,17] dealing with English ink documents aim to relax
these strict constraints and to use contextual information
[18]. Jain et al. [12] group writing strokes into lines based
on horizontal perspectives and adjacent lines are incremen-
tally grouped. However, the assumption is made that the
inter-word distances are more than double the inter-stroke
distances within a word. Shilman et al. [17] combine strokes
with similar sizes and orientations to form words, lines,
and blocks (paragraphs), in a bottom-up order. Blanchard
et al. [18] extract paragraphs, lines, and words based on an
extension of a probabilistic approach. They take the con-
text into account and consider multiple hypotheses based on
Probabilistic Features Grammars. Moreover, they deal with
the huge combinatorial complexity by introducing a beam
search strategy and by interfacing the parsing algorithm with
a genetic algorithm.

Hong et al. [19] propose an approach for extracting
characters from Chinese ink documents. Their strategy per-
forms basic and fine segmentation based on varying spacing
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thresholds and minimum variance criteria. The five most
probable ways are derived and all the possible segments are
extracted and recognized. A lattice is created from all the
segments and is used to find the most likely character se-
quence using a Viterbi-based algorithm. It would be better
to attain a perfect segmentation of writing by incorporating
character recognition, but this requires a perfect character
recognizer. The best character recognizer currently available
cannot satisfy this requirement. Moreover, the approach
has to evaluate recognized characters using syntactic and
semantic rules.

Because many tables contain separating and bounding
lines, approaches to discriminating writing and drawing
strokes are analyzed here. They can be classified into the
following two categories according to the features used.

(1) Approaches based on features of an individual stroke.
Jain et al. [12] construct a two-dimensional feature space
using lengths and curvatures of strokes in an ink document.
Its linear decision boundary separates strokes into writing
and drawing classes. The features extracted from an individ-
ual stroke can provide relevant information to classify the
stroke [12], and can give a reasonable initial separation of
the two classes [20]. However, to achieve improved perfor-
mance, it is necessary to take the context of a stroke into
account [17,20].

(2) Approaches based on features of multiple strokes.
Shilman et al. [17] classify an individual stroke as writing
or drawing based on local and global attributes of adjacent
strokes, words, lines, and blocks. Bishop et al. [20] discrim-
inate a writing stroke from a drawing one by utilizing not
just its own characteristics, but also the information pro-
vided by gaps between it and its adjacent strokes, as well as
the temporal characteristics of a stroke sequence.

The tool provided by Microsoft Corporation can group
strokes into words, lines, paragraphs, and drawings, accord-
ing to a threshold of line height [8]. However, it cannot
identify ink tables. The tool from IBM Corporation is also
unable to do so [9]. There are also many other methods for
extracting and segmenting tables from documents in images
[10,13,21–25], text [26,27], and html [28]. The traditional
hierarchical model used in analysis of image documents is
to extract multiple levels of components from images. Basic
elements in images are pixels. Ink documents can be trans-
formed into images, but at the same time, a lot of information
is lost. The lost information is critical to extract components
of ink documents. Text and graphics in image documents is
formal because they are scanned from printed papers. How-
ever, these methods are not applicable to ink table extraction
and segmentation [12]. Because ink documents are captured
from freehand sketching, ink tables are neither accurate nor
formal. They may show a number of deviations, such as: (1)
table elements are skew, not aligned; (2) several bounding
lines are drawn in a single stroke; (3) a bounding or sep-
arating line is drawn in more than one stroke; (4) the ele-
ments of the table are written or drawn in a non-consecutive
order. Real-life ink documents are unwieldy: most of the

documents contain mixed cursive and printed writing, and
are often written at angles and in various sizes [17]. Draw-
ings can range from tables and flowcharts to graphics.

A document can be represented as a hierarchy contain-
ing text, tables, graphics, flowcharts and other entities, as
well as their components [10,23]. Strokes in an ink docu-
ment can be grouped as writing characters (words), lines and
paragraphs in a bottom-up order [17]. Entities at the same
level have four types of relationships: top, bottom, left, and
right. All objects in an ink document can be represented as
a matrix with multi-level information. The ink matrix can
provide additional contextual information to assist in the ex-
traction and segmentation of tables; for example, a table can
be identified as adjacent writing rows containing an identi-
cal distribution of writing lines and the same drawing rows
(if available) associated with them. Based on this observa-
tion, we propose to extract and segment ink tables based on
a matrix model. It is the abstract model of tables. It consists
of rows in horizon and columns in vertical direction. Each
row or column includes multiple elements. In summary, our
approach is designed to meet the following criteria:

• Ink documents can contain Chinese characters, English
words, numbers, and mathematical expressions.

• Tables mixed with Chinese characters, English words,
numbers, and special symbols can be processed.

• Tables, with complete, incomplete, or no bounding and
separating lines, can be processed.

• Complex logical structures, including sub-nested headers
and their cells, and headers and cells with multiple writing
lines, can be processed.

• Multi-level contextual information is used to extract and
segment tables.

• The a priori knowledge of table formats can be incorpo-
rated effectively to improve the reliability and adaptabil-
ity of table extraction and segmentation.

• The extracted information can be represented as a com-
pact structure for more advanced applications, such as
modifying and converting tables into formal ones.

3. Modeling an ink document as a matrix

A typical Chinese document consists of text regions and
non-text regions including tables, flowcharts, and graphics.
A text region contains paragraphs; a paragraph contains text
lines; and a text line contains Chinese characters, numbers,
punctuation marks, mathematical expressions, and possibly
English words. A non-text region contains simple text and
graphics primitives. To uniformly represent a Chinese ink
document with various objects for the purpose of extracting
and segmenting text and non-text regions, we first define the
following terms:

(1) An ink character: a set of strokes to represent a mean-
ingful basic object, which can be a Chinese character,
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Fig. 1. A Chinese ink document is modeled as a hierarchy. (a) An ink doc-
ument contains its ink rows bounded by red rectangles, ink lines bounded
by blue rectangles, and ink characters bounded by green rectangles (b)
the hierarchy of a Chinese ink document.

an English word, a number (decimal, fraction), a sym-
bol (punctuation, mathematic, or others), or a drawing
line.

(2) An ink line: a set of adjacent ink characters located in
the same straight line, which can be a text line, a math-
ematical expression, a cell, or a header.

(3) An ink row: a set of ink lines sharing the same straight
line, which can be a text line or a table row.

Thus, a Chinese ink document consists of ink rows, as shown
in Fig. 1(a), and can be viewed as a matrix. We apply a
Chinese ink document model shown in Fig. 1(b) to repre-
sent Chinese ink documents at multiple levels and employ a
bottom-up approach for table extraction and segmentation.
The model is constructed as a hierarchical structure in which
each object consists of its components, making it convenient

Fig. 2. A flowchart modeling a Chinese ink document as an ink matrix.

to extract information (features) at any level, downward to
stroke points and upward to ink rows.

The strokes in an ink document are first grouped into ink
characters according to their temporal and spatial informa-
tion, and ink characters are classified as writing or drawing
according to their linearity. A writing character is split if it
is crossed by a drawing one. Then they are further clustered
into ink lines, i.e., writing and drawing lines, in terms of
their collinearities and proximities. A writing line is split if
it is crossed by a drawing one. Ink lines are grouped into
ink rows according to their collinearities. These entities hi-
erarchically construct a matrix to provide more contextual
information for table extraction and segmentation. Strokes
are first hierarchically organized into a matrix model. The
matrix model furthers the hierarchical model. It can extract
tables from ink documents, segment extracted ink tables into
their components (rows, columns, headers, and cells), store
the extracted and segmented information, access the stored
information, and transform the stored information into ta-
bles of a rational database. A flowchart describing the model
for a Chinese ink document is shown in Fig. 2.

3.1. Extracting ink characters based on strokes’ temporal
and spatial information

Each stroke in an ink document is first set as an ink char-
acter candidate, and then the ink character candidates are
merged according to their temporal and spatial information.
The flowchart of extracting ink characters from a list of
strokes is shown in Fig. 3.

The pen speed between ink characters is normally slower
than that within an ink character. Thus, adjacent candidates
in a temporal order are first grouped to form larger ones ac-
cording to an adaptive speed threshold �. This can reduce
the computation load of the processing because there are
fewer elements to be considered, and there is more informa-
tion from multiple strokes. Each pair of adjacent points in a
stroke has a pen speed Vs(Pti , Pti+1). The threshold � is set
to the minimum Vs in a group of strokes being considered
as a candidate for a character. If the pen speed Vc between
one candidate and the previous one is smaller than � of the
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Fig. 3. A flowchart extracting ink characters from a list of strokes.

Fig. 4. Pen strokes and their orders for Chinese characters and English
words. (a) Strokes 11, 12 are at the left and right of stroke 10, respectively;
stroke 19 are at the top of stroke 13; strokes 15–18 are at the bottom of
stroke 13; and strokes 24, 27 are at the inside and outside of stroke 23
(b) stroke 10 is at the top of stroke 6; stroke 13 is at the bottom of stroke
12; and strokes 10, 8 are at the left and right of stroke 7, respectively.

previous candidate, then they are merged. Vc is defined as
Vc =D/T , where D is the distance between the first point of
the first stroke of the current candidate and the last point of
the last stroke of the previous candidate, and T is the elapsed
time between the two points.

Adjacent strokes in a temporal order are not in a spatial
order in a Chinese character and in an English word, i.e.,
the next stroke can lie at the top, bottom, left, right, in-
side, or outside of the current or previous one, as shown in
Fig. 4, where strokes are bounded by pink rectangles and
labeled with numbers to denote their writing orders. Non-
adjacent character candidates in a temporal order are merged
to form Chinese characters and English words according to
their spatial relationships.

There is no significant gap between adjacent Chinese char-
acters, but the width of a Chinese character is smaller than

1.5 times of its height in most cases, as shown in Fig. 4(a),
where Chinese characters are bounded by green rectangles.
There is a substantial gap between adjacent English words,
but there is much less gap between adjacent English letters,
as shown in Fig. 4(b), where English words are bounded by
green rectangles. English words have different widths. Thus,
ink character candidates are first merged for Chinese charac-
ters according to a width constraint, and then English words
are extracted in terms of language types of candidates.

Next, ink character candidates are iteratively merged ac-
cording to their enclosure, overlap and closeness relations in
space. If two ink character candidates satisfy one of the fol-
lowing conditions, and the ratio of height/width of a merged
one is smaller than 1.5, then they are merged. The latter
condition is intended to avoid merging writing and drawing
character candidates. If the number of ink character can-
didates decreases, the merging test is repeated. Otherwise,
the ink character extraction terminates. The conditions for
merging two ink character candidates are:

(1) The current ink character is bounded by or bounds
another one.

(2) The current one overlaps another one.
(3) The current one is close to another one.

After the above process, some ink character candidates are
components of wider English words because the width-to-
height ratio of these English words is larger than 1.5. These
components are further merged into words. We identify three
kinds of stroke characteristics for ink character candidates’
classification: density, orientation, and intersection.

(1) Stroke density: DC =NC/AC , where NC is the number
of strokes in a candidate and AC is the area of a can-
didate’s bounding rectangle. The densities of English
words are roughly uniform (see Fig. 4(b)), but those of
Chinese characters are not. Because the stroke number
of a Chinese character may vary from 1 to more than
20 and each character occupies a similar block size, the
stroke density of Chinese characters varies significantly
(also see Fig. 4(a)). In practice, however, many Chinese
characters have very high stroke density.

(2) Stroke orientation: OC = (NC − NV )/NC , where NV

is the number of vertical strokes. If the inclination of
a stroke and the x-direction ranges from 60◦ to 120◦,
the stroke is viewed as vertical. A stroke is represented
by a best-fit straight line since English characters con-
sist of mainly vertical strokes. However, many Chinese
characters consist of strokes with more than one, and
possibly as many as four directions.

(3) Stroke intersection: IC =NI/NC , where NI is the num-
ber of intersected stroke pairs. English characters do not
contain many intersections. However, Chinese charac-
ters contain many intersections.

We combine the three characteristics of a candidate to clas-
sify a candidate as Chinese or English (or a number or
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mathematical expression). If the sum of a candidate’s DC ,
OC and IC is larger than 1.0, then it is classified as Chinese;
otherwise, it is classified as English. If gaps between En-
glish candidates are smaller than half of their heights, then
the proximal candidates are merged into a complete English
word.

It is very difficult to automatically and precisely extract
correct ink characters corresponding to Chinese characters,
because there are no significant gaps between Chinese char-
acters located in the same line. A Chinese character may be
mis-segmented into many ink characters because its compo-
nents are far apart from each other, and many ink Chinese
characters that are partially overlapped or close to each other
may be mis-grouped as a character. We will correct wrong
characters extracted in a later stage by exploiting more con-
textual information.

These steps provide us with a list of ink characters. Each
ink character is classified as writing or drawing according to
its linearity. Let the first and the last points of an ink char-
acter define a line L. If the maximum distance between the
other points of an ink character and the line L is smaller than
a threshold, then the ink character is drawing; otherwise,
it is writing. The threshold is empirically determined as 8
pixels. If neighboring ink characters of a drawing character
containing one stroke are writing, then they are set as writ-
ing. This is to correct misclassified drawing characters (for
example, “1”, or “-”). Some errors can be corrected during
further processing by using more information. All strokes in
a drawing character are set as drawing strokes. Each draw-
ing stroke is split using a recursive splitting approach [29]
according to a preset distance tolerance, empirically deter-
mined as 6 pixels. Thus, several bounding lines from a stroke
can be obtained. Strokes in an ink document are shown in
black in Fig. 1(a), where the ink characters are bounded by
rectangles in green.

3.2. Extracting ink lines from a list of ink characters

Proximate ink characters sharing the same straight line
form an ink line. An ink line of ink characters might in-
clude not only correctly extracted Chinese characters, but
also wrong ones. They may also contain larger ink charac-
ters (e.g., Chinese characters, English words, and numbers)
as well as smaller ink characters (e.g., punctuation sym-
bols). Thus, ink characters grouped as an ink line should
have a similar vertical position. Each ink character in an ink
document is first set as an ink line candidate, and then the
candidates are merged according to their proximation and
collinearity. Thus, several strokes representing a bounding
or separating line can be grouped together. An ink line is
classified as writing or drawing according to the type of ink
characters it contains. If two candidates simultaneously sat-
isfy the following conditions, they are merged.

(1) Proximation: For two Chinese candidates, Dh < max
(H1, H2))/2, where Dh is the horizontal gap between

two candidates, and H1 and H2 are their heights. For
two English candidates, or a Chinese candidate and an
English candidate, Dh < (H1 + H2)/2.

(2) Collinearity: Dt < max(H1, H2)/3, and Db < max
(H1, H2)/3, where Dt is the vertical gap of the left
top points of their bounding rectangles, and Db is the
vertical gap of the left bottom points of their bounding
rectangles.

In some tables, certain cells are separated by separating
lines, not white spaces, and their ink characters may be very
proximate to each other. Thus, they may be misgrouped
as one writing line. However, some writing lines might be
intersected by drawing lines. If one writing line is crossed
by a drawing line, it is split by the line, and the two parts are
associated. If one writing character is crossed by a drawing
character, it is split by the drawing character. This can correct
certain wrongly recognized writing characters and writing
lines. Extracted ink lines are shown in Fig. 1(a), which are
bounded by rectangles in blue.

3.3. Extracting ink rows from a list of ink lines and
associating them

Ink lines sharing the same straight line can form an ink
row. Each ink line is first set as an ink row candidate, and
then the candidates are merged according to their collinear-
ity relations with a similar height. If two candidates simul-
taneously satisfy the following conditions, they are merged.

(1) Collinearity: Dt< min(H1,H2)/3, Db< min(H1,H2)/3,
where Dt is the vertical gap of the left top points of
their bounding rectangles, Db is the vertical gap of the
left bottom points of their bounding rectangles, and H1
and H2 are their heights.

(2) Height similarity: |H1 − H2| < min(H1, H2)/4.

The ink rows are shown in Fig. 1(a), bounded by rectangles
in red.

An ink row is classified as writing or drawing accord-
ing to the type of ink lines it contains. If the horizontal or
vertical gap between a writing row and its most proximate
drawing row is smaller than their average height, the two
rows are associated. If writing lines in vertically adjacent
writing rows have approximately equal left or right edges or
center positions, and/or are associated with the same verti-
cal drawing row, then they belong to the same column. The
collinear error is experimentally set to half of their average
height. Partial writing lines in a writing column or row as-
sociated with the same drawing column or row belong to a
sub-column or a sub-row.

3.4. Representing an ink document with a matrix

Because the writing and drawing order for table elements
is not always from left to right and from top to bottom, the
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extracted entities are reordered in a spatial order. Ink rows
are first reordered from top to bottom. Then, ink lines in
each ink row are reordered from left to right, as is each ink
line of ink characters. Red order numbers of rows, blue order
numbers of lines in each row, and green order numbers of
characters in each line are shown in Fig. 1(a).

Ink rows form an ink matrix with multiple levels of enti-
ties. In this matrix, a higher level of entity consists of groups
of entities at a lower level. The entities at each level are
associated. The model facilitates table extraction because it
provides not only stroke level information but also multiple
levels of stroke group information. It can take contexts into
account for table extraction, which is very important in our
case, because tables in ink documents are often inaccurate
or incomplete.

4. Table extraction and segmentation based on a matrix

A table contains rows, columns, and bounding and sep-
arating lines. A row or column contains headers and cells,
and a cell may contain multiple lines of text or nothing.
Therefore, a table can be modeled as a matrix. One ink row
containing multiple sparse ink lines can be a table row. Adja-
cent ink rows with the similar distribution of ink lines form
a table. After constructing a matrix of an ink document, ex-
tracting its tables requires extracting from the ink matrix
a sub-matrix satisfying some constraints for a table model.
Moreover, segmenting tables requires extracting table ele-
ments and their relationships.

4.1. Table extraction based on the matrix of an ink
document

Tables with or without bounding and separating lines are
identified by rows with identical distributions of headers and
cells. Thus, we extract a table starting from a writing row
with more than one writing line, and use the writing row
as a seed-table. The procedure for extracting tables from an
ink matrix based on seed-tables is shown in Fig. 5.

The seed-table grows based on the identical distribution
of writing lines between a writing row and its adjacent ink
row in the seed-table. If they have the same number of com-
ponents, the following rules are used. If the writing lines
with the same index of two adjacent rows overlap horizon-
tally, they are aligned. If all writing lines of adjacent writ-
ing rows are aligned, the rows have the same distribution of
writing lines.

If the vertical gap between two seed-tables is smaller than
the average height of their writing rows, they are adjacent.
Adjacent seed-tables with less than two ink rows are merged
to group writing rows with different numbers of components
but belonging to the same table. After merging seed-tables,
seed-tables with less than two ink rows are identified as non-
tables because, in practice, no table ever has only one row.
The other seed-tables are identified as tables.

If a writing row in the ink matrix satisfies the following
conditions, it is attached to a table as its caption.

(1) The gap between the writing row and the ink table is
smaller than half the height of the writing row.

(2) Its first character is “ ” or “Table”, and its second
character is a number.

The extracted ink table is shown in Fig. 6(a), which is
bounded using a light blue rectangle, and whose strokes are
drawn in light blue.

4.2. Table segmentation

A table visualizes indexing schemes for relations, which
may be segmented as a set of n-tuples where n is the number
of sets in the relation [13]. Table segmenting serves to index
cells via their row and column indices.

A row or column in a table consists of headers and cells,
but headers may be nested. Some tables contain no row
or column headers, but only cells. Multiple writing lines
sharing the same sub-row or sub-column are handled as
a component because they have a common header. Row
headers and cells are identified using the following rules.
Likewise, column headers and cells are identified using rules
based on similar principles.

(1) If the second writing line of the current writing row hor-
izontally overlaps the first writing line of its successive
writing rows, then the first writing line of the current
writing row is a row header, and the second writing line
of the current writing row and the first lines of the sub-
sequent writing rows are nested row sub-headers. The
other writing lines are cells.

(2) Otherwise, the first writing column may be row headers
or cells, which can be identified using the character
number and type. If the maximum character number
of the writing lines (except the first one) of the first
writing column is 60% smaller than that of the other
writing columns, then the writing lines (except the first
one) of the first writing column are row headers. This
is to discriminate brief row headers from detailed cells.
If the language types are not similar, the writing lines
(except the first) of the first writing column are row
headers. This is to discriminate row headers from cells
with different language types.

A table can be viewed as a set of rows and columns and
their nested sub-rows and sub-columns. If cells and headers
have approximately equal left or right edges or center posi-
tions, and/or are associated with the same vertical drawing
line if available, then they belong to a table column. Sim-
ilarly, if their bottom edges are in approximately the same
position, and/or they are associated with the same horizon-
tal drawing row if available, then they belong to a table
row. The collinear error is experimentally set to half of their
average height.
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i = 0, i < the number of ink rows in an ink matrix, i = i + 1 

{

If the ith ink row is a writing row, not visited, and has more than one writing line: 

{

Set it as the current row, and generate a seed-table using it.

(1) Get the current rows’ bottom adjacent writing row.

(2) If the adjacent ink row is a writing row, not visited, and has a associated drawing row 

in the seed-table, then add it to the seed-table, set them visited, set it as the current row,

and go to (1). 

(3) If the adjacent ink row is a writing row, not visited, and has an identical distribution of 

writing lines with the seed-table, then add it and its associated drawing rows to the

seed-table, set them visited, set it as the current row, and go to (1).

(4) A seed-table is attained. 

}

}

Fig. 5. Tables are extracted from a matrix based on seed-tables.

The segmented ink table is shown in Fig. 6(a), where
its row headers are bounded by dashed rectangles, column
headers and their nested headers by dotted rectangles, and
cells by solid rectangles in pink. Headers and their nested
headers are connected by their left bottom points in lines.
Rows and columns are bounded by their enclosing rectangles
in green and blue, respectively.

A cell or header in a segmented ink table can be accessed
via its row and column indices. The extracted information
is stored in a nested matrix which can handle index headers,
cells, rows, and columns.

4.3. Modification and conversion of ink tables

Segmented ink tables can be modified with desired styles,
e.g., each column of cells is aligned at the left, center, or
right, and each row of cells is aligned at the bottom, center
or top. Fig. 6(b) shows a modified version of the ink table
shown in Fig. 6(a), where each row of elements is aligned
at the bottom with the same inter-row gap, each column of
elements is aligned at the left with the same inter-column
gap, and each line of characters is aligned at the bottom.

The segmented table has thus been recognized, as shown
in Fig. 6(b). Some wrongly extracted Chinese characters and
numbers are corrected manually, as are wrongly recognized
ones. Then the recognized table is converted into a table
document for formal representation, and further converted
into a spreadsheet file for statistics, as shown in Fig. 6(c) and
(d), respectively. A handwriting recognizer such as Microsoft
Tablet PC Platform SDK [30] was used. Tables in rational
databases can be abstracted as a matrix. So the extracted
and recognized information from an ink table can be easily
transformed as a table of a rational database.

5. Experimental results and performance analyses

Based on the proposed approach, a software prototype has
been developed in Visual C++ R7.0. This section presents
performance evaluation and comparison based on the exper-
imental results on real-life ink documents containing tables,
and gives quantitative analysis based on ground-truth data.

5.1. Experimental results

To evaluate the performance of the proposed method, we
experimented with 30 Chinese ink documents containing
150 pages and 50 tables on our software prototype. These
test tables cover the instances mentioned in Section 1. The
documents were collected from many different sources with-
out any restriction on the style or content of data, which
includes text, graphics, flow charts, tables, and so on. The
tables can be drawn at random, and may be large or small,
skewed or not aligned. The Anoto Pen [31], from Hitachi
Maxell Corporation Ltd., Japan, is used to handwrite the
Chinese documents on Anoto papers, and the pen captures
the point coordinates and timestamps for each stroke.

The experimental results are shown in Fig. 7 to illustrate
the effectiveness of our approach. It is clear that many kinds
of tables are extracted and segmented correctly.

Liang et al. [32] present quantitative performance mea-
sures on document structure extraction algorithms in terms
of the rates of correct, missing, false, merging, splitting, and
spurious detections. The performance evaluation of our ap-
proach is done at the table level for table extraction and at
the header and cell level for table segmentation; i.e., it evalu-
ates the proportion of strokes, captions, headers, cells, rows,
and columns of tables correctly extracted. The precision rate
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Fig. 6. An ink table is extracted, segmented, modified, recognized, and converted. (a) An ink table is extracted and segmented; (b) it is modified and
recognized; (c) the recognized table is converted into a table document; (d) the recognized table is imported into a spreadsheet application.

� and the recall rate q are used to measure the average per-
formance of detected objects: � = �/(� + ε), q = �/(� + ϑ),
where � is the number of true positive objects that are de-
tected correctly, ε is the number of true negative objects
that are detected incorrectly, and ϑ is the number of positive
objects that are mis-detected [33].

To evaluate the extracted results quantitatively, the
ground-truth data are used as a reference. As the refer-
ence data cannot be obtained by any automatic processing
method, they are determined manually by professional
engineers. The average performance of our algorithm in
table extraction and segmentation is given in Table 1.

The processing time is another important performance
index. The processing times of extracting and segmenting
tables in our ink documents were tested on a PC with a

PIII 1.6 GHz CPU and 512 M RAM, where the maximum
processing time was 0.57 s, and the average time 0.35 s.

5.2. Comparison with related work

There has been some investigation into the segmenta-
tion of ink documents, but only Jain et al. [12] extract and
segment ink tables. Although their approach is only for
English documents and is not based on the same test data,
it is the most comparable work with ours. We compare their
approach and ours in four aspects: table extraction, table
segmentation, result accessibility, and computational cost.
The comparison results are listed in Table 2.

In order to compare the performance of the approach of
Jain et al. [12] with ours, we implemented their approach in
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Fig. 7. Ink tables are extracted and segmented. (a) An ink table containing two border lines and one separating line; (b) an ink table containing numbers,
complete separating lines, and incomplete bounding lines; (c) an ink table containing nested headers but not full length separating lines; (d) an ink table
containing Chinese characters, numbers, and complete bounding lines.
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Table 1
Average performance of our approach

Correctly detected Incorrectly detected Mis-detected Precision (%) Recall (%)

Stroke 15 592 258 286 98.4 98.2
Caption 41 2 4 95.3 91.1
Header 303 11 23 96.5 92.9
Cell 1121 84 75 93.0 93.7
Row 398 17 18 95.9 95.7
Column 202 21 22 90.6 90.2

Table 2
Comparison between two approaches

Characteristic Approach Hierarchical approach [12] Our approach

Table extraction No bounding lines and with separating lines No Complete
No separating lines and with bounding lines No Complete
Nested headers and cells Partial Complete
Headers and cells Complete Complete

Table segmentation Nested headers and cells Partial Complete
Association between table elements No Yes

Result accessibility High High
Computational cost High Moderate

Table 3
Average performance of the approach of Jain et al. [12]

Correctly detected Incorrectly detected Mis-detected Precision (%) Recall (%)

Stroke 14 472 978 1406 93.7 91.1
Header and cell 1224 345 298 78.0 80.4
Row 356 46 70 88.6 83.6
Column 186 34 38 84.5 83.0

software. It neither extracts captions for tables, nor discrim-
inates headers from cells for table segmentation. Its average
performance on our test data is shown in Table 3.

Comparing Tables 1 with 3, we can see that our approach
has higher precision and recall rates. This is because we
consider nested headers and depend less on bounding and
separating lines, but instead utilize the distributional char-
acteristics of headers and cells as well as the association
between writing and drawing entities.

5.3. Error analyses

Failure cases in our extraction are illustrated in Fig. 8,
including extraction of tables, their captions, headers, cells,
rows, and columns. These errors are analyzed as follows.
Note that most of the errors can be handled by fusing se-
mantic information in the future.

(1) Extraction of tables. When adjacent lines of texts have
sparse components, they are mistaken for components of
tables. In other words, a two-column (or multi-column) ink
document in more than one line will be identified as a table.

(2) Extraction of captions. An error occurs when a caption
contains multiple lines of text, causing incorrect recognition
of its first and second characters.

(3) Extraction of headers and cells. Most errors occur
when a header or cell contains multiple lines of text. It is
difficult to identify these lines of text as belonging to a
header (cell) or multiple headers (cells) when there are no
separating lines because some cells contain nothing. If a
header or cell contains more than one English word or sparse
Chinese characters, the words or characters may be identified
as multiple headers or/and cells. Furthermore, if some nested
headers are at the center of a shared header, and they are
not grouped by a separating line, then they may be wrongly
identified.

(4) Extraction of rows and columns. Some wrongly ex-
tracted headers and cells can result in the wrong extraction
of rows and columns.

5.4. Discussions

From the above experimental results and our performance
analyses, it can be concluded that the proposed approach
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Fig. 8. Failure cases of extracted and segmented tables. (a) The caption
is not extracted, and cells containing multi-line of text are not extracted
correctly, because they are separated by digits, not lines (b) the caption is
not extracted, and the last two headers are not extracted correctly, because
it is a header containing multi-line of text.

has four major advantages:

(1) It uses a matrix model, which can provide more contex-
tual support and evidence for table extraction.

(2) More sources of information are exploited, including
components of rows, bounding and separating lines, and
their combination, to improve the extraction of tables.

(3) Association between writing rows and corresponding
drawing ones improves the segmentation of tables.

(4) A segmented ink table is represented as a nested matrix,
which not only stores all the information extracted and
segmented, but also supports the access of headers and
cells using row and column indexes.

Consequently, the proposed approach is able to achieve
satisfactory results in the task of extracting tables, their
elements and relationships among extracted elements.

6. Conclusions

This paper has proposed a matrix model for extracting
and segmenting ink tables. Ink tables with or without bound-
ing and separating lines, as well as those with nested head-
ers, can be processed, since we focus on the distribution of
headers and cells. Extracted ink tables are decomposed into
nested headers and cells based on the association between
rows and columns as well as bounding and separating lines.

The proposed approach and its software have been tested
using many ink documents containing ink tables. Their
performance analyses are reported here, including the
test results and comparative evaluation relative to
another published method. The analyses confirm that the
proposed approach is more effective and robust than other
approaches currently available.
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