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|. Abstract

There are various technical issues in Video-on-Demand (VOD) service, such as video
content allocation, load balancing, transimssion and server selection. Every topic
has researched in deep details in the pass. In this report, a generic architecture for
Distributed Video-On-Demand (DVOD) services is purposed, designed and
implemented. This generic architecture is the result of consideration of various
issues addressed in VOD service and will be focus on server selection in both of static
and dynamic way. The development and implementation of this generic architecture
is called Virtual Media Center (VMC). Server selection is emphasis by collecting
Round-Trip-Time (RTT) between the server and client at run-time.  Streaming server
side resources metrics such as CPU utilization, alocated bandwidth and connected
client are also monitored and reported back to VMC Web server for real-time
selection process. The technologies used are base on CORBA and Web service.
The benefit of CORBA and Web service technologies bring highly interoperability
between distributed components and firewall friendly in the Internet. It is also
increase the flexibility of different implementation for individual components. The
streaming for media content is decoupled as an individual distributed entity that
allowable to use heterogeneous streaming server, technology and protocol such as
RTSP, MMS and HTTP etc. That is also the gold of this generic architecture that
allowing to adapt new streaming technology over time.
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1 Introduction

Large amount of researches have been done on Video-on-demand (VOD) in the pass.
Characterigtics of a VOD service are bandwidth demanding and concurrent user
capacity is always limited. Most researches are focus on resolving these major
bottom necks by video content allocation or replication strategy), load balancing,
different transmission method and server selection etc.

As the popularity of the computer network, such as the Internet, most of the VOD
systems are target to provide service on computer networks. Computer network
consist many autonomous computer systems and VOD service designed in distributed
environment is a dominant architecture.

Computers in computer networks can be treated as an autonomous component and the
whole computer network can be treated as a distributed syssem. The heterogeneous
among distributed components consist of different hardware, computer networks and
operating system. The heterogeneous components in a DVOD system may also
include components developed by different programming language and different
developers. DVOD system solves the heterogeneous issue by distributed
middleware, such as CORBA and provides interoperability.

VOD service has many application specific issues inherited need to address and solve.
The most critical one is bandwidth and storage demanding. Thus, there are many
researches on video content allocation, replication strategy, transmission method,
caching technique, such as use of Set-Top Box (STB), load balancing, storage
read/write scheduling, best network path selection, fault tolerance and availability. A
successful DVOD system must cover al theseissuesin its design consideration.

1.1 Contribution

In this report, a DVOD system is designed to build on distributed middleware
CORBA. Thedesignis based from consideration of all the issues inherited in VOD
service and distributed systems.  The selection of the best video streaming server in
both static and dynamic metrics is the main focus of this design. The CORAB
remote invocation call is proposed as for the client side probe for dynamic server
metrics while the static metrics such as the server list will be provide from the result
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of a remote method invocation. The implementation of the DVOD system will be
described and the CORBA IDL for CORBA remote objects definition will be listed.
This DVOD system can be used as a framework for a simple and robust architecture
for system extension and interoperability.

1.2 Organization of this report

Firgly, this report will discuss and summarize the related work of VOD and DVOD in
the pass in section 2. Then the design of the generic architecture for distributed
video-ob-demand services will be described in Section3. In section 4, the
implementation details and subscriber interface will be described.  Finally, section 5
give a conclusion with the advantage and disadvantage and future works.
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2.Related Work

2.1. Video-on-Demand Introduction

Video-on-Demand (VOD) is a service that allows users to view any video at any time
and can use VCR-like functions, such as fast forward, fast backward, pause, stop and
play interactivel y during the viewing session.

Due to the rapid popular of computer networks in recent year, amost all the VOD
system are designed to use computer networks as a delivery channel. The
transmission networks properties suitable for VOS service are desired with high
bandwidth and follow common protocols. The most common are | P-based network
running TCP and UDP [1], [2], [3], [4], [5].

The major streaming media protocol used is the Real Time Streaming Protocol
(RTSP), Real-Time Transport Protocol (RTP) and Real-Time Control Protocol
(RTCP). It providesdirect control of bit stream and was developed for use in unicast
and multicast networks for streaming application. RTSPisin the application layer of
the OSl reference model. The Resource Reservation Protocol (RSVP) can used to
reserve necessary resources at routers along the transmission paths.

Audio and Video file used for streaming are usualy in the following format:

I  Windows MediaAudio (.wma) and metafiles (.wax)

I  Windows MediaAudio (.wmv) and meta files (.wvx)

I  Windows Mediafiles, advanced stream format (.asf) and meta files (.asx)
I MPEG-1land MPEG-2 (.mpg, .mpeg, .mpa, .mp2)

I MPEG Layer-3 audio (.mp3)

I MPEG4

I QuickTime Movie

I RealVideo (.rm)

I RealAudio (.ra)
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The most popular format used for video streaming are Windows Media files,
advanced stream format, RealVideo and QuickTime. The most popular streaming
players are Microsoft Media Player, RealOne and QuickTime.

The VOD service is high bandwidth demanding and limited user capacity [5]. Some
high speed networks ATM and CATYV, has proposed to provide commercial service
such as Digita Theatre [6], [7], [8], [5], [9]. Some proposal also include wireless
network, such as W-LAN, W-WAN (GPRS and 3G) in their consideration [10].

In order to facilitate the VOD service provision, users of the VOS system should use
their existing equipment, such as a persona computer or TV to access the VOS
service. However, some VOD services require to installing a Set-Top box (STB) in
the client side to access their services (Figure 1). The magjor function of STB is used
to provide hardware for buffering, caching and video decryption [11], [12], [9], [13].

VNN

Client A Client B

Set-Top Box (STB)

Figure 2.1 Set-Top Box for VOD Service
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2.2. Common System Architecture

There are two important properties that make the design and build of aVOD system is
achallengetask. The first is the on-demand property the DOVS system. It means
any user can access the service a ant time. The second is that when each user
accesses the service, they may view different content at the same time. These two
properties cause the multicast solution like TV broadcasting is inadequate to use as a
solution to delivery contents to the users.  Thus, large amount of researches on VOD
topic in the pass is related the solution of video contents delivery such as multi-cast,
unicagt, hybrid of multi-cast [14], [15], [16], [17], [18], [19]. And the second
challenge is video resource arrangement, such as video content allocation, admission
control and session management [20], [21], [22], [23], [24], [25], [26], [27]. This
two issues will be discus the following sections.

2.3. Centralized and Distributed

Broadly speaking, the architecture can be classified in to Centralized VOD [28] and
Distributed VOD systems [29], [30]. The criteria to classify a VOD system is
centralized or distributed can be looking on the characteristic of its processors, control
and data (Endow 1978).

/ / / /; E'_"H'-"'_b y
Control / / / / -:”:: ._ istribut

é_ﬁ-
Autonomous ¥t <
fully cooperative A Local data,

>¢ J local dirsctory
|~ Not fully replicated
1 ¥ master directory

# t;
Aulonomous frans- 4:1 e
action based L

Master-slave # Fully replicated
Homeg. Homaog. Processors
special general

purpose pUrpose
Histerog. Heterog.
special genaral
purpose purpose

Figure 2.3.1 Distributed System Types (Enslow 1978)
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The current hardware cost and bandwidth for aVVOD system with centralized
hardware control, video content placement and request handling is incapable to fulfill
the requirement of VOD service. Asaresult, mos of the current research and
proposed VOD systems is designed in various degree of distribution. A Distributed
Video-on-Demand (DVOD) system can be builds with various degree of distribution.
The most common architecture is the distribution of the video content delivery by
multiple streaming servers [2], [31], [32], [33], [34], [30], [35]. Figure 3 showsa
common DVOD architecture.

/—DVOD System A ~ /—DVOD System B ~

Video Streang Server n Video Streang Server 1
Video Streaming Server 1 Video Streaming Server n

AN J AN J

Computer Network

User 1 User 2 Usern

Figure 2.3.2 Common Distributed Video-on-Demand (DVOD) architecture
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2.4. Video Content Allocation

Videos have to be stored in permanent storage and the size of videos is huge. It is
usualy partition the video collection into multiple servers. The storage for video
contents can be low speed archive system or high speed storage such as RAID or disk
array with programmed read/write control for video contents. In archive system,
video is loading to fast read/write storage when request to watch. This is beneficial
by cheap and low cost but with slow respond time.  In the side is the fully high speed
storage for optimal performance but with high cost. Some system stores the expected
more demanding videos in high speed storage and store all other videos in archive
storage to give a balance on performance and cost [34].

Besides the storage speed, video content allocation in DVOD system is an important
factor which can influence greetly in the performance. For example, the location
between the user and video in the network can cause respond different and cause
traffic congestion to the network.

There are several strategies suggested on how to organize the videos in the storages.
The dlocation of videos also can base on the popularity of the videos [21], [22] or the
user demand for a video [20]. Videos are aso replicate to multiple servers to
improve performance and increasse reliability to the whole system [21], [22].
Besides considering how many copies of a video should place and where it should
place, video content alocation in DVOD system must provide access transparency
and location transparency to geographical scattered users as awhole.

The replication strategy in DVOD system may increase reliability but also may cast
extra network traffics for update. The design of areplication strategy is always need
to consider the cost induced to existing system. For example, the replicates of a
video can arrange in the network topology in atree form and replication is arranged in
different level between root level and sublevels. The arrangement of this kind is a
way to reduce replication update cost.
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Video Object Location Topology

Figure 2.4 Video ReplicatesAllocated in Tree Form
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2.5. Transmission

Delivering video content is bandwidth demanding and this is one of the major
bottle-neck to limiting the user capacity. The common computer network types used
to participate in DVOD system islisted in Table 1.

Type Range Bandwidth (Mbps) Latency (ms)
LAN 1-2 kms 10-1000 1-10
WAN Worldwide 0.010-600 100-500
MAN 2-50 kms 1-150 10
WirelessLAN 0.15-1.5km 2-11 5-20
Wireless WAN Worldwide 0.010-2 100-500
Internet Worldwide 0.010-2 100-500
Table 1 Network Types

VOD service is mainly delivery to user with streaming technology. The bandwidth
requirement and latency in a computer networks influence the capacity and quality of
a VOD servicee. Compression algorithms are used to reduce the bandwidth
requirement in video streaming. Basically, the bandwidth requirement is proportion
to the video quality. The trade off for the VOD service provider is between the
quality and capacity of concurrent users on the assumption of target network types.

Figure 5 shows some common video format size and bandwidth requirements.

Size [GE|
1 i = 48 e — Tl 6

130

M

i
| 1.9 |
| =
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MPED-2 DV 410 DV 422 Dhigi Be ]| HDTVY
AMBs 3l Mhia SOMEs 90 Mbs 270Mbs  12Ghi

Common Video Size and Bandwidth Requirement

Figure 2.5.1 Common Video Bandwidth Requirements
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The quality of service (QoS) in computer network ensures the bandwidth is reserved
for a transmission channel. It is no solution to solve in the current equipment with
most popular Internet protocol IPv4. The most common solution employs now is to
use datagram, such as UDP with buffering at client side to avoid unstable transmission
rate or use dedicated network such as CATV to provide VOD service.

VOD service with VCR-like function can be delivered in a unicast channel for every
user, and this referred to as True VOD service. True VOD service provides short
response time but cost more resources in both CPU time and bandwidth.

There are a number of researches in lecture had proposed to use a combination of
unicast channels (Figure 6) and multicast channels (Figure 7) [17], [30] to increase
bandwidth utilization and maximizing the user capacity. Some transmission VOD
service will repeatedly broadcast selected videos and use chaining technique to
provide VCR-Like functions. VOS service with this hybrid technique is referred as
Near VOD. The trade off of Near VOD is limited video selection and no interactive
control. But Near VOD can beneficial to saving bandwidth requirement and can
provide service on providing VOD service through low bandwidth networks.

There is also other proposal such as repeatedly broadcast a video [13], [14], [19] and
delivery video content to user via multi-path (Figure 8) [15], [16] or multiple sources
[17],[36]. All of these are subject to improve performance and increase capacity but
induce extra cost to the pre-processing of video alocation, increase complexity and
decrease robustness of video alocation.
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Figure 2.5.4 Multiple Source Transmission

VOD service in DVOD system enables distribution of user request to different
locations. As a reault, the bandwidth bottle-neck in a single network path is
aleviated. The concurrent users and service quality can be improved. However,
this is not sufficient for commercia reguirement on concurrent user capacity.
Different transmission mechanism for DVOD system is gtill worth to adopt.

Other minor turn up in transmission aspect is that the transmission rate can be change
at run-time according to the required video quality or network condition. This
techniqueis called Variable Bit Rate (VBR) transmission and most of the commercial
streaming products are supported.

2.6. Replication

Replication can increase performance, reliability and fault tolerance. But incorrect
strategy can cause increase storage, increase management cost and no lower
performance. Replicate the whole video collection on-line in DVOD system is
impractical. So it is usually suggested to replicate some selected video base on some
alocation strategy [20], [21], [22]. The video management database, such as video
catalogue, resource information etc. can be replication as a whole for fault tolerance
purpose. The update issues adhere to replication on video content is minimum, it is
due to stored video content is seldom to modify. The most prominent issues are the
proper selection of replication source and placement. For example, in the popularity
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strategy, the prediction is difficult and subject to uncertainty. If the popularity
threshold is update dynamically, the update cost for replication is complex and costly
for large size video files over bandwidth limited network [35]. Further more, VOD
service users are scatted over geographic location. If replicates not located in the
shortest network path to the user, it may induce traffic jams and influence other user
admission to the VOD service. As a result, replication in DVOD system can
increase fault tolerance, such as replication video management data.  But the over all
performance is subject the uncertainty of the replicates popularity and replicates
allocation.

2.7. Load Balancing

Load balancing enable the load in a DVOD system more evenly distributed. The
load threshold metric used for load balancing in a DVOD system can be obtain from
various resources metrics in static, statistical and dynamic ways.

The load balancing in DVOD system can be classified in to 3 levels: storage,
bandwidth and server. Storage load balancing schedule optimized disk read/write
control especially for large size video files base on the reading pattern of VOD service.
Bandwidth load balancing concern on distributed user request to the shortest network
path between the client and server to optimum bandwidth utilization. Server load
balancing in VOD service is used to maximize the user capacity. Due to videos in
DVOD systems are stored in different servers. Server selection is basicaly used to
select the appropriate video server location for the video requested. If video stored
in different servers may replicates according to different video alocation strategy.
Besides selecting the right video providers, the server selection process can be used
for load baancing purpose. In DVOD system, video allocation and replication
strategies are designed to improved system performance and load balancing with
server selection [37], [38], [39], [40].

2.8. Server Selection

Client Side Server Selection [37] performs server selection algorithms in the client
side with various static, statistical or dynamic metrics. Dynamic estimation use

small probe to detect current network resource availability. |If the set of probe
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servers are large, statistical metrics can be use to select a subset of servers for probing.

Dynamic Server Selection [38] enables application-level congestion avoidance.
Dynamic server selection consistently outperforms static policies. The selection
assumes no knowledge of server location and network topologies and RTT isthe basic
for selection metrics.

Ping Random [39] is a two-step process for server selection where ping and
traceroutes results were used to evauate the server selection scheme. The first step
of Ping Random selects the best 5 well-performing servers.  The second step selects
the one which is the best among the 5 servers in first step. Ping metrics are used to
select a small set of servers, which are called ping-set. Then server is selected from
the ping set randomly. Their experiments show that pick up server by RTT metrics
performed significantly better on average than those pick up by minimizing hop count
or AS count but not as well the Ping Random method.  The advantage of this method
is that ping is light weight and sensitive to red-time network traffic. But clients
request may oscillating and collide among servers.

Random Early Migration (REM) [42] migrate request progressively as the system
load increase. REM compares the current service load with threshold and decides
whether request migration is needed with a certain probability, which is a function of
the service load. REM will take the server load into consideration and achieve less
service delay by migrate progressively. But the server for migration must contain
the requested videos and the best result will be obtained if with an initialized video
allocation algorithm.

Basically, the server selection criteria fall into three classes. dtatic, statistical and
dynamic [37]. The gatic type is based on hardware resources and configuration
thresholds, such as hardware loading and connection bandwidth. These static figures
take into account the resources capacity but not red time resources availability.
Statistical type compute and analysis pass usage records to obtain hints on server
resource estimation. This type is less reliable if the user access pattern is high
variability. Dynamic type use probes to estimate resources availability on run-time.
This type can provide the most up-to-date information of resources availability but
add additional traffic and calculation. Among these three types of criteria, hybrid of
these three types can provide more rich information but the trade off is the extra
resource and slow response time.

The selection metrics used for server selection fall in to four categories. They are
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router, DNS, server-gde and client-side [37]. The most common used metrics in
VOD system islisted in Table 2.

Client-side Geography location,
Hop count,
RTT,
Bandwidth,

Random selection,

Server load metrics,

Server resource configuration
Prior respond time
Server-side Video allocation,

Server load metrics,

Network path metric [41]
Table 2 common server selection metric

In server-side server selection, it is performed by a VOD service management server.
For example, the random early migration [42] performed in the server to decide
whether request migration is needed with a certain probability, which is a function of
the service load is a server selection in the server side.

In client-side server selection alows the client to select the best server [37], [38] [39].
The server responding time can be used as the selection metric for the best server in
dynamic way. Therespond T is defined as follows [37].

T =Tons + Teonnect + TLatency + TRemaining

Where Tpns is the DNS look up time and Teonnect IS the time to establish a TCP/IP
connection. The DNS look up can be ignore due to it is usualy streaming servers
are provided by VOD system management server. The responsbility of the
client-side is only need to choose the best server to fulfill its service requirement.
The Tremaining 1S @ threshold representing the dynamic load of the server. It can be
the sum of available bandwidth for the client-server connection and upon server load.
Tiaency 1S representing the static or statistical threshold of the target server.  The client
send probe to each target servers to obtain their corresponding T. The smallest T
provides an important threshold can be used to select as the best server to serve at
run-time.
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In addition to server respond time, the network path and traffic condition is also the
important metrics that a client can used to calculate the best server selection. Probe
is a technique used to obtain dynamic server respond time and network traffic metric
without know the server location or network topology [38]. It can be used in various
ways. For example, client can send probes to n servers and select the first reply
immediately without waiting the rest. Or send probes to al servers, upon receiving
the first probe reply, delay for haf the reply time to see if other servers respond
amost as quickly. After the delay, sdect the server with the median bandwidth
among those have replied [37], Or use the smallest means of 1, 2, 3, 4 or 5 RTT
measurements [38]. However, probe induced extra traffic to the network and server
load. The design of probe should be carefully consider that to avoid cause impact to
the system performance.

The hop count and Round-Trip Time (RTT) obtained from probe are usualy
important metrics used for server selection [38], [39]. Hop count provide hints to
estimate the best path between the client and the server. RTT provide hints to
estimate the traffic condition between the client and server. But RTT is better than
hop count for prediction metrics (Figure 9) [38], [39]. Asthe respond time is critical
in VOD service and hop count is a poor and inaccurate metric [39], RTT should takes
higher priority than hop count at run-time selection. Thus, RTT can be the base for
dynamic selection in client side[38].

Mo.of Servers

- Hop Count

(Robert L. Carter and
Mark E.Crovella
1997)

No.of Servers

Figure 2.8 Empirical Distributions of Hops and RTT to 5262 Random Servers [38]
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The method of obtaining RTT can use simply ping and small size of file transfer.
Transfer time with small files give some indication of server performance, but are not
always accurate [39]. The ping method shows that it is a better method to all other
smal file transfer method with simplicity and light weight in bandwidth [39]. In
addition to these two methods, a remote method invocation can be used to provide a
mixed way of metric to indicate the server respond and RTT metric in distributed
system architecture. This method will be discussed in more details and implement in
the proposed DVOD system in the following section of this report.

2.9. Fault Tolerance

Fault tolerance in VOD service enable failure of a component, such as a video
streaming server fail, the system can ill provide service but with lower video
selection or performance. Fault Tolerance can increase the availability of a VOD
system [2]. Replication and server selection in dynamic ways provide a mask to
achieve component or server level fault tolerance. Other level of fault tolerance can
be classified asin table 3.
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Class Subclass Description

Omission failure A server omitsto respond to a
request
Response failure Server responds incorrectly to a
request
Value failure Return wrong value

State transmission failure | Has wrong effect on resources (for
example, setswrong valuesin data

items)

Time failure Response not within a specified
timeinterval

Crashfailure Repeated omission failure: a

server repeatedly fails to respond
to requests until it isrestarted
Amnesia-crash A server startsin itsinitia state,
having forgotten its state at the
time of the crash

Pause-crash A server restarts in the state before
the crash
Halting-crash Server never restarts

Table 3 Characteristics of Faults

In DVOD system, hardware failure in component achieve by employing storage
redundancy, such as RAID, operation system functions, such as clustering etc. to
mask the component level failure. The fault tolerance in DVOD system regarding to
the Omission failure, Response failure and Time failure can be masked by a
distributed middleware such as CORBA. The failure result is a exception in the
remote method invocation. The result to the clients may need to handle the failure
exception and experience slow performance.

2.10. Admission Control

Admission control in DVOD system controls if a new reguest can be fulfillment or
accept base on the current resources metrics. The purpose is to avoid violating the
service quality of others users already in use.  Admission control metrics can be

from networks resources and CPU load [25], or in threshold-based polices [23], or
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base on blocking probability [43]. In a DVOD system, it is usualy performed the
management server as near the client as possble. It is because this can reduce
influence to the system and sharing resources to existing users. Asaresult, the front
end process responsible for this task need to obtains sufficient system resource
metrics or threshold to make its admission control decision at run-time.

2.11. Summary

VOD service had been research topics for alongtime. The proposed topic for VOD
service can be grouped into five issues. They are video alocation, admission control,
transmission mechanism, replicate policy and server selection. The system
architecture is mainly based on distributed components across the component
networks. Most proposed DVOD system dedls with how to coordinate different
components, such as providing video to user from different video streaming servers as
a whole to obtain the capacity optimization and access transparency. But it is still
few successful commercial VOD service in the markets. Besde the inherit
limitation of existing network bandwidth, other non technical issues such as copy
right, security and investment interest factors are also influence the popularity of
VOD service. However, DVOD system is indeed provide a technical framework to
using existing computer networks as a platform for VOD service development.
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3 System Design
3.1. Motivation

Multimedia streaming over Internet is popular in recent years. Multimedia
technologies such as compression, security and streaming protocol are still under
evolution, a framework to provide a generic architecture for distributed
video-on-demand (DVOD) services is needed.

As DVOD services are usually operated by different parties and some of the services
may not the same. A generic architecture which can provide a standard interface for
interoperability of different operators is essential for the framework.

The media contents and sources are various.  The procedure for source set up such as
real-time broadcast event or ad hoc monitoring for mobile users should dynamic,
automatically or as simple as possible.

3.2. Design Godl

The design gold of a generic architecture for distributed video-on-demand (DVOD) is
smple. It is only one principle, define clearly the system components and use
standard interface between them

3.3. Solution

The ways to define components among a system is not in the topic of this report.
And the interface standard among software systems are various and not possible to
investigate their details heree.  As CORBA and Web service are both popular
standards in distribute computing environment and Internet application respectively,
these two standards are selected as the component interface of the generic architecture
for distributed video-on-demand services. The major reasons for choosing CORBA
and Web Service for the generic architecture as follows:
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CORBA:
Interoperability middleware for heterogeneous network, computer hardware,
operating system and programming language
Best for interface between heterogeneous streaming server among different
technology or content provider
Drawback: difficult to pass firewall in distributed environment

Web Service:
Standard API for Web application
Best for interface between different content providers
Can pass firewall

As most current CORBA products are difficult to bypassing firewall and no standard
ports for configuration, the Web service can used instead of CORBA in case of server
interoperate in the Internet environment.

Logically, due to CORBA and Web service are defined as the standard interface
between components, the network, computer hardware, operating system and
programming language may be different. But in redity, the most normal condition
may be a centra Web server, a database server and different streaming servers from
different venders or products. All may running in different operating system and
developed by different tools.

In the user side, Internet browse is a normal access interface. The capability to
decode the streaming is determinate by if the user installed the appropriate media
player component for the target streaming source. Different streaming source may
employ different streaming technologies. Clients must install the corresponding
component or player to decode the steaming if it is not stalled before.

3.4. Design Consideration

Video Content Allocation | ssues

Due to the uncertainty of video popularity prediction and replicate policy is tightly
related to video allocation, the DVOD in this design assumed that video collection is
partitioned on multiple streaming servers and some of videos may have multiple
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copies in different streaming server. As the beneficial obtain from simplicity is out
weight the cost of uncertainty, no any allocation method will use.

Transmission | ssues

Another assumption is that transmission is based on unicast and the whole video file
isstored in asingle location.  This simply the implementation and less cost for video
pre-processing, such as video stripping on multiple servers, adaptive chaining etc.
The most important benefit is there is no need to use STB and simplify the client side
setup.

Heterogeneous and Middleware |ssues

The implementation is flexible in CORBA and has been chosen as the framework for
streaming service [12], [44] and VOD service in mobile environment [45]. The
limitation based on the supporting programming language binding in CORBA IDL
and supporting platform for ORB products. It is theoretically and practically to
implementation heterogeneous components in different network and operating
systems. In the DVOD system proposed in this report, the two CORBA remote
objects will be implemented in the UNIX platform and the client interface will
implementation in Windows platform. Video streaming is decided to spawn a new
thread on per view bass. In other CORBA implementation of DVOD system, the
video streaming part can be a third part product with integrated control interface, such
as CORBA or COM to control the delivery of streaming video to clients.

Fault Tolerance I ssues
All video information, user account, resources metrics and other management data are
stored in a central database installed in the Video Management Server without

replication and any fault tolerance protection. The main different to practical system
is that replication and redundant of database increase availability and fault tolerance.
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Location Transparency |Issues

The CORBA Naming Service will be used for client to the look up the Video
Management Server. This provides the location transparency of the Video
Management Server to the Video Clients but every client must setup to locate the
CORBA Naming service in its configuration.

Resource Metrics Update | ssues

The CORBA Event Service will be used to provide real time resources metrics
notification to subscribed CORBA remote objects. The maor resources metrics in
the Event Service channel is the remote object in the Video Streaming Server. It is
because it provides real time loading and resources metrics for both the Video
Management Server and Video Client in the server selection process.

As aresult, the design and implementation of this DVOD system is mainly focus on
the admission control and server selection with both satic and dynamic resource
metrics. And demonstrate the use of CORBA as the development platform for
DVOD system
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3.5. System Architecture

3.5.1 Roles

The rolesin a generic architecture for
distributed video-on-demand service can
be classified as follows:

5 (3
% N L ]

System operator System Operator Cortent Prcvider
Content provider

Subscriber &

Subscriber
System operator is the party who

provide the browsing service to

subscribers.  Content providers register ~ Figure 3.5.1 VMC Roles

them service or content to system

operator and subscribers can browse variety of service such as Video-On-Demand,
Real-Time TV, Real-Time Web Cam etc., and choosing the content provider to serve
them.

Content provider provides the media content streaming directly to subscribers. The
physical media content may be a streaming file or an audio/video capture from
hardware device. The source of the media content is usually called streaming server.
Content provide may equip their streaming severs in their own sites. So that a
system operator may consist many streaming servers from different content providers
and those streaming servers may scatted in different geographic location among the
Internet.

Subscriber refersto user of the system who retrieving the streaming content from any
content provider through the system operator. The user will access the system
operator’s Web dte to obtain the streaming server location and then retrieve the
streaming directly from the streaming server.

3.5.2 Mgor Components

The components in a generic architecture for distributed video-on-demand service can
be classified as follows:
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Web Server

Remote Web Server
Database Server _
Streaming Server Web Server
Web server isthe access point or porta
=i

of the distributed video-on-demand
services. It provide catalogue of media

Database server Streaming server

content to subscribers. Remote Web Figure 3.5.2 VMC Major Components
server is the same as the Web server

except its catadogue content is come from a remote Web server. The Remote Web
server is similar a proxy. The function of a Remote Web server can be for load
balancing or provide different version of catalogue form, such as for mobile device

etc.

Database server is the central repository for al catalogue information, sSystem
configuration and metadata in the distributed video-on-demand services.

Streaming server isthe server which provides media streaming service to subscribers.
Streaming server located within Intranet of the system operator is called local
Streaming server. Streaming server located outside the Intranet, such as in the
Internet is called Remote Streaming server. Remote streaming server is used to
minimize the distance between the subscribers and the media source in order to
improve bandwidth utilization and load balancing. Content provider may provide
their one Streaming server group to one or several System operators.

—————————

3.5.3 Distributed Video-On-Demand Ay
Scenario
R YWeh Sen-'er iz
B 3 @,
The most typical scenario for the most Strearning Shrver u

@ 3 treanung server

typical servicesisthe distributed |

] . Subscriber N
video-on-demand service. The
configuration is usually a central Web —— =
server plus many distributed streaming Subscriber @, Subscriber
servers scattered in different geographic Steaning server

location in the Internet.  Subscribers Figure 3.5.3 DVOD Scenarios
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will be distributed to the most suitable streaming server to retrieve the target media
streaming.

3.5.4 Real-Time Broadcast Scenario g

Basically, real-time broadcast is
streaming media signals from
audio/video device to subscribers. It is
not only limited to Web Cam or TV Streaming server

-
..

turner card. T

Figure 3.5.4 Rea - Time Broadcast

Scenarios
3.5.5 Mobile Subscriber Scenario
Remote Web server provide media
content catalogue to mobile subscribers i
through local access point. The source w @

of media content catalogue is consumed //::H e Server 3
from another Web server which isthe Streaming server
Web server of the system operator. The | mepmote Weh Server |

Wmeless\&\

purpose of the Remote Web server is Acoess pjmt @
used to provide different version of oo
catalogue to appropriate mobile device, ﬁ

such as Pocket PC or Smartphone. oo 36 Dovice

Remote Web server may also provided

by system operator for load balancing Figure 3.5.5 Mobile Subscriber
purpose or operated by another partity Scenarios

who target to mobile device in a specific
wireless coverage area.

3.5.6 Ad hoc Multimedia Streaming Scenario

Ad hoc multimedia allow mobile users to become a media content provide at anytime.
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Mobile subscribers may also become a
content provider when they register their
Web Cam or streaming serviceto the
system operator’s Web server.

3.5.7 Loca and Remote Server Scenario

The common configuration for
Distributed Video-On-Demand services
consist multiple Streaming servers and
remote Web servers located in different
geographic areain the Internet.  Group
of serverslocated inaLAN are usually
protected by firewall. CORBA is
proposed to be the standard component
interface for interoperate behind the
firewall while component interoperate
outside the firewall will be proposed to
use Web service

3.5.8 Server Sdlection Scenario

Server selection occurs when subscriber
order to watch a multimedia streaming
content. It is by default, the system
operator short list the most appropriate
servers which available the ordered
content for subscriber.  The metrics for
ordering include Round-Trip-Time
(RTT), Allocated Band Width for clients

Y&

-.éuhsmiber

Figure 3.5.6 Ad Hoc Multimedia
Streaming Scenarios

Web Servic

Figure 3.5.8 Server Selection Scenarios
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and number of connected clients.

3.5.9 RTT Collection Scenario

The optimal solution to obtain RTT
figure between the subscriber and
streaming server is by running an echo »
function in the server by the subscriber. ‘\P erindically
The subscribers invoke the echo BTT
function each time it need to select the o S —

best server.  But this method needs the Strearming server Rerote Web Server
subscriber capable to invoke the server ] l RTT u RTT
object in the server and thisis usually B -

need installation of client software, such prapm———
asinstall aclient object and ORB in u.u, RTT  Stoaning srver
CORBA technology. The less optimal Motile code or RTT

solution to obtain RTT is by collection Clent Instelled

the RTT figures by aremote Web server
which islocated nearest to the
subscribers.  The remote Web server will run the echo function periodicaly instead
of running by subscribers.

Collect ETT

Figure 3.5.9 RTT Collection Scenarios

35.10 Logical Component Architecture

The logical component architecture of the generic distributed Video-On-Demand
services is illustrated below. Components which distributed in different geographic
location are grouped over agrey block. Some components may further separated in
different machine (such as the database server) for load baancing is not illustrated
here as it is not the major purpose here. The streaming server, remote Web server
and client application may have multiple instances as multiple subscribers may
retrieve their media contents from different streaming servers concurrently.
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Figure 3.5.10 Distributed Component Architecture

Infigure 3.5.10, it isillustrate all major components in the generic architecture. The
components are mainly grouped together form 5 independent groups which are easy
for running in distributed locations or machines (illustrated by grey border). The
VMC Web server, Web service and CORBA naming service only need one instant
within a single distributed video-on-demand services system. The streaming server
and clients may have many instances. The remote Web server is optional. If it
exists, there may have used to holding different version of media content catalogue
(such as Pocket PC) or used to collect RTT for mobile devices (RTT Agent). RTT
collection provide dynamic resources metrics and avoid install RTT client code into
client’s device.
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3511 Component Collaboration

The collaboration between componentsis show in Figure 12 below.

Subscriker VirhunlMedialenier StreaminpServer
1: Login J_ I
Lkt Pradile u} Auibemlication |
% — e — — — —
1 Betrieve Vides Catalogus | l
VideoC ko :D l
e — — — — — — =
> 3 View Catnlegue | l
4 Select Media l
» Cuery Availakbility

Duery Besds
Seervur list — = —— ———
%

> Short list ihe hest server | l

5 Watch Video
1

Updare S1atus

:> Lpdate w0 [nbase

T
S

5

Streaming Thread

1
Wil Srcin

& WCR-Like funetions
1
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~—
' 1
I l > nee, VOR-Like Func

H: Lot I l
N

T T |

Figure 3.5.11 Sequence Diagram of aVideo Session
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3.6 Interface and Class Definitions

The interface for remote objects should be implemented by the supported
programming language binding of CORBA in the saver. The
VideoManagementServerimpl and VideoStreamingServerlmpl classes in Figure 13
represented the implementation class.

=<mtartaca=> =<intartace >
VideaSireamingServer VideoManagemenlServer

|
VideoManagementServerlmpl
+Hostharme - string{id)
+Catalogue : VideoCatalogue
+Loginiin u - Userinfo) © SessionlD
+Logout])
+BUyTicket(in VideolD : longdidl), @ SessionlD @ longiidl)) : Ticket
rllsaTickelin id @ Tickel D) booleaniidl}

VideoStreamingServerimpl

rHostMame & sk

+CPU : CPULoading

+FrecBandwidih © Bandiidth

+haxClient : Capacity

+Cawrlllant - Capaciy

+ProbeRTT() @ bookeaniidl)

+Probejout hostnesme : string(idl), out cpu @ CPULoading, out bw : BandWidth, ot maxe @ Capacity, out curc @ Capacity) @ bookeaniidl)
sWWatchideo]) : Boclean(idl)

Figure 3.6 Class to implementation CORBA Interface
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3.7 DataStructure

Figure 14 shows the data structures will be defined in CORBA IDL.

<<datatype>>
SessionlD

<<datatype>>

VideoKey

-:f.datat?-peb-:l-
CPULoading

Eassmnlﬁ(j : Ic:ngl[lt:ﬂ!l

+HWideokey() : long(idl)

+CPULoading() : short{idl)

<<datatype>=>
TicketlD

<<datatype>=>

VideoPort

-:-:datatypeb-:b
BandWidth

+TicketlD() @ bong(idl)

+WideoPort() : long(idl)

+BandWidthi) : long(idl}

<<datatype>>
VideolD

<<datatype>>

Capacity

<<datatype==>
VideoCatalogue

+idealD) - long(idl}

+Capacity() : bonglidl)

rﬂ Secinion) - sequence[ua I

<=datatype==>

VideoStreamingServerList

+HidenSireamingServer() : sequence(idl)

Figure 3.7 Data Structure for CORBA Remote Objects

3.8  Exceptions

Exceptions are used to inform more descriptive system error information in run-time.
CORBA provide exception for remote method invocation for error handling. Figure
15 shows the exception will be raise in the CORBA interface.

=<gxceplion>>
InvalidUserlnfo
out MaoreDetails : stringlidl)

<<gxeeplion>>

OutOfCredit
out MoreDetails : stringfidl)

<axcaption=>
COutCfTickat
out MoreDetails @ stringlidl)

=<gxception=>
InvalidTicket
aul MoreDetails strlng{ldl_]

<<axception>=

CutfCapacily

out MoreDetails : string{idl)

<<gxception==
InvalidvidealD

aut MoreDetails strlng{ldl_]

Figure 3.8 Exceptions for Remote Object Methods
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4 Implementation

41. Overview

The implementation to the Distributed Video-on-Demand services is caled Virtua
Media Center (VMC). The implemented services in the VMC are as follows:

Video-on-Demand (VOD)
Real-Time TV

Real-Time Web Cam Monitor
Ad Hoc Streaming

Auto Server Selection
CORBA API

Web Service API

Basically, VOD, Rea-Time TV and Real-Time Web Cam monitor are the same.  All
are streaming service in the point of subscribersview. The different is on the content.
But in the back end, VOD is different to Real-Time TV and Real-Time Web Cam
monitor. The source of VOD is physical file in supported streaming format, while
the sources of Real-Time TV and Red-Time Web Cam monitor is audio/video signals
directly captured from hardware device. Ad Hoc streaming is another form of the
VOD, Rea-Time TV and Red-Time Web Cam Monitor services. The different is
Ad Hoc streaming emphasis the source location is mobile. The VMC mask the
mobility of streaming source by providing a fixed access location. Auto server
selection is important in VMC as if subscriber fail to obtain the media content from
the most suitable server will cause network traffic jams and lower system capacity.
The selection criteria is by short list a list of available servers from some collected
resource metrics at the subscriber order a media to view. The last two services
CORBA API and Web service API are application interfaces to meet the design gold
to increase interoperability and bypassing firewall.

A typical implementation consist a central Web server, Web service interface, local

streaming servers, remote Web server and remote streaming servers, subscribersin PC,
mobile and wireless device isillustrated in the following implementation illustration.
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Figure4.1.1 A Generic Implementation Architecture

The implementation corresponding to the logical component architecture is illustrated
as below.
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Figure 4.1.2 Distributed Component Implementation

4.2. Development Tools

The implementation of VMC is mainly target on Microsoft Windows system for both
back end and front end. The development tools available in Microsoft Windows are
many. The choosing criteria are depending on many factors, such as development
time, cost of ownership, learning curve and maintenance cost etc. All of these are
not the major issues here. As the desgn of the generic architecture framework is
allow to chose many different implementation and work together by CORAB and
Web service as the interface for distributed components.

CORBA ORB can be interoperated by different products. For simplicity, al ORB
here is developed by a free product called omniORB and the CORBA naming service
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is choosing the same series called omniNames. As omniORB is support C++.
Both CORBA Server object and client object use C++ to develop. All the others
development tools are major in Microsoft Visual Studio.NET. The only thing need
to mention here are both Visual Studio.NET 2002 and Visua Studio.NET 2003 are
used. Thereason isthat the current version of omniORB (version 4.0.3) is supported
to VC++7.0 only and VC++7.0 is in Visua Swudio.NET 2002. And other
components such as .NET Remoting, Web Service and ASPNET are developed in
Visua Studio.NET 2003. The following table summarized the development tools
details.

VMC Server (Web Server and Web Service Interface)

VOD Service

Web Server Windows Server 2003
Internet Information Server 6
ASPNET 1.1

Web Service Visual Studio .NET 2003 C#
Internet Information Server 6

VMC Monitor C#.NET

(RTT Collection) .NET Remoting

Database Server SQL server 2000 MSDE version

CORBA omniORB Naming Service

Naming Service

CORBA omniORB ORB

Server Object Visua Studio .NET 2003 VC++7.0

Windows Server 2003

Microsoft Windows Media Server 9
HTTP, MM S and RTSP Protocols
Windows Media File format (*.wmv)

Real-time broadcast
for TV

Windows X P Professional
Windows Media Encoder
TV Turner Card

Real-time broadcast | Windows X P Professional

for Web Cam Windows Media Encoder
Web Cam

RTT Server Visual Studio .NET 2003 C#
.NET Remoting
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Windows Service

Resource Monitor — | omniORB ORB

CORBA Client Visua Studio .NET 2003 VC++7.0
Resource Monitor — | Visual Studio .NET 2003 C#.NET
Web Service Client
Remote Web Server
Web Server Windows Server 2003

Internet Information Server 6
ASPNET 1.1 Mobile (For Pocket PC)

Client Requirement

PC Microsoft Windows
Windows Media Player 9
Internet Explorer 6 or Above

Pocket PC Microsoft Pocket PC 2003
Windows Media Player 9

Development Tools
PC Internet Information Server 6

Visua Studio .NET 2002 VC++7.0 (For omniORB)
Visua Studio .NET 2003 C#

ASPNET 1.1

.NET Framework 1.1

Pocket PC ASPNET 1.1 Mobile

.NET compact framework 1.1

Pocket PC 2003 Emulator

Pocket PC 2003 Phone Edition Emulator

4.3. Database Structure

The database structure in SQL server is illustrated in the following diagram. The
actual field dimension is not important here as they are depending on application
different requirement and implementation.
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Figure 4.3 SQL Server Database Structure Diagram

These tables is designed to provide basic data architecture for support user profile,
video catalogue, streaming server configuration, server resources metrics, current
session monitor and media retrieval log. But it is not refined to optimal database
structuredesign. It may be different in different application or implementation.

4.4. Database Script

The T-SQL used to create al the basic tablesin SQL server is listed as follows.

CREATE TABLE [dbo].[TActor] (
[ActorI D] [int] NOT NULL ,
[Actor] [nvarchar] (100) NULL

) ON [ PRI MARY]

ce]

CREATE TABLE [ dbo].[ TCat egory] (
[Categoryl D [int] NOT NULL ,
[Category] [nvarchar] (5) NULL

) ON [ PRI MARY]

ce]

CREATE TABLE [dbo].[TDirector] (
[DirectorI D] [int] NOT NULL ,
[Director] [nvarchar] (100) NULL

) ON [ PRI MARY]

ce]

CREATE TABLE [dbo].[TGenre] (
[Genrel D] [int] NOT NULL ,
[Genre] [nvarchar] (50) NULL
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) ON [ PRI MARY]
®

CREATE TABLE [ dbo] . [ TGeoZone] (

[ GeoZonel D] [int] NOT NULL ,

[ GeoZone] [nvarchar] (20) NULL
) ON [ PRI MARY]
ce]

CREATE TABLE [ dbo] . [ TLanguage] (
[Langl D] [int] NOT NULL ,
[Lang] [nvarchar] (50) NULL

) ON [ PRI MARY]

ce]

CREATE TABLE [dbo].[ TProducer] (
[ProducerI D [int] NOT NULL ,
[Producer] [nvarchar] (50) NULL

) ON [ PRI MARY]

ce]

CREATE TABLE [dbo].[ TRTT] (
[ClientIP] [varchar] (15) NOT NULL
[Serverl P] [varchar] (15) NOT NULL

[RTT] [int] NOT NULL ,
[U D] [nvarchar] (20) NULL ,
[ServerI D] [int] NULL ,
[UPDT] [datetime] NULL

) ON [ PRI MARY]

ce]

CREATE TABLE [ dbo] . [ TShowi ng] (
[Videol D] [int] NOT NULL ,
[VCPID [int] NOT NULL ,
[Price] [int] NULL ,
[Status] [int] NULL

) ON [ PRI MARY]

ce]

CREATE TABLE [dbo].[TUser] (
[U D] [nvarchar] (20) NOT NULL ,
[PVWD] [nvarchar] (20) NULL ,

[Di spl ayNane] [nvarchar] (30) NULL ,

[Bal ance] [bigint] NULL ,
[ GeoZonel D] [int] NULL

) ON [ PRI MARY]

ce]

CREATE TABLE [dbo] . [ TVCP] (
[VCPID [int] NOT NULL ,
[VCP] [nvarchar] (50) NULL

) ON [ PRI MARY]

ce]

CREATE TABLE [dbo].[ TVDR] (
[U D] [nvarchar] (20) NOT NULL ,
[Videol D] [int] NOT NULL ,
[ServerI D] [int] NULL ,
[VCPID [int] NULL ,
[OrderTine] [datetine] NOT NULL ,
[Credit] [int] NULL

) ON [ PRI MARY]

ce]

CREATE TABLE [ dbo] . [ TVODSessi on] (
[U D] [nvarchar] (20) NULL ,
[Videol D] [int] NULL ,
[ServerI D] [int] NULL ,
[VCPID [int] NULL ,

[ClientIP] [varchar] (15) NOT NULL ,
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[Serverl P] [varchar] (15) NOT NULL ,
[Status] [int] NULL ,
[UPDT] [datetime] NULL

) ON [ PRI MARY]

ce]

CREATE TABLE [dbo].[TVSS] (
[VCPID [int] NOT NULL ,
[ServerI D] [int] NOT NULL ,
[Di spl ayNane] [nvarchar] (30) NULL ,
[1P] [varchar] (15) NULL ,
[RTTPort] [int] NULL ,
[CPULoadi ng] [smallint] NULL ,
[ MaxBandW dt h] [int] NULL ,
[BandWdth] [int] NULL ,
[MaxClients] [int] NULL ,
[Curdient] [int] NULL ,
[GeoZonel D] [int] NULL ,
[OnService] [bit] NULL ,
[Aut oDetect] [bit] NULL ,
[Privatel P] [varchar] (15) NULL ,
[UPDT] [datetime] NULL

) ON [ PRI MARY]

ce]

CREATE TABLE [ dbo] . [ TVSSCur Sessi on] (
[ServerI D] [int] NOT NULL ,
[Serverl P] [varchar] (15) NOT NULL ,
[1D] [int] NULL ,

[1P] [varchar] (15) NULL ,
[U1] [varchar] (100) NULL
) ON [ PRI MARY]
ce]

CREATE TABLE [ dbo] . [ TVSSVi deo] (
[ServerI D] [int] NOT NULL ,
[VCPID [int] NOT NULL ,

[Videol D] [int] NOT NULL ,
[Publ i shPoint] [varchar] (50) NOT NULL ,
[Fil eNanme] [varchar] (50) NULL ,
[MaxClients] [int] NULL ,
[Curdient] [int] NULL ,
[Last OrderTine] [datetinme] NULL ,
[Port] [int] NULL ,
[Protocol] [varchar] (10) NULL
) ON [ PRI MARY]
ce]

CREATE TABLE [dbo].[TVideo] (
[Videol D] [int] NOT NULL ,
[Di spl ayNane] [nvarchar] (100) NULL ,
[Genrel D] [int] NULL ,
[ProducerI D [int] NULL ,
[Categoryl D] [int] NULL ,
[Langl D] [int] NULL ,
[Length] [int] NULL
) ON [ PRI MARY]
ce]

CREATE TABLE [dbo].[ TVi deoActor] (
[Videol D] [int] NOT NULL ,
[ActorI D] [int] NOT NULL

) ON [ PRI MARY]

ce]

CREATE TABLE [dbo].[TVideoDirector] (
[Videol D] [int] NOT NULL ,
[DirectorI D] [int] NOT NULL

) ON [ PRI MARY]

ce]
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CREATE TABLE [ dbo] . [ TVi deoProducer] (
[Videol D] [int] NOT NULL ,
[ProducerI D [int] NOT NULL

) ON [ PRI MARY]

ce]

ALTER TABLE [dbo] . [ TActor] ADD
CONSTRAI NT [ PK_TAct or] PRI MARY KEY CLUSTERED
(
[Actorl D]
) ON [ PRI MARY]
ce]

ALTER TABLE [ dbo] . [ TCat egory] ADD
CONSTRAI NT [ PK_TCat egory] PRI MARY KEY CLUSTERED
(
[Cat egoryl D
) ON [ PRI MARY]
ce]

ALTER TABLE [dbo].[TD rector] ADD
CONSTRAINT [ PK_TDirector] PRI MARY KEY CLUSTERED
(
[Directorl D
) ON [ PRI MARY]
ce]

ALTER TABLE [dbo].[ TGenre] ADD
CONSTRAI NT [ PK_TGenre] PRI MARY KEY CLUSTERED
(
[Genrel D]
) ON [ PRI MARY]
e}

ALTER TABLE [dbo] . [ TGeoZone] ADD
CONSTRAI NT [ PK_TGeoZone] PRI MARY KEY CLUSTERED
(
[ GeoZonel D]
) ON [ PRI MARY]
ce}

ALTER TABLE [ dbo] . [ TLanguage] ADD
CONSTRAI NT [ PK_TLanguage] PRI MARY KEY CLUSTERED
(
[ Langl D]
) ON [ PRI MARY]
ce]

ALTER TABLE [ dbo] . [ TProducer] ADD
CONSTRAI NT [ PK_TProducer] PRI MARY KEY CLUSTERED
(
[ Producer| D
) ON [ PRI MARY]
e}

ALTER TABLE [dbo] . [ TRTT] ADD
CONSTRAI NT [ DF_TRTT_RTT] DEFAULT (0) FOR [RTT],
CONSTRAI NT [ DF_TRTT_UPDT] DEFAULT (getdate()) FOR [UPDT],
CONSTRAI NT [ PK_TRTT] PRI MARY KEY CLUSTERED
(
[ClientlP],
[ Serverl P]
) ON [ PRI MARY]
¢}

ALTER TABLE [dbo] . [ TShowi ng] ADD
CONSTRAI NT [ DF_TShowi ng_St at us] DEFAULT (0) FOR [ Status],
CONSTRAI NT [ PK_TPrice] PRI MARY KEY CLUSTERED

(
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[Videol D],
[ vCPI O]
) ON [ PRI MARY]
ce]

ALTER TABLE [dbo] . [ TUser] ADD
CONSTRAI NT [ PK_TUser] PRIMARY KEY CLUSTERED

[uD
) ON [ PRI MARY]
®

ALTER TABLE [dbo] . [ TVCP] ADD
CONSTRAI NT [ PK_TVCP] PRI MARY KEY CLUSTERED
(
[ VCPI D]
) ON [ PRI MARY]
®

ALTER TABLE [dbo] . [ TVDR] ADD
CONSTRAI NT [ DF_TVDR Order Ti me] DEFAULT (getdate()) FOR [OrderTi ne],
CONSTRAI NT [ PK_TVDR] PRI MARY KEY CLUSTERED
(
[uno,
[ Vi deol O],
[OrderTi ne]
) ON [ PRI MARY]
ce]

ALTER TABLE [ dbo] . [ TVODSessi on] ADD
CONSTRAI NT [ DF_TVODSessi on_St atus] DEFAULT (0) FOR [ Status],
CONSTRAI NT [ DF_TVODSessi on_UPDT] DEFAULT (getdate()) FOR [ UPDT],
CONSTRAI NT [ PK_TVODSessi on] PRI MARY KEY CLUSTERED
(
[ClientlP]
) ON [ PRI MARY]
ce}

ALTER TABLE [dbo] . [ TVSS] ADD
CONSTRAI NT [ DF_TVSS RTT] DEFAULT (2909) FOR [RTTPort],

CONSTRAI NT [ DF_TVSS_CPULoadi ng] DEFAULT (0) FOR [ CPULoadi ng],
CONSTRAI NT [ DF_TVSS_MaxBandW dt h] DEFAULT (1000) FOR [ MaxBandW dt h],
CONSTRAI NT [ DF_TVSS_BandW dt h] DEFAULT (0) FOR [ BandW dth],

CONSTRAI NT [ DF_TVSS nServi ce] DEFAULT (0) FOR [ OnServi ce],

CONSTRAI NT [ DF_TVSS_Aut oDet ect] DEFAULT (1) FOR [ AutoDetect],
CONSTRAI NT [ DF_TVSS Privatel P DEFAULT ('') FOR [Privatel P],
CONSTRAI NT [ DF_TVSS_UPDT] DEFAULT (getdate()) FOR [UPDT],

CONSTRAI NT [ PK_TVSS] PRI MARY KEY CLUSTERED
(
[ Serverl D]
) ON [ PRI MARY]
ce]

ALTER TABLE [dbo] . [ TVSSVi deo] ADD
CONSTRAI NT [ DF_TVSSVi deo_Last Order Ti ne] DEFAULT (getdate()) FOR[LastOrderTi ne],
CONSTRAI NT [ DF_TVSSVi deo_Port] DEFAULT (8080) FOR [Port],
CONSTRAI NT [ DF_TVSSVi deo_Prot ocol ] DEFAULT (' Default') FOR [Protocol],
CONSTRAI NT [ PK_TVSSVi deo] PRI MARY KEY CLUSTERED
(
[Serverl D],
[vepi o,
[ Vi deol D]
) ON [ PRI MARY]
ce]

ALTER TABLE [dbo] . [ TVi deo] ADD
CONSTRAI NT [ PK_TVi deo] PRI MARY KEY CLUSTERED
(
[ Vi deol D]
) ON [ PRI MARY]
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ALTER TABLE [dbo] . [ TVi deoAct or] ADD
CONSTRAI NT [ PK_TVi deoActor] PRI MARY KEY CLUSTERED
(
[Videol D],
[Actorl D]
) ON [ PRI MARY]
ce]

ALTER TABLE [dbo].[TVi deoDi rector] ADD
CONSTRAI NT [ PK_TVi deoDi rector] PRI MARY KEY CLUSTERED
(
[ Vi deol D],
[Directorl D
) ON [ PRI MARY]
&

ALTER TABLE [ dbo].[ TVi deoProducer] ADD
CONSTRAI NT [ PK_TVi deoProduct or] PRI MARY KEY CLUSTERED
(
[Videol D],
[ Producer| D
) ON [ PRI MARY]
¢}

ALTER TABLE [dbo] . [ TShowi ng] ADD
CONSTRAI NT [ FK_TPri ce_TVCP] FOREI GN KEY
(
[ vCPI O]
) REFERENCES [ dbo].[TVCP] (
[ vCPI O]
),
CONSTRAI NT [ FK_TPri ce_TVi deo] FOREI GN KEY
(
[ Vi deol D]
) REFERENCES [ dbo]. [ TVi deo] (
[ Vi deol D]

)
o)

ALTER TABLE [dbo] . [ TUser] ADD
CONSTRAI NT [ FK_TUser _TGeoZone] FOREI GN KEY
(
[ GeoZonel D]
) REFERENCES [ dbo].[ TGeoZone] (
[ GeoZonel D]

)
o)

ALTER TABLE [dbo].[TVSS] ADD
CONSTRAI NT [ FK_TVSS_TGeoZone] FOREI GN KEY
(
[ GeoZonel D]
) REFERENCES [ dbo].[ TGeoZone] (
[ GeoZonel D]
),
CONSTRAI NT [ FK_TVSS_TVCP] FOREI GN KEY
(
[ vCPI O]
) REFERENCES [ dbo].[TVCP] (
[ vCPI O]

)
o)

ALTER TABLE [dbo] . [ TVi deo] ADD
CONSTRAI NT [ FK_TVi deo_TCat egory] FOREI GN KEY
(
[Cat egoryl D
) REFERENCES [ dbo].[ TCat egory] (
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[Cat egoryl D
),
CONSTRAI NT [ FK_TVi deo_TGenre] FORElI GN KEY
(
[Genrel D]
) REFERENCES [dbo].[TGenre] (
[Genrel D]

CONSTRAI NT [ FK_TVi deo_TLanguage] FOREI GN KEY
(
[Langl D]
) REFERENCES [ dbo] . [ TLanguage] (
[Langl D]
),
CONSTRAI NT [ FK_TVi deo_TProducer] FOREI GN KEY
(
[ Producer| D
) REFERENCES [ dbo].[ TProducer] (
[ Producer| D

)
o)

ALTER TABLE [dbo] . [ TVi deoAct or] ADD
CONSTRAI NT [ FK_TVi deoAct or _TActor] FOREI GN KEY
(
[Actorl D]
) REFERENCES [ dbo] . [ TActor] (
[Actorl D]
),
CONSTRAI NT [ FK_TVi deoAct or _TVi deo] FOREI GN KEY
(
[ Vi deol D]
) REFERENCES [ dbo].[TVideo] (
[ Vi deol D]

)
o)

ALTER TABLE [dbo].[TVi deoDi rector] ADD
CONSTRAI NT [ FK_TVi deoDi rect or _TDi rector] FORElI GN KEY
(
[DirectorlD
) REFERENCES [dbo].[TDirector] (
[DirectorlD

CONSTRAI NT [ FK_TVi deobDi r ect or _TVi deo] FORElI GN KEY
(

[ Vi deol D]
) REFERENCES [ dbo].[TVideo] (

[ Vi deol D]

)
o)

ALTER TABLE [ dbo].[ TVi deoProducer] ADD
CONSTRAI NT [ FK_TVi deoPr oduct or _TProducer] FORElI GN KEY
(
[ Producer | D
) REFERENCES [ dbo] . [ TProducer] (
[ Producer | D
),
CONSTRAI NT [ FK_TVi deoPr oduct or _TVi deo] FOREI GN KEY
(
[ Vi deol D]
) REFERENCES [ dbo].[TVideo] (
[ Vi deol D]

)
o)

Figure 4.4 T-SQL Table Initialization Script
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45. CORBA ORB

It is logicaly free to use any CORBA ORB product for both the server and client
sides.  One common places to find CORBA ORB product is from the Object
Management Group’s (OMG) Web site (http://www.omg.org).

CORBA product can be classified in to pure commercial products, commercia with
free trial period and free of charge shareware. omniORB is one of the free of charge
ORB that provide light weight and high performance and binding to C++. CORBA
Naming and Event service are aso providing by omnoORB. Commercia support is
available by Duncan Grisby’s company. The CORBA Event service was written by
Paul Nader and can be downloaded from omnievents.sourceforge.net. The omniORB
version used in this implementation is 4.0.3. It is supported for
Unix/Linux/Windows, provided binding to both Java and C++. The CORBA Event
service used in this implementation is also chosen omniNames. For details of
omniORB and omniNames setup, please refer to appendix a the end of this
document.

4.6. CORBA IDL

CORBA IDL is independent to any CORBA ORB product. The IDL used in
omniORB can be re-compile under another CORBA ORB product and generate a
corresenting set of server skeleton and client stub.

CORBA IDL provides the definition of the VMC server objects. This definition then
can be used to generate client stubs and server skeletons in target programming
language for remote invocation and implementation. The IDL for the VMC is listed
asfollows.

/*

The Chi nese University of Hong Kong
Department of Conputer Science & Engineering
PTMSC of COVPUTER SCI ENCE (2002- 2004)
Project: Distributed Video-on-Denand (DVOD)

Super vi sor: Prof. Mchael R Lyu
Student: Lee Ka Yan Sunny
St udent | D 02240550

Application: Virtual Media Center (VM)
*/

nodul e DVODVMC {
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/1 Virtual Media Center (VM)
interface VMC {

readonly attribute string Nane;
readonly attribute string Host Nane;
readonly attribute string | P;

readonly attribute |long VCPCount;
readonly attribute long VSSCount;
readonly attribute long VideoCount;
bool ean AddVCP(in long VCPID, in string Nane);
bool ean RenobveVCP(in | ong VCPID);
b

/1 Video Content Provider (VCP)
interface VCP {

bool ean AddVSS(in long VCPID, inlong ServerID, instring HostNane, in string
IP, in string DisplayNane, in long RTTPort, in |long MaxBandWdth, in |long Maxd i ent,
in long GeoZonel D);

bool ean RenobveVSS(in long VCPID, in long ServerlD);

bool ean Showi ngOn(in long VCPID, in long VideolD, in long Price, in |ong
St at us) ;

bool ean Showi ngOf (in long VCPID, in |ong VideolD);
b

/1 Video Streaning Server (VSS)
interface VSS {

bool ean Servicen(in | ong ServerlD);
bool ean ServiceOf(in long ServerlD);

bool ean AddVi deo(inlong ServerID, inlong VideolD, instringTitle, instring
Publ i shPoint, in string FileNane);

bool ean RenoveVi deo(in long ServerID, in long VideolD, in string Title);

bool ean UpdateStatistic(in long ServerID, in |ong CPULoading, in |long
Al | ocat edBandW dth, in long CurClients);

bool ean IsValiddient(in long ServerID, in string dientlP);

bool ean UpdateClientInfo(in long ServerID, in string ClientlP, in long ID,
in string VODURL);

s

Figure 4.6 CORBA IDL for VMC Server Objects

There are tota three server objects defined. They are VMC object, VCP object and
VSS object respectively. VMC provided function to add or remove a content
provider. VCP provided functions to add or remove streaming server managed by a
content provider and enable or disable the availability of mediacontent. VSS
provided functions to turn the streaming server on or off, add or remove a media
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content and update of server resources metrics (CPU utilization, allocated bandwidth
and connected client). In thisimplementation, only the resources update function of
the VSS server object is used.

47. Web Service

The operations provided in the VM C Web service is to providing remote Web server
to obtain necessary information to provide it’slocal subscribers. Web service
operations are basically a subset of the direct database access operation in the Web
server.  The name of the Web service in the implementationis called VMCWS.
The VMCWS can be tested with the Internet Explorer 6 by directly access the Web
service URL. The following screen capture shows the Web page which used to
access the VM CWS directly.
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Figure 4.7 VMC Web Service
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The Web serviceillustrated in figure 4.7 is only for demonstration purposeonly. In
real application, it must include authentication consideration instead of anyone can
free to access the server information and retrieve media contents.

4.8. Web Service Description Language (WDSL)

The Web Service Definition Language (WSDL) is used by dynamic service discovery
from other parties. Thetarget clients are other distributed video-on-demand system
or remote Web server who want to being a agent to provide the video catalogue from
curent VMC.  The WDSL of the VMCWS islisted as the following.

<?xm version="1.0" encodi ng="utf-8" ?>
- <definitions xmns:http="http://schemas. xm soap. org/ wsdl/http/"
xm ns: soap="http://schemas. xn soap. or g/ wsdl / soap/ "
xm ns:s="http://ww. w3. org/ 2001/ XM_Schema" xm ns: s0="http://dvod. honei p. net/ VMCW&/ "
xm ns: soapenc="http://schemas. xn soap. or g/ soap/ encodi ng/ "
xmns:tm"http:// mcrosoft. com wsdl /nmi ne/textMatching/"
xm ns: m me="http://schemas. xm soap. org/ wsdl / mi nme/"
t arget Namespace="htt p: // dvod. honei p. net /| VMCOWS/ "
xm ns="http://schemas. xm soap. org/ wsdl /">
- <types>
- <s:schema el enent For nDef aul t ="qual i fi ed"
t arget Namespace="htt p: // dvod. honei p. net / VMCOWS/ " >
<s:inport namespace="http://ww.w3. org/ 2001/ XM_Schema" />
- <s:elenment name="Get UserProfile">
- <s:conpl exType>
- <s:sequence>
<s: el ement m nCccurs="0" maxCccurs="1" name="UD"' type="s:string" />
</s: sequence>
</s: conpl exType>
</s:el ement >
- <s:elenment nane="Get User Profil eResponse” >
- <s:conpl exType>
- <s:sequence>
- <s:elenment m nQccurs="0" maxQccurs="1" name="Get User Profil eResul t">
- <s:conpl exType>
- <s:sequence>
<s:elenent ref="s:schemn" />
<s:any />
</s: sequence>
</s: conpl exType>
</s:el ement >
</s: sequence>
</s: conpl exType>
</s:el ement >
- <s:elenment name="Get VCPI D"'>
<s: conpl exType />
</s:el ement >
- <s:el ement nane="Get VCPI DResponse" >
- <s:conpl exType>
- <s:sequence>
- <s:elenment m nQccurs="0" maxQccurs="1" name="Get VCPI DResul t ">
- <s:conpl exType>
- <s:sequence>
<s:el enent ref="s:schemn" />
<s:any />
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</s: sequence>

</s: conpl exType>

</s:el ement >

</s: sequence>

</s: conpl exType>

</s:el ement >

<s: el enment name="Get Showi ng" >

<s: conpl exType>

<s:sequence>

<s:el ement m nCccurs="1" maxCOccurs="1" name="VCPI D' type="s:int" />
<s: el ement m nCccurs="1" maxOccurs="1" nanme="Videol D' type="s:int" />
<s:el ement m nCccurs="1" maxCOccurs="1" name="Price" type="s:int" />
<s: el ement m nCccurs="1" maxCccurs="1" name="Status" type="s:int" />
</s: sequence>

</s: conpl exType>

</s:el ement >

<s: el ement name="Get Showi ngResponse" >

<s: conpl exType>

<s:sequence>

<s: el ement m nCccurs="0" maxOccurs="1" nanme="CGet Show ngResul t">

<s: conpl exType>

<s:sequence>

<s:elenent ref="s:schema" />

<s:any />

</s: sequence>

</s: conpl exType>

</s:el ement >

</s: sequence>

</s: conpl exType>

</s:el ement >

<s: el enent name="Get Vi deoVSS" >

<s: conpl exType>

<s:sequence>

<s: el ement m nCccurs="1" maxCOccurs="1" name="VCPI D' type="s:int" />
<s: el ement m nCccurs="1" maxCOccurs="1" nanme="Videol D' type="s:int" />
<s:el ement m nCccurs="0" maxCOccurs="1" name="Client|IP" type="s:string" />
</s: sequence>

</s: conpl exType>

</s:el ement >

<s: el enent name="Get Vi deoVSSResponse" >

<s: conpl exType>

<s:sequence>

<s:el ement m nOccurs="0" maxQOccurs="1" name="GCet Vi deoVSSResult" >

<s: conpl exType>

<s:sequence>

<s:elenent ref="s:schema" />

<s:any />

</s: sequence>

</s: conpl exType>

</s:el ement >

</s: sequence>

</s: conpl exType>

</s:el ement >

<s: el ement name="Get Publ i shPoi nt">

<s: conpl exType>

<s:sequence>

<s: el enment m nCccurs="1" maxCccurs="1" name="Server|D"' type="s:int" />
<s: el ement m nCccurs="1" maxOccurs="1" nanme="Videol D' type="s:int" />
</s: sequence>

</s: conpl exType>

</s:el ement >

<s: el enent name="Get Publ i shPoi nt Response" >

<s: conpl exType>

<s:sequence>

<s:element m nOccurs="0" maxQOccurs="1" name="Get Publ i shPoi nt Resul t">
<s: conpl exType>

<s:sequence>

<s:elenent ref="s:schemn" />

<s:any />

</s: sequence>
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</s: conpl exType>

</s:el ement >

</s:sequence>

</s: conpl exType>

</s:el ement >

<s: el ement name="Updat eVSSst atistic">
<s: conpl exType>
<s:sequence>

<s:el enent m nQccurs=
<s:el enent m nQccurs=
<s:el enent m nQccurs=
<s:el enent m nQccurs=
</s: sequence>

</s: conpl exType>
</s:el ement >
<s: el enent name="Updat eVSSst ati sti cResponse" >

<s: conpl exType />

</s:el ement >

<s: el ement name="SetVSSClient|nfo">

<s:conpl exType>

<s:sequence>

<s:el enment m nCccurs="1" maxCccurs="1" name="Server|D' type="s:int" />
<s: el enent nQccur s="0" maxCccurs="1" nane="Server|P" type="s:string" />
<s: el enent nQccurs="1" maxCccurs="1" nane="ID"' type="s:int" />

<s: el enent nQccur s="0" maxCccurs="1" nane="|P' type="s:string" />

<s: el enent nQccur s="0" maxCccurs="1" nane="Url" type="s:string" />
<s:el ement m nCccurs="1" maxCOccurs="1" name="Clear" type="s:int" />

</s: sequence>

</s: conpl exType>

</s:el ement >

<s: el ement name="Set VSSC i ent | nf oResponse" >

<s: conpl exType />

</s:el ement >

<s: el ement name="GetVSSClient|nfo">

<s: conpl exType>

<s:sequence>

<s: el ement m nCccurs="1" maxCccurs="1" name="Server|D"' type="s:int" />
<s: el enment m nCccurs="0" maxOccurs="1" nanme="Server|P" type="s:string" />
</s: sequence>

</s: conpl exType>

</s:el ement >

<s: el enment name="Get VSSC i ent | nf oResponse" >

<s: conpl exType>

<s:sequence>

<s:el ement m nQccurs="0" maxQOccurs="1" name="GetVSSC i ent | nfoResult">

<s: conpl exType>

<s:sequence>

<s:elenent ref="s:schema" />

<s:any />

</s: sequence>

</s: conpl exType>

</s:el ement >

</s: sequence>

</s: conpl exType>

</s:el ement >

<s: el ement name="Get Cur VODSessi onSt at us" >

<s: conpl exType />

</s:el ement >

<s: el enent name="Get Cur VODSessi onSt at usResponse" >

<s: conpl exType>

<s:sequence>

<s: el ement m nOccurs="0" maxQOccurs="1" name="Cet Cur VODSessi onSt at usResul t ">
<s: conpl exType>

<s:sequence>

<s:elenent ref="s:schema" />

<s:any />

</s: sequence>

</s: conpl exType>

</s:el ement >

</s: sequence>

1" maxQccurs="1" nane="Server|D' type="s:int" />

"1" maxOccur s="1" nanme="CPULoadi ng" type="s:int" />

"1" maxOccur s="1" nanme="Al | ocat edBandW dth" type="s:int" />
1" maxQccurs="1" nanme="CurCient" type="s:int" />

i
i
i
i
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</s: conpl exType>

</s:el ement >

<s: el ement name="Get Cur St reani ngSer ver St at us" >

<s: conpl exType />

</s:el ement >

<s: el ement name="Get Cur St reani ngSer ver St at usResponse" >

<s: conpl exType>

<s: sequence>

<s:el ement m nCccurs="0" maxCOccurs="1" nanme="CGet Cur St r eam ngSer ver St at usResul t ">
<s: conpl exType>

<s: sequence>

<s:el enent ref="s:schema" />

<s:any />

</s: sequence>

</s: conpl exType>

</s:el ement >

</s: sequence>

</s: conpl exType>

</s:el ement >

</ s:schema>

</types>

<nmessage nane="Get User Profil eSoapl n">

<part nanme="paraneters" el enent="s0: Get UserProfile" />

</ message>

<nmessage nane="Get User Profil eSoapQut" >

<part nanme="paraneters" el enent="s0: Get User Profil eResponse" />
</ message>

<message nane="Cet VCPI DSoapl n" >

<part nane="paraneters" el enent="s0: Gt VCPID" />

</ message>

<message nanme="Cet VCPI DSoapCQut ">

<part nane="paraneters" el enent="s0: Get VCP| DResponse" />

</ message>

<nmessage nane="CGet Showi ngSoapl n">

<part nane="paraneters" el enent="s0: Get Showi ng" />

</ message>

<nmessage nane="Get Showi ngSoapQut " >

<part nanme="paraneters" el enent="s0: Get Showi ngResponse" />
</ message>

<nmessage nane="Cet Vi deoVSSSoapl n" >

<part nanme="paraneters" el enent="s0: Get Vi deoVSS" />

</ message>

<nessage nane="Cet Vi deoVSSSoapQut ">

<part nanme="paraneters" el enent="s0: Get Vi deoVSSResponse" />
</ message>

<nmessage nane="Get Publ i shPoi nt Soapl n">

<part nanme="paraneters" el enent="s0: Get Publi shPoint" />

</ message>

<nmessage nane="Get Publ i shPoi nt SoapQut ">

<part nanme="paraneters" el enent="s0: Get Publ i shPoi nt Response" />
</ message>

<nmessage nane="Updat eVSSst ati sti cSoapl n">

<part nanme="paraneters" el enent="s0: Updat eVSSstatistic" />
</ message>

<nmessage nane="Updat eVSSstati sti cSoapQut">

<part nanme="paraneters" el enent="s0: Updat eVSSst ati sti cResponse" />
</ message>

<nmessage nane="Set VSSC i ent | nf 0Soapl n">

<part nanme="paraneters" el enent="s0:SetVSSCientlnfo" />

</ message>

<nmessage nane="Set VSSC i ent | nf oSoapQut " >

<part nanme="paraneters" el enent="s0: Set VSSC i ent | nf oResponse" />
</ message>

<nmessage nane="Get VSSC i ent | nf 0Soapl n" >

<part nane="paraneters" el enent="s0:GetVSSCientlnfo" />

</ message>

<nmessage nanme="Get VSSC i ent | nf oSoapQut " >

<part nanme="paraneters" el enent="s0: Gt VSSC i ent | nf oResponse" />
</ message>

<nessage nane="Get Cur VODSessi onSt at usSoapl n" >
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<part nanme="paraneters" el enent="s0: Get Cur VODSessi onSt at us" />
</ message>
- <message name="Get Cur VODSessi onSt at usSoapQut " >
<part nanme="paraneters" el enent="s0: Get Cur VODSessi onSt at usResponse" />
</ message>
- <message name="Get Cur Streani ngSer ver St at usSoapl n" >
<part nanme="paraneters" el enent="s0: Get Cur Stream ngServerStatus" />
</ message>
- <message name="Get Cur St reani ngServer St at usSoapQut " >
<part nane="paraneters" el enent="s0: Get Cur Stream ngServer St at usResponse" />
</ message>
- <port Type nanme="VMCWSSoap" >
- <operation nane="Get UserProfile">
<docunent ation>This nmethod return the User Profile in the VMC</ docunentation>
<i nput nessage="s0: Get User Profil eSoapln" />
<out put nessage="s0: Get User Profi | eSoapQut" />
</ operati on>
- <operation nane="Get VCPI D'>
<docunent ati on>Thi s met hod return the Vi edo Content Provider i nthe VMC</docunentati on>
<i nput nessage="s0: Get VCPI DSoapln" />
<out put nessage="s0: Get VCPI DSoapQut " />
</ operati on>
- <operation nane="Get Show ng">
<docunent ati on>Thi s method return the Showi ng Videos in the VMC</ docunentati on>
<i nput nessage="s0: Get Showi ngSoapl n" />
<out put nessage="s0: Get Showi ngSoapQut" />
</ operati on>
- <operation nane="Get Vi deoVSS" >
<docunent ati on>This nmethod return the Video Streani ng Servers of a Video in the
VMC</ docunent at i on>
<i nput nessage="s0: Get Vi deoVSSSoapl n" />
<out put nessage="s0: Get Vi deoVSSSoapQut" />
</ operati on>
- <operation nanme="Get Publ i shPoi nt">
<docunent ati on>Thi s nethod return the Publish Point of a Video Streaning Server in the
VMC</ docunent at i on>
<i nput nessage="s0: Get Publ i shPoi nt Soapl n" />
<out put nessage="s0: Get Publ i shPoi nt SoapQut" />
</ operati on>
- <operation nane="Updat eVSSstatistic">
<docunent ati on>Thi s met hod update statistics of Video Streaning Server to the
VMC</ docunent at i on>
<i nput nessage="s0: Updat eVSSst ati sti cSoapln" />
<out put nmessage="s0: Updat eVSSst ati sti cSoapQut" />
</ operati on>
- <operation nane="SetVSSCl ientlnfo">
<docunent ati on>Thi s met hod update client info. of Video Stream ng Server to the
VMC</ docunent at i on>
<i nput nessage="s0: Set VSSCl i ent I nf oSoapl n" />
<out put nmessage="s0: Set VSSd i ent | nf oSoapQut" />
</ operation>
- <operation nane="Get VSSCl i ent | nfo">
<docunent ati on>This nmethod return the User Info. of a Video Streami ng Server in the
VMC</ docunent at i on>
<i nput nessage="s0: Get VSSCl i ent I nf 0Soapl n" />
<out put nmessage="s0: Get VSSd i ent | nf oSoapQut" />
</ operation>
- <operation nane="Get Qur VODSessi onSt at us" >
<docunent ation>This method return the Current VOD session ststus in the
VMC</ docunent at i on>
<i nput nessage="s0: Get Cur VODSessi onSt at usSoapl n" />
<out put nmessage="s0: Get Cur VODSessi onSt at usSoapQut" />
</ operati on>
- <operation nane="Get Cur St reani ngSer ver St at us" >
<docunent ati on>This nmethod return the Current Stream ng Server status in the
VMC</ docunent at i on>
<i nput nessage="s0: Get Cur Streani ngServer St at usSoapl n" />
<out put nmessage="s0: Get Cur St r eam ngSer ver St at usSoapQut" />
</ operati on>
</ port Type>

Page 57 Of 77



styl e="docunent" />

/>

styl e="docunent" />

styl e="docunent" />

styl e="docunent" />

styl e="docunent" />

styl e="docunent" />

- <i nput>
<soap: body use="literal" />
</i nput >

- <out put >
<soap: body use="literal" />

<bi ndi ng nanme="VMCWESoap" type="s0: VMCWSSoap" >

<soap: bi ndi ng transport="http://schemas. xm soap. org/soap/ http" style="docunment" />
<operation name="Get User Profile">

<soap: oper ati on soapActi on="http://dvod. honei p. net/ VMCWS/ Get User Profi |l e"

<i nput >

<soap: body use="literal" />

</i nput >

<out put >

<soap: body use="literal" />

</ out put >

</ operati on>

<oper ati on name="Get VCPI D" >

<soap: oper ati on soapActi on="http://dvod. honei p. net/ VMCW5/ Get VCPI D' styl e="docunent"

<i nput >

<soap: body use="literal" />

</i nput>

<out put >

<soap: body use="literal" />

</ out put >

</ operati on>

<oper ati on name="Get Showi ng" >

<soap: oper ati on soapAction="http://dvod. honei p. net/ VMCW5/ Get Showi ng"

<i nput >

<soap: body use="literal" />

</i nput >

<out put >

<soap: body use="literal" />

</ out put >

</ operati on>

<oper ati on name="Get Vi deoVSS" >

<soap: oper ati on soapActi on="http://dvod. honei p. net/ VMCWS/ Get Vi deoVSS"

<i nput >

<soap: body use="literal" />

</i nput>

<out put >

<soap: body use="literal" />

</ out put >

</ operation>

<oper ati on name="Get Publ i shPoi nt ">

<soap: oper ati on soapActi on="http://dvod. honei p. net/ VMCWS/ Get Publ i shPoi nt"

<i nput >

<soap: body use="literal" />

</i nput >

<out put >

<soap: body use="literal" />

</ out put >

</ operati on>

<oper ation name="Updat eVSSst atistic">

<soap: oper ati on soapActi on="http://dvod. honei p. net/ VMCWS/ Updat eVSSst ati sti c"

<i nput >

<soap: body use="literal" />

</i nput >

<out put >

<soap: body use="literal" />

</ out put >

</ operati on>

<oper ation name="Set VSSCl i ent | nfo">

<soap: oper ati on soapActi on="http://dvod. honei p. net/ VMCWS/ Set VSSCl i ent | nf 0"
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http://schemas.xmlsoap.org/soap/http
http://dvod.homeip.net/VMCWS/GetUserProfile
http://dvod.homeip.net/VMCWS/GetVCPID
http://dvod.homeip.net/VMCWS/GetShowing
http://dvod.homeip.net/VMCWS/GetVideoVSS
http://dvod.homeip.net/VMCWS/GetPublishPoint
http://dvod.homeip.net/VMCWS/UpdateVSSstatistic
http://dvod.homeip.net/VMCWS/SetVSSClientInfo

</ out put >
</ operation>
- <operation nane="Get VSSCl i ent | nfo">
<soap: oper ati on soapActi on="http://dvod. honei p. net/ VMCWS/ Get VSSCl i ent | nf 0"
styl e="docunent" />
- <i nput>
<soap: body use="literal" />
</i nput >
- <out put >
<soap: body use="literal" />
</ out put >
</ operati on>
- <operation nanme="Get Qur VODSessi onSt at us" >
<soap: oper ati on soapActi on="http://dvod. honei p. net/ VMCWS/ Get Cur VODSessi onSt at us"
styl e="docunent" />
- <i nput>
<soap: body use="literal" />
</i nput>
- <out put >
<soap: body use="literal" />
</ out put >
</ operati on>
- <operation nane="Get Cur St reani ngSer ver St at us" >
<soap: oper ati on
soapAction="http://dvod. honei p. net / VMOWS/ Get Cur St r eanm ngSer ver St at us"
styl e="docunent" />
- <i nput>
<soap: body use="literal" />
</i nput >
- <out put >
<soap: body use="literal" />
</ out put >
</ operation>
</ bi ndi ng>
- <service name="VMCWS">
<docunent ati on>A Virtual Media Center (VMC) Wb Servi ce</docunentati on>
- <port nanme="VMCWSSoap" bi ndi ng="s0: VMCWSSoap" >
<soap: address | ocation="http://l|ocal host/VMCWS/ VMCWS. asnx" />
</port>
</service>
</ definitions>

Figure 4.8 Web Service WSDL Content

4.9. Programsin VMC Server

omniNames.exe is a application program execute in command line. It isused to
provide CORBA naming serviceto theVMC. This program isaincluded from
omniORB package.
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http://dvod.homeip.net/VMCWS/GetVSSClientInfo
http://dvod.homeip.net/VMCWS/GetCurVODSessionStatus
http://dvod.homeip.net/VMCWS/GetCurStreamingServerStatus
http://localhost/VMCWS/VMCWS.asmx

omn i ORE :

Thu fpr 29 21:47:

Figure 4.9.1 omniNames.exe is running

VMC_impl.exeisthe CORBA server object for updating of streaming server
resources metrics.  This program is developed by Visual Studio.NET 2002 VC++7.0.

. YMIC impl - ¥yme_impl

Figure4.9.2 VM C_impl.exeis running

In Figure 4.9.2, It showsthree CORBA server objects was started. They arethe
VMC server object, VCP server object and VSS server object.

VMCMonitor.exeis aprogram used to collect streaming server RTT and monitor the
status of the server. If streaming fail to response the echo function call to
VMCMonitor.exe, that server will be marked as off service. The echo function will
be called periodically through .NET remoting technology. This program is
developed by Visua Studio.NET 2003 C#.
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Figure 4.9.3 VM CM onitor.exeis running

In Figure 4.9.3, it showsthe RTT timesin million second and the status at the end of
each logical servers. The status Off a the end means that server is no respond to the
echo .NET remote function and will be marked as off service in the VMC.

All the three programs are not compulsory to runinthe VMC Web server. In case of
running them is different computers for load distribution, all streaming server
CORBA client must addressed the omniNames.exe correctly in the network and
VMC_impl.exe and VM CMonitor.exe must correctly connected to the database
server.

4.10. Programs in Streaming Server

WM SMonitor.exeisaprogram used to get current server CPU utilization, allocated
bandwidth and connected clients resources metrics and report to VM C through Web
service interface periodically. This program is developed by Visua Studio.NET
2003 CH#.

WrSMonitor 6-7 - wmsmonitor b
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Figure 4.10.1 WM SMonitor.exe is running

In Figure 4.10, the WM SM onitor.exe gets the resources metrics and update to VMC
though the displayed URL. The URL issaved in atext configuration file and can be
change before start WM SMonitor.exe.

V SSMonitor.exe provides the same functions as WM SM onitor.exe.

V SSMonitor.exe updates the resource metrics to VM C through CORBA remote object
invocation. This program is developed by Visua Studio.NET 2002 VC++7.0.

o | Start¥MC

get_CPUUtilization—>28
get_ConnectedPlayers—>@
get_PlayerfAllocatedBandwidth—>8

Call Function: USS._UpdateStatistic<1.28.08.8> success
get _CPUUtilization—2>83

get_ConnectedPlavers—>@
get_PlaverfAllocatedBandwidth—>8

Call Function: USS _UpdateStatistic<l1.83,.08.8) success
get_CPUUtilization—>72

get_ConnectedPlavers—>@
get_PlaverAllocatedBandwidth—>8

Call Function: USS._UpdateStatistic<1,.72,.8.8> success
get_CPUUtilization—>17

get_ConnectedPlavers—>8
get_PlaverfAllocatedBandwidth—>8

Call Function: USS._UpdateStatistic<1.17.0.8> success
get_CPUUtilization—>4

get_ConnectedPlayers—>@
get_PlayerfAllocatedBandwidth—>8

Call Function: U85 .UpdateStatistic<l.4.8.8) success
get _CPUUtilization—>1

get_ConnectedPlavers—>@
get_PlaverfAllocatedBandwidth—>8

Call Function: USS._UpdateStatistic<l,1.8.8) success

Figure 4.10.2 VSSMonitor.exe is running

Windows Service called “Virtual Media Center Service” isthe .NET remoting
server object used to provide echo function called from the VM CM onitor.exe.

1, services =]
File Action ‘Wiew Help
& EY o m

% Services (Local) . Services (Local)

¥irtual Media Center Service Marne | Description | status | Startup Type o

%Upload Manager Manages k... Manual
wirtual Disk Service Provides s... rManual

Stop the service
Restart the service

ual Media Center & Started Automatic

(=]
2sfwﬁ%ﬁ'-«'isual Studio Analyzer RPC br... Manual
%Volume Shadow Copy Manages a... Manual
éifép\xv'u'ebclient Enables Wi, .. Disabled Jﬂ
«| | »

\ Extended A Standard

Figure 4.10.3 Windows service “Virtual Media Center Service” isrunning
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4.11. System Monitoring Tool

S.exeisauutility program used to display the current streaming server status,
streaming client information and client activity in the Web server session.

AEY Client
I I

Figure 4.11 S.exe ran and displayed the result in the console

In Figure 4.11, the parameter O means display the information for all streaming
servers. Thefirgt part lists out the streaming server information such asIP, RTT
status, CPU, BW (bandwidth) and connected clients. The RTT status fase means
the last .NET remoting echo function call was failed and no RTT figure update at the
moment. The second part shows the client’s IP and URL of the retrieving media.
The last part shows the user information such as username, current selected video and
status (Status 5 means watching video).

4.12. Client Interface

Subscriber access to use VMC services must provide a username and password for
authentication. Please not that, for demonstration purpose, the URL for the VMC
Web services VMCWS is linked in this page. The other links are a link to request
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open subscriber account, a link to the Remote Web server (Pocket PC version),
Windows Media video demo and Windows Media Player 9 Series download. The
upper “Virtua Media Center” header and the bottom advertisement bar are for
decoration purpose only.

T rurtesl Hadm Gander (Y HU) - MicTosoft InkTeet HigploraT

mEE RGE BhL PERTL _aD ¥ EH —®
Q= O HEAG D= ez @ @ 253 L6 3
LY el hemedpae b 3207 ~ Bt e - bakwadow B -

Virtual Media Center

VOD, RealTime TV & WebCam

Tl Sruee LR,
o e

Figtinircm ol | | s b pleaey iy g
WL s

Jdixelr Swhon
At = ek VROT Wk
Aers - S ok 20

-

T i

o B FEL et T EL B L s

)
( Wil ows 1

T

TremIngd by trrmer

Ppbare o

| wre £ AL

Figure 4.9.1 VMC home page

When subscriber login successful, the media catalogue page will be display. In the
upper part of the page, there is a greeting and following the display name of the
subscriber.  Under the greeting is the account information.  Current implementation
will show the Baance and Registered location of the subscriber. Baance will be
deducted every time the subscriber selected a media to watch. The Registered
location is the geographic mark used for statistic server selection purpose but it is not
implemented in this report.
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Figure 4.9.2 VMC catal ogue page

As media content provider can register their content to VMC. There may more than
one media content provider registered. Subscriber is usualy selecting the desired
content provider instead of browsing along list of media content directly. The filter
function in the catalogue page is designed for this purpose. For example, if the
subscriber want to browse the media content from a provider called “VODExpress”,
the step is select “VODEXxpress” in the Content Provider Combo box and then click
the “Filter” button. Others similar options to filter are Title, Price Below and Status
of amedia, such asnew or archive etc.
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Figure 4.9.3 VMC catalogue page: use filter function

When subscriber want to watch a media from a content provider, He/She should select
the “Select” link in the left of the corresponding the media.  Once clicked the
“Select” link, the select server page will be display.

The select server page will list out all the available streaming servers which can
provide the selected media content.  The streaming server available will be short
listed according to the most up-to-date resource metrics reported.  The resources
metric is reported by back-end CORAB or Web service interface periodically.
Subscriber can click on the “Probe RTT” button to collect RTT figures and short list
the best server again a any time. The RTT figures are also automatically collected
by the VM C back-end process through .NET Remoting operations periodically.
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Figure 4.9.4 VMC select server page

The top most one is the best server for delivering the select media content when the
select server pageis loaded or the last “Probe RTT” button was clicked.  Subscriber
can click “Select” link of the best server (the first one) or other desired server and
start watching streaming.

When click on “Select” link, the VOD session page will display and the
corresponding media player component will be loaded.  Subscriber will experience a
litter buffering period and the sel ected media content will start to play once buffering
complete.
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Figure4.9.5 VMC VOD session page

The top of the VOD session page will display the name of the content provider, the
server name and shows the mediatitle in the second line.  Subscriber can execute
VCR-like functionsin the player during watch period. When subscriber finish the
VOD session or want to exit from VOD session, he/she can click the “EXIT” link.
Thislink will direct the subscriber back to the server selection.  If subscriber is
unsatisfied the quality of the previous server, he/she can re-select another server and
try to watch if the quality is better.  Or subscriber can click the catalogue button in
the server selection page to back to media catalogue page to select another media
again.
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5 Conclusion

51 Advantage

- CORBA and Web Service are well defined standard

- Independent to individual streaming technologies

- Web Interface for multiple devices: PC, mobile notebook, Pocket, Palm, 3G
phone or Smart phone etc.

- Real-time server selection

- RTT independent to any underlying network path selection algorithm and
easy to implement

5.2 Disadvantage

- Subscriber must installed a build in streaming player in Web browser to
decode the target streaming

- Remote Web server must located nearest to subscriber to obtain the best
RTT estimation for subscriber

- Streaming quality and concurrent connections are gill limited to
underlying bandwidth, compression technology and network equipment

5.3 Other Issues Need to Consider Further

Use of Middleware

The generic architecture for DVOD services needs to mask the heterogeneity across
different computer network, operating systems, programming languages and products
developed by different vendors. This advantage is obtained from employing a
standard interface distributed middleware, CORBA. The trade off is the deployment
of ORB to every client computers. Extra learn curve and development time is
needed for the middleware. But it is worth to pay this extra effort as the middleware
resolved the heterogeneity and provide better interoperability support.

Focuson Real-Time Server Selection
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As VOD service is bandwidth demanding. The inherited limitation of bandwidth in
existing computer networks makes bandwidth utilization is a critical issue need solve
in DVOD system. This problem can be alleviated by a suitable server selection
mechanism. The implemented system selecting the right video server in run-time
using least CPU utilization, allocated bandwidth and connected clients. There may
be other resources metrics or path selection algorithms available. All of them are
need to under detail experiment and fine turn. Otherwise incorrect resource
metering can cause unnecessary loading and influence system.

Use of Remote M ethod I nvocation for Client Side Probe

The use of client side probe enables dynamic load balancing. In the DVOD system,
client side perform probe by remote method invocation. This method provides the
best RTT figures at run-time but may cause extra traffics. A compromise method is
to use RTT agents which distributed in different geographic location to collect RTT
periodically for clients. Client may pre-registered their access location or use some IP
location agorithm to map the nearest RTT agent and use the RTT figures to aid server
selection process.

No Assumption on Video Popularity

The video replicate and allocation strategy can increase system performance if the
demand of a video and access location is predicted accurately. However, it is a
difficult tasks and it is mainly rely on historical data and extrapolation. The extra
cost for analysis and replication is out weight the result obtained. Another property
observed from VOD service is that VOD emphasis on watch at any video at any time.
The design principle on VOD service should consider every video may has the same
possibility of request.

Transmission with unicast

Hybrid transmission such as multicast plus unicast, repeatedly broadcast selected
videos, video batching etc. technique can improve bandwidth utilization but prohibit
user interactive functions. Unicast is a simple technique but limit system capacity.
Another assumption is that the video quality has high priority than system capacity in
the user point of view instead of the system capacity point of view.

Set Top Box

Many VOS service architecture requires a STB. The STB provide hardware for
employ different transmission method, caching, buffering and decryption. But is add
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extra setup cost and lack flexibility. The CORBA ORB and remote object client
stubs must installed in the client side. This is less convenience than DVOD just
using Internet browser or common streaming player, but it is convenience than using
STB.

Fault Tolerance

Another important characteristic in distributed system is that there is no single point
of failure. Failure of one component only lowers the system performance. In the
current DVOD system, there is a single Video Management Server to control the
admission, server selection and management of database updates. This is a major
drawback in terms fault tolerance issue and may cause performance bottle-neck in the
system. However, it will save cost for replicate update and simply design.

5.4 Future Works

The server selection mechanism implemented demonstrated a common practical
solution in dynamic way | terms of run-time RTT probe between client and servers.
The RTT ocollection agent improves the efficiency of static server selection
mechanism and alleviate the network traffic and loading in pure run-time RTT probe
mode. But considered current resources metrics are limited to CPU utilization,
allocated bandwidth, connection client and RTT figures. There may be a lot of
others factors can be consider and fine-tune, such as the capacity of server network
bandwidth, capacity of maximum clients and quality of service (QoS) etc.

The security is another mgjor issues need to be addressin the future.  Current generic
architecture has partitioned the system into components by function groups. But
there is no individual component responsibility for security purpose. The current
implementation replies on the inhered security features of the employed streaming
services (e.g. build in Windows Media Services security features). Individua
security feature may be further consider and add in as aindividua components. For
example, if employ CORBA security service or add in individual components are
worth to further study.

The copy right problem exists since the first appear of digital media, such as MP3.
Video copy rights just another extension to this problem. Although digital
watermarking has proposed to solve the identification of ownership and integrity of a
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digital video, but the ownership problem between different movies producer are a
very complicated problem. There is some digital right management product, such as
Microsoft was released to solve this kind of problem. However, a solution or
standard from non propriety is a better than stick on some de-facto standard. The
digital right management in the generic architecture is another important issues need
to solve.

The current distributed video-on-demand services have established a generic
architecture for multimedia streaming service in the Internet. But it is a starting
point of development in terms of practical application in real world. The chosen of
CORBA as the middleware provide a framework for solving heterogeneity. And
Web service interface standard is going to dominate the interface standard technology
in the future  These two technologies provide components in the generic
architecture can be change implementation without affecting the whole system
component collaboration.
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