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Abstract

An ultracold Bose-Bose mixture of 87Rb and 23Na provides an excellent plat-
form for studying not only few-body but also many-body physics. A key
feature of ultracold atoms mixture is the tunable interspecies interaction,
which is facilitated by the Feshbach resonance. In this thesis, we study
the behavior of ultracold Bose-Bose mixture under different interspecies
interaction. The studies are divided into two different topic, each of them
corresponds to a different regime of many-body physics.

The primary research is about the behavior of the impurities in Bose-Einstein
condensate, which is also known as the polaron state. We use the radio fre-
quency spectroscopy to probe the spectra of the 87Rb impurities in a 23Na
Bose-Einstein condensate. For the trap-averaged spectra, near quantita-
tive agreement between the theory and experimental data can be observed
without any fitting parameters. Besides, we develop a fitting model which
helps us find the energy and residue immune from the trap-averaging. The
results shows the deviation of polaron energy and residue at strong inter-
acting regime, which can not be explained by field-theoretic approach and
two-body variational theory.

The second research investigates the manipulation of heteronuclear spinor
dynamics by microwave and light field. Previously, we have observe the
first heteronuclear spin coherent heteronuclear spin oscillation in a spin-1
mixture of 87Rb and 23Na atoms. Here, we observe the spin population os-
cillation start from a pure |0, 0⟩ mixture of 87Rb and 23Na. We then demon-
strate controlling of the spin dynamics by either a detuned microwave field
or a laser beam, which selectively dress the energy levels of 87Rb atoms.
The results introduce a new techniques for investigating spin dynamics
with fast temporal and high spatial resolutions.
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摘要

基於 87Rb和 23Na的超冷波色混合氣體給少體以及多體物理提供了極佳的
實驗平台。而對於异核混合氣體，其最關鍵的特性即是可以通過 Feshbach
共振調控异核原子間的相互作用。在這篇論文中，我們研究了超冷波色混
合氣體在各種异核相互作用下的一些特性，具體的研究包括了多體物理下
兩個研究方向。

這篇論文的第一個方向是研究雜質原子在波色愛因斯坦凝聚中的特性即波
色極化子問題。我們使用射頻波譜學探測 87Rb雜質在 23Na凝聚態中的能
量譜。通過對阱中整體信號求平均的方式，在不需要任何擬合變量的前提
下，我們所探測的能量譜與場論方法的理論計算幾乎一致。我們進一步利
用擬合模型來去除整體平均所帶來的失真，得到了特定凝聚態密度下極化
子的能量和殘餘（residue）。我們發現這些結果與場論方法以及基於兩體理
論的變分法下得到的數值在强相互作用區域發現了明顯的偏差。

這篇論文的第二個研究方向是使用微波和光場操控异核旋量混合氣的自旋
交换動力學過程。在之前的研究中，我們在 F=1的 87Rb-23Na混合氣體中
觀察到了首個异核間的相干自旋動力學。基於之前的研究，我們進一步觀
察了 |0, 0⟩ 初始態下不同自旋態原子數隨時間的變化。我們之後借助這個
動力學過程演示了通過失諧微波以及光場下 87Rb不同自旋態的能量平移對
動力學的操控。這項研究給自旋動力學的快速和高分辨率操控提供了新的
方式。
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Introduction to this
thesis

1

1.1 Introduction

Over a century ago, Niels Bohr proposed the Bohr model of atom, which
together with the Plank’s law, provided a first glimpse into the nature of
quantum physics [1, 2]. Until today, the study of neutral atom is still the
frontier of physics research. With the development of laser trapping, cool-
ing and state manipulation, the unprecedented control of the parameters
can be applied in the experiment. One of the most striking development
is the study related to the new phase of matter [3] where the dilute sam-
ples of atom are cooled down to temperature well below one millions of a
kelvin [4–6]. In a Bose-Einstein condensate (BEC), the temperature is so
low that the thermal de Broglie wavelength

√
2πℏ2/(mkBT ) of the atoms is

at the same level as interparticle spacing and every particle shares the same
quantum wavefunction. It is amazing that the behaviour of a macroscopic
number of particles is dominated by quantum mechanical effects.

Quantum mechanics has shown great success in explaining an enormous
amount of phenomena in our universe. The application of quantum me-
chanics ranges from the subatomic particles to the neutron stars. It builds
a solid foundation for not only modern physics, but also chemistry, biology
and electronics. It promotes the development of semiconductors which has
totally changed our life. At this moment, quantum mechanics lead the de-
velopment of a new generation of technology such as quantum computing,
optical atomic clock, quantum cryptography and quantum simulations.

For the traditional calculation of a many-body system, with the increasing
number of interacting particles, the increasing degrees of freedom quickly
makes it impossible to calculate and describe the whole system. Even if
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we could work on some less complicated cases, the deep insight into the
physics of solutions is still not easy to come. To solve this kind of problems,
we introduce quantum simulations which are the modern version of analog
computations. The main idea is to build a flexible system to mimic another
system which might be hard to study. Due to the low temperature, low
density and large mass, compared with the condensed matter system, the
cold atom system provides a much slower dynamics which is much easier
to be studied by current technologies. And the low density also enables the
local control and detection of the individual particles [7–9].

What is more, for cold atom system, the interaction between the parti-
cles and the energy of different spin states can be probed or even engi-
neered [10–13], which provides a clean system for the quantum simula-
tions. This feature is not limited to quantum gases of a single compo-
nent; tunable interaction in a heteronuclear system exhibits rich physics
which is inaccessible in single-species experiments. Highlight of these stud-
ies includes the exploration of Few-body physics [14–20], polaron physics
[21–23], spinor physics [24, 25], quantum droplets [26], ultracold po-
lar molecules [27–38], topological excitations [39] and phase separations
[40–43].

In this thesis, I will talk about two studies related to the heteronuclear
Bose-Bose mixture with interspecies interaction. Using this interaction, we
measure and engineer some interesting quantum many-body physics in an
ultracold mixture of 23Na and 87Rb.

The first topic of my research related to quantum many-body physics is the
manipulation of heteronuclear spin dynamics with microwave and vector
light shift. The spin degree of freedom in ultracold atomic gases has been
recognized as a great assert for rich physics since 1998 [44, 45]. Although
the atoms in BEC need not to be interacting with others, the thermal equi-
librium mediated by elastic collisions is essential for keeping the conden-
sate from fragmenting into small pieces [46]. The spinor physics study this
kind of collisional coherence into the internal spin degree of freedom. In
this so-called ultracold spinor gases, collative spin dynamics in the form
of coherent spin population oscillations have been investigated with Bose
condensate [45, 47–56], as well as thermal Bose gases [57, 58] and de-
generate Fermi gases. The study of the spin dynamics promotes the spin

2 Chapter 1 Introduction to this thesis



squeezing and multi-particle entanglement with potential applications in
quantum metrology and quantum information [59–63]. And the study of
the spin dynamics also promotes the deepening understanding of quan-
tum phase transition in many-body systems such as Quantum Kibble-Zurek
Mechanism [64, 65]. In this thesis, we explore in detail the various meth-
ods for the fast and local controlling of the heteronuclear spin dynamics.

The second topic of my research related to the many-body physics is the
Bose polaron in ultracold Bose-Bose mixture. The polaron physics study
the characteristics of mobile impurities in the quantum bath, which has
wide relevance to the material physics. As first proposed by Landau and
Pekar [66–68], the moving impurities can be described by the formation of
quasiparticles which is generated by the dressing of the vibration modes in
quantum bath. In 1946, anticipated by Landau’s work on lattice defects,
Pekar proposed the self-trapping state of the electron strong coupled to the
induced polarization of atomic displacement in surrounding crystal lattice,
which is called the polaron. The framework has now been developed for a
wide range of systems. Recently, the Bose polaron - the impurity immersed
in a BEC is observed in three individual experiments with Bose-Fermi mix-
ture or spinor mixture of BEC [22, 23, 69] and it has been studied theoreti-
cally using a wide range of methods [70–81]. The phenomenon shows that
the impurity can be dressed by the excitation of Bogliubov phonon in BEC,
which is non-trivial and even exists in unitary regime. However, compared
with Fermi polaron experiments [21, 82–84], the three and many-body in-
teraction is not suppressed in BEC, which give rise to the broad spectrum
and make both the experiment and theory be challenging but also more
interesting for strong interactions [85–87]. In this thesis, we study the
Bose polaron problem in a Bose-Bose mixture by immersing bosonic 87Rb
impurities in a BEC of 23Na atoms.

1.2 Thesis outline

This thesis includes two main research topics that I was leading in 87Rb-
23Na mixture setup. The first research topic is the heteronuclear spinor
experiment with the manipulation of microwave and light dressing and the
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second one is the Bose polaron experiment. The remainder of the thesis is
organized as follows.

Chapter 2 gives a brief introduction to ultracold bosons. I will first talk
about two-body interactions and how we tune the interparticle interac-
tions. Then I will give the mean-field theory of weak interacting BEC,
which is key for both spinor and polaron studies. Finally, I will give a
brief introduction to the BEC properties that go beyond mean-field the-
ory, which include the Lee-Huang-Yang (LHY) correlations and three-body
interactions.

Chapter 3 introduces the improvements I made that enables the following
experiments. The improvements includes the atom number, the atom num-
ber stability of the microwave evaporation, the gravitational sag free trap
for 87Rb-23Na mixture, the low noise magnetic field servo system, the rf
antenna for hyperfine state manipulation and the evaluation of the absorp-
tion image. These improvements give a better control and probe for our
ten-year-old experiment setup.

Chapter 4 presents the study related to the manipulation of heteronuclear
spinor dynamics. I include a general introduction and basic theory to the
homonuclear and heteronuclear spinor problem. Then I show our experi-
mental result for heteronuclear spin dynamics started from |0, 0⟩ mixture,
which can not be explained by the mean-field and two body theory. We
study the behaviour of the spin dynamics and we use microwave and light
to control this dynamics. We prove that both the microwave dressing and
light shift methods show negligible loss of atoms thus will be powerful tech-
niques for investigating spin dynamics with fast temporal and high spatial
resolutions.

Chapter 5 discusses the Bose polaron study. I present a brief introduction
to the polaron problem and especially two theories for solving the Hamilto-
nian. Then I discuss the energy spectrum of the Bose polaron we observed
by inverse rf spectroscopy. We give a detailed analysis of the spectrum,
which includes both the simulation of the spectrum and the fitting of po-
laron energy and residue. We compared our result with the T approxima-
tion and the two-body variational theory. The comparison of the polaron
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energy and residue shows evidence of the influence from Efimov trimer
states.

Chapter 6 summarizes the major results and an outlook is also provided.
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Interations and the
behavior of ultracold
Bose gases

2

In this chapter, we will mainly talk about the theory relative to the weak in-
teracting Bose-Einstein condensate, which is the foundation for both spinor
and polaron theories. This includes the theory of interatomic interactions
and the theory of Bose-Einstein condensate.

In a BEC without interaction, all the atoms share the same wave function,
that is, the wave function of a single atom. When we turn on the inter-
action between the atoms, the system can still be well understood if the
atom cloud is dilute [88]. Here, the interparticle spacing is so large that
it is hard to find more than two atoms within a region where they can in-
teract with one another. Quantum mechanics provides the full solution for
a two-body system or a homogeneous system dominated by the two-body
interaction. Therefore I will introduce the two-body scattering, Feshbach
resonance and Gross-Pitaevskii equation, which describes the behavior of a
BEC dominated by two-body interactions.

However, the mean-field theory is not enough even for weak interacting
bosons. Thus I will also give a brief introduction on Lee-Huang-Yang corre-
lation and three-body physics. As we will introduce in Chapter 5, through
the polaron theory is based on Bogoliubov approximation as we do for the
weak interacting Bose gas and its Hamitonian is written as respect to the
Bogoliubov modes. The three-body physics plays an important role that
the existence of Efimov states can affect the behavior of Bose polaron. On
the other hand, the three-body physics will also introduce the number loss
of the atoms, which makes the experiments more challenging for the Bose
gases.
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2.1 Two-body interactions and Feshbach
resonances

Compared with the range of van der Waals potential r0, the averaging dis-
tance between the atoms is usually much larger for the dilute ultra-cold
atom gases. Thus the two body scattering properties are enough for un-
derstanding phenomenon under this case. In general, the relative wave
function between any two atoms can be decomposed into a series of com-
ponents with angular momentum equal to an integer number l times ℏ
quanta. For bosons, the quantum statistics allow the scattering channel to
have even value l and the s-wave (l = 0) is the strongest since the other
channel will be mostly suppressed by the centrifugal barrier. That is be-
cause the scattering cross section will decrease as a result of the increase
of collision energy.

To quantify the s-wave interaction between two atoms, we can define a
parameter named scattering length for the scattering between two atoms.
In scattering theory [89] we can write the wave function of a free particle
moving in z direction being scattered by another atom as

ψ(r) = eikz + f(θ)e
ikr

r

= sin(kr)
kr

+ cos(kr)
r

× f,

(2.1)

where k is the wavevector of the atom, r is the position vector, f is the scat-
tering amplitude and the second line is only valid for low energy cases of
s-wave scattering. Though the short range interaction between two atoms
is more like a complicated van der Waals potential, the s-wave approxima-
tion allows us to simplify it by replacing the short range interaction by a
delta function like hard core potential, which vanishes at r = a. Using the
boundary condition, the wave function of the atom is given by

ϕ(r) = Asin(kr + δ), (2.2)
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where δ = −ka is the phase shift. By comparing ϕ(r) and ψ(r), we have
the scattering amplitude:

f = 1
cot(δ)k

≈ −a, (2.3)

where a is the scattering length when k → 0 and the cross section σ is 4πa2.
E = (ℏk)2/2µ is the scattering energy of the scattered wave function, which
can be defined as the open channel and µ is the reduced mass. However,
there are much more channels for atoms because of the presence of the
multiple hyperfine states. A Feshbach resonance is defined as the resonance
between the open channel and a bound state provided by another channel,
which is called close channel. If we tune the magnetic field, the energy of
one close channel may happen to be approaching the energy of the open
channel and a dramatic change of cross section will happen as the result of
the phase shift δ of open channel crossing through π/2 due to the strong
coupling.

For both 87Rb and 23Na, there are no broad Feshbach resonances below
1000 G and therefore we can simply treat them as the quantum gas with
constant background scattering length. The background scattering length
are 54.5a0 for 23Na and 100.4a0 for 87Rb [90, 91]. Here a0 is the Bohr radius.
The weak background interaction leads to the Bogoliubov phonon excita-
tions in BEC, which is relevant to both the Bose plaron and the population
fluctuation in spinor gases.

For a mixture of 87Rb and 23Na, a s-wave Feshbach resonance is used to
control the interaction between Rb and Na both in the |F = 1,mF = 1⟩
state. The scattering length is given by

a = abg(1 − ∆
B −B0

), (2.4)

where abg = 66.77a0 is the background scattering length, ∆ = 5.2 G is
the width of the resonance and B0 = 347.64 G is the position of the res-
onance [34, 92]. This Feshbach resonance is used to tune the interaction
between the impurity and BEC background for Bose polaron experiment.

We notice that abg is only an approximation for the background scattering
between two atoms since the background scattering lengths have very small
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difference between the atoms in different spin states and the differences in
the interaction energy can drive the coherent spin dynamics by the spin
population oscillation.

The binding energy of the two-body bound state [93] which comes from the
close channel can be calculated by the coupled channel calculation [13].
However, the equation for the binding energy is simple at the resonance
centre since the close channel is mostly strong coupled to the scattering
state and the binding energy is just the avoid crossing:

Eb = ℏ2

2µa2 . (2.5)

2.2 Bose-Einstein condensation in trap

The textbook example of BEC is in a cubical box with periodic boundary
conditions. However, from the first Bose-Einstein condensation in 1995 to
now, most of the BECs are created in a harmonic trap potential and the
BEC formed by ultracold atoms is a clean system since it is dilute and can
be described by the Gross-Pitaevskii (GP) equation [94, 95]. In this thesis
I will only talk about the necessary knowledge for the experiments and
many review papers provide a comprehensive introduction on ultracold
Bose gas [96–99].

The GP equation is derived in 1961 and it is firstly used to describe the
zero temperature wave function of bosons [100]. Although the equation is
based on zero temperature, it is still valid for the condensed part of a BEC
with finite temperature. However the equation works only for a weakly
interacting BEC (na3 ≪ 1).

The wavefunction of a BEC can be written as the symmetrized product of
single-particle state ϕ(r)

Ψ(r1, r2, ..., rN) =
N∏

i=1
ϕ(ri), (2.6)
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where N is the total number of the particle. The interaction can be included
by mean-field approximation and using the effective contact interaction
gδ(ri − rj), the Hamiltonian of the system with pseudopotential is

H =
N∑

i=1
[− ℏ2

2m
∂2

∂r2
i

+ V (ri)] + g
∑
i<j

δ(ri − rj), (2.7)

where g = 4πℏ2a
m

, m is the mass of the particle and V (r) is the external
trap potential. The GP equation describe the ground state of Ψ that min-
imized the expectation value of the Hamiltonian under the normalization
condition

∫
|Ψ|2 dr = N . And the calculation provides

[− ℏ2

2m
▽2 +V (r) + g|Ψ(r)|2]Ψ(r) = µΨ(r), (2.8)

which is the time-independent GP equation and µ is the chemical potential
that keeps the conservation of total number of particles. The ground state
is obtained by balancing the kinetic energy − ℏ2

2m
▽2, trap potential V (r)

and contact interaction g|Ψ(r)|2. With no interactions, the wave function
of BEC is the ground state wavefunction of the trap. If the trap is harmonic,
it gives the harmonic oscillator ground state with gaussian distribution and
an oscillator length aosc =

√
ℏ/mω̄. For this thesis, the interaction is repul-

sive, finite and na3 ≪ 1, but the interaction energy is still much larger than
the kinetic energy term (µ ≈ ng ≫ ℏω̄ or Na/aosc ≫ 1), which is called
the Tomas-Fermi regime. The repulsive interaction makes the BEC much
larger since the larger size corresponds to the higher energy for repulsive
interaction. The BEC takes the shape of external potential if we neglect the
kinetic energy term:

n(r) = |Ψ(r)|2 = µ− V (r)
g

. (2.9)

The BEC density gives n(r) = |Ψ(r)|2 and it is useful to write Ψ(r) =√
n(r)eiϕ(r) with a phase term ϕ(r) for spinor gases. For a harmonic trap

V(r), the chemical potential µ is determined by total number N:

∫
n(r)dr =

∫ µ− V (r)
g

dr = 1
15

( 2µ
ℏω̄

)5/2 aosc

a
. (2.10)
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By the given chemical potential, the Tomas-Fermi distribution of BEC in the
harmonic trap is written as

n(r) = n0

(
1 − x2

R2
x

− y2

R2
y

− z2

R2
z

)
, (2.11)

where Rx,y,z =
√

2µ
mω2

x,y,z
is the Thomas-Fermi radius and n0 = µ/g =

15N
8πRxRyRz

is the peak density. The BEC density simply follows the inverse
parabola distribution.

2.3 Beyond mean-field theory

2.3.1 Lee-Huang-Yang correlation

GP theory is a mean-field theory which is only valid for na3 ≪ 1. As we
increase the na3, the impact of quantum fluctuation is captured by Lee-
Huang-Yang (LHY) correlation [101] to the mean-field energy. Recently, it
was observed under some specific condition that the quantum fluctuation
would keep a bosonic mixture from collapse by the mean-field attraction
force. After a positive followed by a negative feedback loop, the balance be-
tween the mean-field and the quantum fluctuation term form a self-trapped
quantum gas named droplet. The phenomenon can be observed with rela-
tively weak interaction but an extremely high density. The LHY correlation
gives the first beyond-mean-field form of the energy density of BEC, which
is

ε = gn2

2

(
1 + 128

15
√
π

√
na3 + ...

)
. (2.12)

The first term of the equation is the mean-field energy and second term is
the LHY correlation. It is only a perturbation theory and will not work for
strongly interacting areas. Recently, there are a lot of beyond-mean-field
studies related to this term, which is applied for both bosonic mixture and
dipolar condensates [102–107].
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2.3.2 Three-body recombination

Until now most of the interactions we are talking about come from the two
body elastic collision since the inelastic collision is forbidden by the energy,
momentum and spin conservation. However, the statistics nature of quan-
tum mechanics allows for the collision of three bosons together, which is
called three-body recombination [12, 108–110]. When three atoms collide,
two free atoms form a molecule with the binding energy converted into the
kinetic energy and the kinetic energy is distributed to the dimmer and the
remaining atom. With the participation of the third atom, the energy and
momentum are still conserved and both the atom and dimmer will fly away
from BEC since the binding energy is usually much larger than the chemical
potential µ. Because the inhomogeneous of the harmonic trap, the three-
body recombination is more likely to happen near the centre of the trap,
which is the coldest part with largest density. The atoms in the trap centre
with lower energy are more likely to be removed, resulting in heating of
the system. This heating process is opposite to the evaporative cooling and
is referred to as anti-evaporation.

For two-body collisions, the probability of two atoms colliding is propor-
tional to a2, which is exactly from the scattering cross section σ. If we
replace two colliding atom as a single atom, the probability of one more
atom entering the collision gives another a2 factor and thus the chance of
three-body recombination is proportional to a4 [111]. We also know that
the total cross section of two-body collisions is proportional to the density
n and the factor should be n2 for three-body recombination. The loss rate
of the atoms in cloud should be

Ṅ

N
= −L3n

2, (2.13)

where N is the total number of the atoms and L3 is the three-body recom-
bination rate (or loss coefficient). The general three-body recombination
rate is

L3 = C
3ℏ
m
a4. (2.14)
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C is a constant depending on system and the sharp increase of the three-
body losses is the main limiting factor for the experiments related to strongly
interacting Bose gas

2.3.3 Efimov physics

In 1970, Efimov predicted an infinite series of trimmer bound states for
three identical particles interacting via two-body force [112]. The theory
is originally proposed for nuclear physics but there is no success for the
detection in nuclei so far. However, Efimov theory’s universality allows it
to be applied to a wide range of fields in low energy physics [113]. And the
strongly interacting Bose gas is very interesting since the quantum statistics
allows for a three-body bound state [114]. Though it is counter-intuitive
that the trimmer bound state still exists with repulsive two-body interac-
tion. The Efimov state was first observed by the three-body loss rate in
strongly interacting ultracold caesium gas [115]. And the observed three
body recombination rate L3 is modified with a log-periodic structure by
a bunch of Efimov states. The original work by Efimov is based on three
identical particles. However, the Efimov physics can even be applied to
our heteronuclear mixture with some modification [20, 116]. Recently, it
is suggested that the energy of the Bose polaron near unitary regime will
be significantly influenced by the avoid crossing between polaron and first
Efimov trimer state [85, 87]. This effect will be discussed later.
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Improved systems for
the cooling, trapping,
manipulation and
detection of atoms

3

A stable and robust system is crucial for the cold atom experiment, which
includes the cooling, trapping and manipulation of the atoms. The building
of the first system of this lab starts from 2010, I am now the fifth gradu-
ate student who works with this machine and the second student mainly
works on the Rb-Na mixture. The first system was originally designed
for the molecular experiment and we have observed the first ground state
molecule [36] and heteronuclear spin dynamics [24] in this system. The
building and constructing of the first system is well documented by my
predecessors’ paper and thesis [117–120]. However, many specifications
of this old system did not fit the requirement of the new experiment such
as Bose polaron. In this chapter, I will present the improvements I made to
upgrade the performance of this old system.

3.1 The preperation of double BEC

Before introducing the improvements we made, I will first give a breif intro-
duction on the preperation of double BEC samples of 23Na and 87Rb in our
system. Through many experiments are not started from the dual species
BEC, we can easily tune it by adjusting the cooling processes which control
the number and temperature of the samples.
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The general sequence of the experiment follows standard techniques used
in today’s quantum gas lab. We use dispenser source for both 23Na and
87Rb. Since the vapor pressure of 23Na is usually very small, we use light-
induced atomic desorption (LIAD) to increase the density of Na. LIAD
is an atomic analogue of the photoelectric effect, which uses weak non-
resonant light to desorb atoms from the walls of the chamber. In an ultra-
high vacuum (UHV) system, the 23Na and 87Rb atoms are slowed down
and loaded in dual magneto-optical trap (MOT). When MOT loading is fin-
ished, the phase-space density (PSD) of the atoms are further increased
by compressed magneto-optical trap (CMOT), which increases the restor-
ing force and reduces the near resonance photon scattering. Then we turn
off the magnetic field gradient for MOT, which is generated by the mag-
netic quadrupole trap (QT). After CMOT, We use optical molasses to fur-
ther decrease the sample temperature for the 23Na and 87Rb. Finally, nearly
all the 23Na and 87Rb are optical pumped to the spin down ground state
|F = 1,mF = −1⟩ by the optical pumping laser. Since CMOT, optical mo-
lasses and optical pumping only takes several milliseconds and the spin
down state is low field seeking, the samples is then recaptured by the mag-
netic quadrupole trap.

In the magnetic trap, the detuned microwave is enabled to modify the trap
potential of 87Rb and the evaporative cooling is processed by gradually tun-
ing the microwave frequency and power. Since modified potential removes
the high temperature 87Rb atoms near the edge of the trap, the 87Rb atoms
is cooled during the evaporation. At the same time, 23Na atoms are cooled
by the elastic collision with the 87Rb atoms, which is known as the syn-
thetic cooling. However, the loss of atoms by the spin-flip occurs at the
centre of QT, where the magnetic field is close to zero. The loss mechanism
called Majorana loss is first predicted by Majorana [121] and this loss will
increase at low temperature. During the evaporation, when the size of the
sample becomes smaller or the gradient of the magnetic trap is lowered,
this so called Majorana loss will decrease the atom number and increase
the sample temperature by the anti-evaporation process.

To eliminate the Majorana loss and heating, one dipole trap beam is used
to generate a potential dip which near the magnetic field zero point. The
dip is so low that the atoms with lower temperature are more likely to stay
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in the potential dip rather than the magnetic field zero point. However, the
potential should not be too low since the three-body loss will occur when
the sample density becomes too high, this is especially important for the
heavy Rb atoms. After the microwave evaporation, the atoms are loaded
into a crossed optical dipole trap (XODT) and magnetic quadrupole trap is
off after the loading process.

In the optical dipole trap, further evaporative cooling is performed by low-
ering the dipole trap power. Since the trap depth for 87Rb is usually much
deeper than 23Na in a 1070 nm trap, the 23Na atoms is evaporated and 87Rb
atoms is coooled synthetically. Finally the both species can be cooled to the
temperatures well below the critical temperature of Bose-Einstein conden-
sation. Since the sample is much smaller in the XODT, the homogeneous
magnetic field is allowed to be used for the state preparation of a desired
hyperfine state by the MW and rf pulse. This magnetic field can also be
used for tuning interactions via Feshbach resonances. From this point, the
samples are prepared for the experiments, which will be presented in the
next two chapters.

With achieving the double BEC of 23Na and 87Rb in optical dipole trap, we
can tune the relative number of 23Na and 87Rb to prepare the thermal-BEC
mixture. For example, if more 87Rb atoms are kept in trap after MW evap-
oration, more 23Na atoms will be evaporated in optical dipole trap and we
can prepare the 23Na thermal and 87Rb BEC mixture. On the contrary, with
a very small numer of 87Rb atoms, the efficiency of 23Na atoms’ evaporative
cooling will be much higher thus we can prepare the 87Rb thermal and 23Na
BEC mixture.

3.2 The optimization MOT loading

As the first step of the experiment, the number of the atoms trapped in
MOT will affect the atom number of all the following processes. Through
MOT is a standard and widely used technique, the quantitative analysis
is hard due to the combination complex three-dimensional polarized light
and magnetic quadrupole field. Except this, the light-assisted inelastic col-
lisions also affect the number of both Rb and Na, thus we have to push
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the Rb MOT away from the trap centre. Despite the complexity and the
imperfection, some basic knowledge can still help us to improve the MOT
number.

From the atomic physics textbook [95], we know the photon scattering
force of the atom in magneto-optical trap is

FMOT = −αv − αβ

k
z, (3.1)

where k is the wavevector, v is the speed of atom, z is the position from
trap centre, α is the coefficient depending on photon-atom interaction and
β is the coefficient depending on magnetic field gradient. The first term
−αv is the damping force which slow down speed of atom and the second
term −αβ

k
z keeps the atoms at around trap centre. In experiment, the best

setting of α and β is achieved by tuning the trap beam power, frequency
and magnetic field gradient.
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Fig. 3.1. The MOT loading range of the atoms in vacuum chamber. The axis
defines the maximum atom velocity that can be traped and the vertical
axis shows the number of atoms within the trap volume.

Not all the atoms in cell can be trapped in MOT, it depends on the recoil
velocity and lifetime of the atom’s excited state. As illustrated in Fig. 3.1,
if the atom is moving too fast, the damping force may not large enough
to slow down the atom speed within the range of the trap. Increasing the
trap volume V or the trap beam diameter will work but the laser power is
limited by technical problem. On the other hand, we can also increase the
background atom density n in cell but the lifetime of the sample will be
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affected by the one-body loss under poor vacuum. And that is the reason
why there is a separated MOT chamber for most advanced systems.

To increase the atom density, dispensers is enough for 87Rb but insufficient
for 23Na. This problem can be solved by using the Zeeman slower [122] or
2D MOT [123]. However, we use dispensers for both species and we found
the Na number is mainly limited by the low background atom density after
once I tried to increase the current of the dispenser to 4 A (We normally
use 3 A maximum). Through the good vacuum condition will suddenly be
destroyed by the impurities in dispenser if we apply a current higher than
2A, we found a great amount of Na can be coated near the glass-to-metal
transition part of the chamber if we apply 4 A with only 30 minutes. After
firing, the Na dispenser is disabled until the next time we run out of the Na
atoms (that takes several months!). The recovery of the system from bad
vacuum takes around 4 days for the ion pump and sometimes the titanium
sublimation pump (TSP) is also needed.

Light-induced atomic desorption (LIAD) effect [124, 125] is utilized to tem-
porarily increase the background atom density or the atomic vapor pres-
sure. With the help of LIAD, we can get the best possible use of the Na and
Rb atoms coated and absorbed in the Pyrex glass chamber. When the va-
por pressure is increased, not only the MOT loading rate will increase, the
MOT loss rate due to the density gradient between the inside and outside
of the trap is also decreased. The rate equation and the saturated value of
the MOT atom number are

d
dt
N = R − [KP (t) + Γ]N, (3.2)

and

NS = R

KP (t) + Γ
, (3.3)

where R is the MOT loading rate, Γ is the constant MOT loss rate, P (t) is
the background vapor pressure and K is the constant that relates the vapor
pressure to the MOT loss rate. The saturated MOT number will increases
as we increase the loading rate as well as the background vapor pressure.
LIAD only increase the vapor pressure of Rb and Na, the vacuum condition
is quickly recovered in few seconds after we disabled the LIAD. To get the
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saturated atom number, the MOT loading time is 25 s for daily operations
of our system.

Fig. 3.2. The UV LED setup. Left: The new UV LED (NICHIA NVSU333A-U365)
used to replace the old one. The high power LED is reflow soldered on
a copper-based PCB which is mounted on a heatsink on the backside.
Right: The homemade current driver circuit of the LED, which provide
a constant 4 A current when TTL is in high level.

To increase the MOT loading rate, the UV LED with a maximum output
power of 200mW (Thorlabs M365L2) is replaced with a homemade re-
flow soldering LED (NICHIA NVSU333A-U365) on a copper-based PCB.
The maximum output power is 3.64 W and the wavelength is still 365 nm.
The best position of the UV LED is found to be near the glass-to-metal tran-
sition part, which is near the coating of Na. The fluorescence of Na MOT
is too small to be separated from environmental noise. However we can
confirm the tremendous improvements of the atom number at later stages.
After the optimization of all the following steps, the maximum pure BEC
number of Na increased from 105 to around 4.5 × 105. The MOT number of
Rb is increased with around 40%, which should be contributed by the both
UV and the increasing of the MOT laser power.

It should be noted that, the increasing of the final BEC number is not
achieved by simply increasing the UV light power or the trap power. The
fine adjustment of all the parameters related to the change of MOT atom
number is necessary.
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3.3 The optimization from microwave
evaporation to dipole trap loading

After the molasses and optical pumping, around 80% of Rb and Na is
pumped to the low-field-seeking |F = 1,mF = −1⟩ state. The QT is then
ramped up and nearly all the low-field-seeking state atoms are trapped.
At the same time, one optical dipole trap beam ramped up, which adds
a dip to the trapping potential. The centre of the dipole trap is horizon-
tally shifted around 70 µm from magnetic gradient centre and decreases
the spin-flip rate of the atoms near zero-point of the magnetic field from
trappable state to non-trappable states. This configuration is called hybrid
trap and the detailed trap potential and time sequence can be found in the
thesis of former graduates [119].

3.3.1 Microwave evaporation

In the quadrupole trap, 87Rb atoms are evaporatively cooled selectively
while 23Na atoms are cooled sympathetically. To selectively evaporate 87Rb
atoms, radio frequency (RF) transitions can not be used since 23Na and
87Rb have the same Zeeman splitting under low magnetic field. Instead
we use microwave (MW) with a frequency around 6.8 GHz, which is close
to the |1,−1⟩ to |2,−2⟩ transition of 87Rb. The MW evaporation is started
from 6794 MHz and stopped at around 6833.7 MHz.

However, the dipole trap potential of 23Na is only one third of the 87Rb for
dipole trap of 1070 nm and the Majorana loss of 23Na becomes severe when
the sample temperature gets lower. In order to decrease the Majorana loss
of 23Na, the magnetic field gradient of quadruple trap is decreased from
160 G/cm to 64 G/cm, which effectively push away the zero-point of the
magnetic field. Thus the microwave evaporation is divided into two part
(i) MW frequency from 6794 to 6822 MHz and (ii) MW frequency from
6822 to 6833.7 MHz. The typical number and PSD of Rb and Na during
the first part is shown in Fig. 3.3.

3.3 The optimization from microwave evaporation to dipole
trap loading
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Fig. 3.3. The atom number and phase-space density of both species during the
evaporative and sympathetic cooling of the first part. The microwave
frequency sweeps from 6794 to 6822 MHz with variable ramping speed
and power, which is optimized step by step. The data comes from the
documentation of system condition.

3.3.2 Instability problem of 87Rb atom number

For polaron experiment, we need Rb atom number be small and Na BEC
be as large as possible. This goal can be easily achieved by changing the
ending frequency of microwave evaporation of the second part. However,
as we increase the ending frequency, the number fluctuation of Rb atom
number loaded in XODT suddenly goes up. This sudden increase can not
be explained by detection noise or the quantum fluctuation on the order of√
N [126]. The observed fluctuation is shown in Fig. 3.4.
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Fig. 3.4. The atom number fluctuation and ending frequency of 87Rb’s MW evap-
oration in QT. The green and yellow data points shows the number fluc-
tuation of 87Rb after and before being loaded into the XODT. ∆N is from
the statistic error and

√
N/N is shown for comparison.
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At the same time, We also measure the number fluctuation of the Rb atoms
in hybrid trap without ramping the QT and optical dipole trap. As shown
in Fig. 3.4, the atom number of 87Rb in hybrid trap is relatively stable but
some condensate of 87Rb is found for 6833.6 MHz and 6833.65 MHz, which
is not observed in XODT. The temperature of 87Rb sample is around 350 nK
at 6833.59 MHz. For higher frequency, the condensate part disappeared
since the density of 87Rb dropped much faster than the temperature. As
shown in Fig. 3.5, we can find the huge fluctuation is accompany with the
sharp decrease of the 87Rb’s atom number. Thus the three-body loss is a
possible reason of the instability if we consider a condensate of around 105

87Rb atoms being loaded into the XODT with an averaged trap frequency
around 500 Hz.
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Fig. 3.5. The loading of 87Rb atoms from hybrid trap to XODT. (a) The measured
number of Rb atoms in hybrid trap and after the XODT loading. (b)
The loading process recorded by the oscilloscope, which includes the
intensity of XODT, microwave frequency command and magnetic field
gradient of QT.

Through the condensate of 23Na is also found in XODT when it is sympa-
thetically cooled by 87Rb, the number fluctuation of 23Na is always below
5%. However, it is not very surprising since the mass and trap depth of
23Na is much smaller than 87Rb and density for 23Na is not high enough to
see a significant loss in few hundred milliseconds. During the microwave
evaporation in hybrid trap, we found that a large trap depth can increase
the Na atom number but a stong loss of Rb atoms occurs when the trap
frequency is too high.

3.3 The optimization from microwave evaporation to dipole
trap loading
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3.3.3 The microwave removal of 87Rb atoms

Since the instability comes from the 87Rb condensate, from experiment we
found that the number of 87Rb should not be less than 2 × 105 at the end
of microwave evaporation. However, the number of 87Rb atoms is hard
to be decreased in 1070 nm dipole trap since the trap depth of 87Rb is 3
times of 23Na and the 87Rb atoms are sympathetically cooled by 23Na atoms
during the evaporative cooling. Through the Rb atoms cools evaporatively
for smaller trap depth due to its large gravitational sag, the overlap of Rb
and Na will also be affected.

Microwave:

Probe beam:

52𝑆1/2 𝐹 = 1,𝑚𝐹 = −1

52𝑆1/2 𝐹 = 2,𝑚𝐹 = 2

52𝑃3/2 𝐹 = 3,𝑚𝐹 = 3

π/2

Fig. 3.6. The pulse sequence used to remove the Rb loaded in XODT. Microwave
pulse transfer half of the Rb atoms to the F=2 state and then being
removed by probe beam. Five pulses are shown in this figure.

Instead of improving the evaporative cooling, we use microwave and probe
beam pulse sequence to remove most of the Rb atoms loaded in XOT. As
shown in Fig. 3.6, half of the Rb atoms are transferred from |1, 1⟩ to |2, 2⟩
by the a π/2 pulse and pushed away by a resonant probe laser pulse. The
probe pulse takes only several microseconds thus the sample will not be
heated and 1/2N of atoms are left after N pulses. Finally, the short-term
number fluctuation of Rb in XODT is less than 20% for 104 atoms.

A high power microwave amplifier is needed for short π/2 pulse, which
minimize the influence of magnetic field fluctuation. Since the commercial
products are too expensive, we build high power microwave power ampli-
fier (Cree CMPA5585025F) with a GaN field-effect transistor (FET) and a
preamplifier (Mini circuits ZX60-83LN-S+). As shown in Fig. 3.7 (c), the
working frequency ranges from 5.5 to 8 GHz and the maximum output
power is tested to be around 17 W at 6.9 GHz. However, as indicated by
Fig. 3.7 (a), some special technique is needed to control the DC operating
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(c)

(b)

(a)

Fig. 3.7. The homemade high power microwave amplifier. (a) The block diagram
of GaN bias controller. (b) The PCB layout of the GaN bias controller.
(c) The testing result of the GaN module’s gain and output power at 6.9
GHz.

point since the thermal breakdown is very common for GaN devices. And
a negative gate voltage should always be applied before applying the drain
current for the GaN FET. The details about the driver circuits can be found
in the appendix Sec. A.3.

3.4 A modified optical dipole trap with
better overlap between two species

The dipole trap [127] allows the spin degree of freedom and tuneable in-
teractions of the system. The evaporative cooling in optical dipole trap is
also essential for producing the ultra-cold atomic mixture. Due to the re-
quirement of the high power for hybrid trap, a multi-mode 1070 nm fiber
laser (IPG Photonics YLR-1070 series) is used for the evaporative cooling of
both the hybrid trap and XODT. After the cooling in hybrid trap, the sample
temperature is on the order of 1 µK and loaded into the crossed trap with a
power around 1 W and a beam waist around 60 µm. For the preparation of
23Na BEC, after the evaporation, the power of each beam will finally lower
to around 0.2 W. As shown in Fig. 3.8, for this 1070 nm optical dipole trap,
under same trap power, the trap depth of 87Rb is usually much larger than

3.4 A modified optical dipole trap with better overlap between
two species
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23Na. During the evaporation, the 23Na is evaporatively cooled and 87Rb is
thermalized sympathetically.
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Fig. 3.8. The trap depth and gravitational sag as a function of a 1070 nm crossed
dipole trap power. The beam waist is set to 55 µm for the calculation,
which is similar to the parameter of the experiment.

However, the trap frequencies are different for the two species, when we
lower the trap beam power, finally, the relative sag between the species
will be too large for simultaneous condensation of both species. As shown
in Fig. 3.8, the relative gravitational sag of the two species is increased as
trap power is lowered. When the relative sag is comparable to the size
of atomic cloud, the overlap between the different species becomes bad
and affects the sympathetic cooling of 87Rb. However, since 87Rb is heavier
than 23Na, the gravitation pulls 87Rb downwards with greater force and
this allows the evaporative cooling of 87Rb under an extremely low trap
power. In Fig. 3.8, we can find the trap depth of 87Rb is truly smaller
than 23Na when the trap beam power is less than 0.1 W. However, under
such low power, the relative sag between 87Rb and 23Na BEC becomes very
large. The overlap problem is especially obvious for our 23Na-87Rb mixture
since the double BECs of 87Rb and 23Na are immiscible. We can also use
the Feshbach resonance to tune the phase seperation, a detailed research
related to this miscible and immiscible mixture can be found in the previous
work of Fudong Wang [42]. To decrease the relative sag, we had to increase
the beam power for better overlap after the evaporative cooling. With such
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a deep optical potential, the heating effect is rather obvious and the BECs
would become not so pure after several hundred milli-seconds.

3.4.1 The gravitation sag free trap
α
/𝑚

(a
rb

it
ra

ry
 u

n
it

)

Wavelength (nm)

Fig. 3.9. The trap frequency (∝
√

α/m) of Rb and Na as the function of trap
laser wavelength. The calculation base on the polarizability given by the
parametrize results.

For the polaron, spinor or any experiments based on the interaction be-
tween two different species, the overlap of the wavefunction is very im-
portant. For the vertical direction, we can decrease relative gravitational
sag of the two species by tune the wavelength of the trap beam since the
polarizability of the atom depends on the frequency of the photon. For
the harmonic trap, if we consider the balance between gravity and photon
scattering force of the trap, the gravitational sag is

sag = g

(2πfy)2 , (3.4)

where g is the gravity constant and fy is the trap frequency on vertical
direction. The trap frequency fy is propotinal to

√
α/m, where α is the

polarizability (real part) and m is the mass of the atom. And the same
gravitational sag means the trap frequency should be same for both 87Rb
and 23Na atoms. The frequency-dependent AC polarizability of the ground

3.4 A modified optical dipole trap with better overlap between
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state ns for the alkali-metal atom can expressed as the summation over all
possible transitions [128]:

αns(ω) = 2
3ℏ
∑
n′

(
ωn′p1/2 ⟨n′p1/2|D |ns⟩

ω2
n′p1/2

− ω2 +
ωn′p3/2 ⟨n′p3/2|D |ns⟩

ω2
n′p3/2

− ω2 ), (3.5)

where |ns⟩, |n′p1/2⟩ and |n′p3/2⟩ are individually the ground state and ex-
cited state with two different J , ⟨n′p|D |ns⟩ is the reduced dipole matrix
element, ωn′p are corresponding transition frequency and ω is the laser fre-
quency. After some simplification, we can calculate the

√
α/m for both

87Rb and 23Na. As shown in Fig. 3.9, the wavelength that gives same grav-
itational sag for Rb and Na is around 947 nm.

The optical dipole trap we used in our experiments origins from a 2 W
tapered amplifier (DILAS TA-0950-2000), which amplifies an external cav-
ity diode laser (ECDL) with 40 mW output power (with the laser diode
from Sheaumann Laser M9-940-0100-D5P). After the isolator, the power is
split for the crossed dipole trap with half-wave plates and polarizing beam
cubes as shown in Fig. 3.10. Two polarization maintaining fibers (Thorlabs
P3-780PM-FC) are used to guide light from laser board to machine table
where two custom cage system are used to mount the output collimating
lenses.
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Fig. 3.10. Schematic illustration showing the layout for our 947 nm laser for the
crossed optical dipole trap.

The collimator is designed for a pancake-shaped trap with a beam waist
around 35 µm (110 µm) for vertical (horizontal) direction. After many
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failed attempts including using different lenses and mounts, we finally set-
tled on current setup. The astigmatism and spherical aberration are the
main source of trouble in the setup of the collimator. The spherical aber-
ration is mainly limited by the collimating lenses and only the aspherical
lens with a small focal length shows a good behaviour. The reason of using
a small focal length is that its numerical aperture (NA) can be much larger
than the NA of fiber and the missing of the laser power beyond the NA of
the lens will cause the spherical aberrations. The aspherical lens is also nec-
essary for minimizing the aberration. On the other hand, the misalignment
of lenses will cause the astigmatism.

(a) (b) (c) (d)

Fig. 3.11. The homemade collimator with cage system. (a) The beam profile after
the collimator. (b) The collimator. (c) The adjustment of the relative
position between the fiber port and aspherical lens. (d) The rotation
adjustment of the first cylindrical lens by projecting the diverged beam
to the wall.

In our setup, the beam is collimated with an aspherical lens (Thorlabs
C240TME-B NA=0.5) to a measured beam diameter around 1.8 mm and
a 3× beam expander formed by two cylindrical lenses (Thorlabs LK1629-
B, LJ1336-B) is used to expand the beam diameter on vertical direction.
The numerical aperture (NA) of fiber is 0.12, which is much smaller than
the NA of collimating lens. As shown in Fig. 3.11 (b), all the lenses are
mounted in cage system. We found it extremely helpful to use the a long
tube and an aperture with power meter behind to align the centre of col-
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limating lenses one by one (see Fig. 3.11 (c)). The astigmatism can be
further adjusted in our setup. Since the focus position of vertical direction
can be separately adjusted by the distance of the cylindrical lenses, we add
a f=300 mm focus lens (Thorlabs LA4579-B) after the collimator and use
a camera to check the astigmatism while we adjust the distance. Except
the astigmatism between vertical and horizontal direction, we found the
difference of the angle between two cylindrical lenses will cause the rota-
tion of the focused beam profile, the angle of second cylindrical lens is also
carefully adjusted by continuously checking the beam profile on camera.

MOT mirror

MOT mirror

From 1070 nm trap laser

From 1070 nm trap laser

Dichroic mirror

Dichroic mirror

Collimator of 
947 nm trap

Collimator of 
947 nm trap

Fig. 3.12. The schematic illustration showing the optical dipole trap setup of the
machine table.

However, due to the low beam quality of the tapered amplifier, the effi-
ciency of AOM and fiber coupling is quiet low and the useable power is
only 0.5 W. Thus we still use 1070 nm trap to produce the ultra-cold atoms
and adiabatically load the them into the 947 nm trap. The optical path of
the 1070 and 947 nm laser for one of the trap beam is shown in Fig. 3.12.
We found a 300 ms linear ramp is good enough to transfer the atoms from
1070 nm to 947 nm trap as long as the trap depth is kept. After the trap
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loading, the 87Rb is thermalized sympathetically again and now we don’t
have to lower the trap power to cool the 87Rb atomic cloud.

For saving the space, we share the light path of 1070 and 947 nm XODT by
using the dichroic long pass mirror (Edmund #87-040). And two beams of
different wavelength are focused by same f=300 lens (Thorlabs LA4579-
B). We use the camera to check the focus position of both the 1070 and
946 nm laser beams and we adjust the lenses of 1070 nm trap laser to make
sure that the focus of two beams are overlapped. During this online testing,
we found the dichroic mirror can introduce quite amount of astigmatism
thus we readjusted the collimators. In addition, it should be noted that the
screws and rings of the mirror mount should not be too tight because the
tension will cause the curvature of mirror. And the Ø2" mirror has smaller
curvature than Ø1" mirror since it is much thicker.

1070 nm

947 nm

Na Rb

Fig. 3.13. Typical images of dual BEC after 18 and 23 ms TOF for 23Na and 87Rb
respectively. We show the images from both 1070 and 947 nm crossed
optical dipole trap.

Since the density of BECs are too large for the absorption image in trap.
The atoms are detected by absorption imaging after time-of-flight (TOF)
expansion. The dipole trap is abruptly switched off and atoms are expand
freely. And the shape of BEC sample after TOF expansion is dominated by
the interaction energy between atoms. Typical images of dual condensates
in 1070 and 947 nm trap are shown in Fig. 3.13.

As shown by the upper panel of Fig. 3.13, two species are not concentric to
each other. Because, for the ballistic expansion of 1070 nm trap of a power
around 0.2 W, the calculated gravitational sag between 23Na and 87Rb is
comparable to the Thomas-Fermi radius of the BECs. Since the trap is a
spherical trap, both 23Na and 87Rb clouds are ball-shaped after the ballistic
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expansion. However, we can find a notch at lower part of the 23Na cloud
due to the repulsive 23Na-87Rb interactions, which can be reproduced by
numerically solving the coupled G-P equations [42].

After loading the samples from 1070 nm trap to 947 nm trap, we wait
another 300 ms before the expansion. Since the 947 nm trap is a pancake-
shaped trap with higer trap frequency in the vertical direction, the faster
expansion of vertical direction elongate the cloud size of both 23Na and
87Rb after TOF. Because the differential gravitational sag is supposed to be
zero in this trap, we do not expect to see any asymmetrical shape for 23Na
cloud. As shown by the lower panel of Fig. 3.13, instead of the notch at
lower part, we can find a decreasing of 23Na column density at the centre
of the cloud. Because, as a result of the repulsive interaction, the 23Na BEC
density is suppressed by 87Rb BEC at the centre of the trap, which can also
be reproduced by the numerical simulations.

We also evaluate the trap frequency ratio between 23Na and 87Rb by di-
rectly measure the trap frequency using parametric heating method [127].
We hold the 23Na (87Rb) thermal clouds in trap with a 10% modulation
depth for laser power. And we tune the modulation frequency and mea-
sure the corresponding cloud size with TOF, which indicates the sample
temperature.

Fig. 3.14 shows the comparison between the measured and calculated trap
frequency ratio under the trap wavelength ranges from 937.5 to 965.5 nm.
For the trap frequency calculation, we use the given polarizabilities and
trap beam parameters to calculate the trap potential, which includes the
gravity and gravitational sag. We can find the measured trap frequency ra-
tios for 946.8 and 956.4 nm are close to the calculated value. However we
found a relatively large divergence for the data points at 937.5 and 965.5
nm. One possible reason for this is the laser frequency measurement. Since
both two wavelengths are close to the edge of TA’s operation range and
there might be multiple frequency modes which affects the measurement
of the wavelength meter.

The
√
α/m indicates a “magic wavelength” at 946.66 nm [128]. Finally, we

select 946.8 nm, which gives a trap frequency difference smaller than 0.5%
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Fig. 3.14. The measurement of the trap frequency ratio between 23Na and 87Rb
under the trap wavelength ranges from 937.5 to 965.5 nm. The hori-
zontal axis represents the calculated trap frequency ratio, and the verti-
cal axis shows the measured trap frequency ratio by parametric heating
method. The orange curve is the linear fitting for eye guiding.

and we haven’t found any significant photoassociation loss for 23Na-87Rb
mixture.

3.4.2 The selective trapping of Rb

Through the trap frequency of Rb and Na is same in 947 nm trap, the size
of the atom cloud in trap is still different. For thermal cloud, the size of
the sample is

√
2kBT/mω2, where ω is same for 87Rb and 23Na but the size

of 23Na arom cloud is around two times of 87Rb. Due to this reason, we
use the mixture of 23Na BEC and thermal 87Rb samples for polaron experi-
ment, which provides a relatively good wavefunction overlap between two
species. However, we found there is still a significant amount of thermal
87Rb atoms are outside of the 23Na BEC, which affect the measurement of
the rf spectroscopy.

To increase the wavefunction overlap, we apply a species dependent trap
potential for 87Rb in horizontal direction and the trap laser wavelength is
selected to be 805 nm. Since the wavelength is close to 87Rb’s D2 line, the

3.4 A modified optical dipole trap with better overlap between
two species
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trap intensity can be relatively low and will not affect the trap potential
of the 23Na atoms. As shown in FIg. 3.15, the beam is collimated with
an aspherical lens (Thorlabs C110TMD-B) to a beam diameter around 0.6
mm and being focus by a f=100 lens (Thorlabs AL50100H-B) which is
originally designed for the image system in vertical direction. The focused
beam waist is measured to be around 52 µm and the trapdepth of 87Rb is
around 1.2 µK for 5 mW.

(a) (b)

(c)

947 nm

947 nm

805 nm

Fig. 3.15. The 805 nm trap for 87Rb. (a) The schematic illustration showing the
vertical 805 nm trap together with the 947 nm pancake-shaped trap.
(b) The collimator of 805 nm laser. (c) The electro mechanical slider
(Thorlabs ELL6K) above the vacuum cell. The slider is used to reflect
the focused MOT beam (blue) or pass the vertical trap beam (yellow).

For given laser power, the horizontal trap frequency of Rb is measured to
be around 82 Hz and the heating rate of 87Rb is calculated to be smaller
than 40 nK/s. Compare with the trap frequency of Na, the trap frequency
of Rb is 60% larger in horizontal direction, which significantly improve
the polaron signal. We will discuss about this in the polaron experiment
section.
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3.5 The optimization for high stability
magnetic field

The stability of magnetic field is extremely important for tuning the Fes-
hbach resonance and the radio frequency (rf) spectroscopy. The rf spec-
troscopy is also the main detection method of polaron physics. Here, I will
first introduce the evaluation and analysis of the magnetic field stability
and then discuss about the design of a high stability magnetic field servo
system.

3.5.1 Evaluation and analysis of the magnetic field
noise by rf pulse

The radio frequency spectroscopy of the single atom or a bunch of atoms
without interaction is the best way to precisely determine the local mag-
netic field. Since the transition is dipole forbidden, there is no damping and
power broadening effect and the natural linewidth of atom is extremely
narrow. And the behaviour of the atom can be well described by an ideal
two-level system.

Since the frequency response of the transition is extremely narrow, the
population oscillation of the atom is the Fourier transform of the external
field under small pulse area. The atoms select out the frequency component
of rf signal that in resonance and convert it into the population of excited
state: the stronger the signal, the higher the fraction of excited state. Since
the pulse duration is always limited by other loss mechanisms, linewidth
of the rf pulse is usually much larger than the natural linewidth of the
transition. Thus the population of the excited state is directly the line shape
of the rf signal.

For example, we apply a square rf pulse with a frequency ω0 and duration
T. As shown in Fig. 3.16, the Fourier transform of the pulse (b) is the convo-
lution of the square pulse lineshape (c) and single frequency rf signal (d).
This is exactly the convolution theorem. The atom act as a single frequency
filter with an extremely narrow natural linewidth, if we scan the ω0 around
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Fig. 3.16. The square rf pulse. (a) The rf pulse in time domain, which is the
product of the square pulse and rf signal in time domain. (b) The rf
pulse in frequency domain, which is the convolution of the square pulse
(c) and rf signal (d) in frequency domain.

the resonance frequency of the atom, we can get the linewidth of the rf
pulse by the population of the atom in excited state. However, it should be
noted that the pulse area must be small to get a linear response.

On the other hand, the external field includes two parts, one is the AC field
of rf signal, another is the DC magnetic field. The magnetic field decides
the resonance frequency of the atoms and the noise of magnetic field will in
turn affect the linewidth. Thus it is important to know how the magnetic
field noise affects our measurement in frequency domain. The simplest
idea is that if the frequency of noise is much higher than inverse of pulse
duration, the noise will not be significant during the measurement. Thus
the rf pulse is actually a low-pass filter for the noise of magnetic field and its
transfer function is exactly the Fourier transform of the pulse line shape.
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Fig. 3.17. The broadening of the linewidth by magnetic field noise. (a) The mag-
netic field noise in time domain. (b)(c) The Zeeman splitting that con-
verts the magnetic field fluctuation into the fluctuation of resonance
frequecny. (d) The magnetic field noise broadened rf lineshape. (e)
The noise density of magnetic field, use white noise as example. (f)
The lineshape of the pulse (amplitude), which acts as a low-pass filter.
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For example, we still use a square rf pulse with a frequency ω0 and duration
T, as shown in Fig. 3.17. The fluctuation ∆B of the magnetic field at B0

cause the fluctuation ∆ω of atom’s resonance frequency ω0. And the coef-
ficient between the magnetic field and resonance frequency is decided by
the Zeeman splitting. During the rf pulse, the noise of the magnetic field
(e) is low-pass filtered by the linewidth function of the square pulse (f) and
the total noise ∆B is

∆B =
√∫ ∞

0

∣∣∣∣sinc(T2 ω)
∣∣∣∣Bn(ω)2dω, (3.6)

where Bn(ω) is the noise density of the magnetic field and T is the rf pulse
duration. However, the equation doesn’t include the contribution from the
long term drift, which will limit the pulse duration to hundreds of mil-
liseconds. Through the noise density is independent from the rf pulse, the
magnetic field noise we measured by rf pulse is relevant to the pulse dura-
tion. In experiment, we first scan the line shape of the pulse by tune the rf
frequency and then we fix the rf frequency at the slope of line shape, thus
the population fluctuation of excited state can be connected to the noise of
magnetic field.

-10 0 10 20 30 40 50 60 70 80 90100
0.006

0.008

0.010

0.012

0.014

 

 

C
h

i^
2

/D
o

F

Modulation amp (Vrms)

B-field compensation

testing w/ 50s square pulse

234.01 234.02 234.03

0.0

0.2

0.4

0.6

Data: Rb5data_E

Model: Gauss

Equation: y=y0 + (A/(w*sqrt(PI/2)))*exp(-2*((x-xc)/w)^2)

Weighting: 

y No weighting

  

Chi^2/DoF = 0.00212

R^2 =  0.89834

  

y0 0 ±0

xc 234.02218 ±0.00045

w 0.01449 ±0.00104

A 0.00756 ±0.00043

 

 

Y
 A

x
is

 T
it
le

X Axis Title

347.9G B-field center 

45mVrms STABILITY

0.28846 +/- 0.04797

0.04797/(-34.8/MHz)=1.38kHz

234.01 234.02 234.03
0.0

0.2

0.4

0.6

 Excited state fraction

 Gauss fit of Rb5data_E

Data: Rb5data_E

Model: Gauss

Equation: y=y0 + (A/(w*sqrt(PI/2)))*exp(-2*((x-xc)/w)^2)

Weighting: 

y No weighting

  

Chi^2/DoF = 0.00084

R^2 =  0.9657

  

y0 0 ±0

xc 234.02172 ±0.00031

w 0.01618 ±0.00065

A 0.00932 ±0.00031

 

 

Y
 A

x
is

 T
it
le

X Axis Title

347.9G

-1000 -500 0 500 1000

0.0

0.2

0.4

0.6

0.8

1.0

 

Y
 A

x
is

 T
it
le

RF modulation voltage (mV)

Antenna power test @347.9G

3dBm 50s square pulse

Fraction: 0.288±0.048

rf frequency (MHz)

Ex
ci

te
d

 s
ta

te
 f

ra
ct

io
n

Δf = Δω/2π=1.38kHz
ΔB=1.38kHz/(0.64kHz/mG)=2.1mG

50 μs square pulse

Fig. 3.18. The testing of magnetic field at 347.9 G. The |1, 0⟩ to |1, 1⟩ transition of
87Rb is used with applying a 50 µs square pulse.

As shown in Fig. 3.18, the total magnetic field noise given by the standard
error of excited state fraction on the slope is 2.1 mG for the 50 µs pulse.
However, this noise is not equivalent to the short term stability, one of
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our test shows the fitting of the line shape gives a centre frequency of
234.0222 MHz in Fig. 3.18 and the value is 234.0217 MHz after 2 hours,
which corresponds to a drift around 0.8 mG.

If the white noise is dominant, we can also calculate the noise density of
the magnetic field. Here, we ignore the sidelobes of sinc function and the
total area of the filter gives:

∫ 2π/T

0
sinc(T

2
ω)(Bn)2dω ≈ π

T
(Bn)2 = (∆B)2. (3.7)

Thus the noise density of the magnetic field is

Bn = ∆B
√
T

π
. (3.8)

For T=50 µs and ∆B=2.1 mG, the noise density Bn is 3.3 µG/
√
Hz. And if

we consider the magnetic field noise within 100 kHz, the total noise should
be 1.1 mG. It should be noted that during our test the linewidth of the rf
pulse should be much larger than the standard deviation of ω0 since the
line shape is also affected by the magnetic field noise.

3.5.2 Type of noise in a servo system

So far we have described the procedure which enable us to evaluate the
noise of the magnetic field. But we still need to know where these noise
come from and how to achive the desired noise level of magnetic field.
First of all, there are basically four kinds of technical noise in our sys-
tem [129]:

• Long-term drift.

• Temperature coefficient.

• Wideband noise.

• Interference.

Long-tern drift means the drift of system over multiple months to many
years [130]. This drift mainly comes from the aging of resistor, Zener

38 Chapter 3 Improved systems for the cooling, trapping, manipulation
and detection of atoms



diodes, transistors or other electrical components and it also links to the
1/f noise in semiconductors. Since the magnetic field should always be
calibrated by atoms first and the experiment are finished within several
hours. We don’t need to worry to much about the long-tern drift. However,
we should always care about the long-term drift when we are selecting the
electrical components. A system with small long-tern drift save you a lot
of time and you will otherwise struggle all day long to find several atom
transitions.

Temperature coefficient mainly comes from the sensor, operational ampli-
fier, voltage reference (Zener diode) and resistors. It is usually expressed
in ppm/◦C (parts per million per degree Centigrade) units. Similar to the
long-tern drift, the temperature varying within several hours may not to
be much. However, the temperature coefficient of regular electrical com-
ponents can be hundreds to thousands of ppm/◦C, which sometimes can
cause a very bad stability of the system. For the temperature coefficient,
we need to understand how the drift of one component affect the over-
all drift of the system, which is very important for the analysis of system
performance. Another important thing is to isolate the sensitive opera-
tional amplifier from the power resistors and transistors on circuit board
and the thermal gradient on circuit board will cause the thermoelectric
effect [131].

The wideband noise includes thermal noise (Johnson−Nyquist noise), con-
tact noise and shot noise. The contact noise widely exists in vintage carbon
resistors and it is not a problem now. The shot noise and thermal noise ex-
ist in semiconductor. However, thermal noise is the main source of noise of
a metal film resistor [132, 133]. The thermal noise and shot noise are flat
frequency spectrum which is same as the white noise in the example of the
evaluation part. However, it is hard to tell whether shot noise or thermal
noise is dominant for the wideband noise exists in current transducer (sen-
sor), operational amplifier, voltage reference, digital-to-analog coverers or
any active components. What we have is the effective input or output noise
density of the individual component, which is given by the datasheet. Fi-
nally, a good magnetic field system is free from the temperature coefficient
and the wideband noise limit the performance of the rf spectroscopy.
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Interference is the noise source outside of the servo system, for example,
the noise of switched-mode power supply and the 50 (60) Hz power line
noise. Some interferences like the ripple of the power supply can be stabi-
lized by servo system but the interferences like the residue magnetic field
from nearby transformers can not be canceled.

3.5.3 The calculation of noise

The block diagram of the magnetic field system is shown in Fig. 3.19. The
magnetic field we need is around 350 G, which beyond the range of usual
magnetic field Hall sensor. Instead of measuring the magnetic field, we use
current transducer to detect the current of magnetic coil. The value given
by the transducer is compare with the setting value and the error signal is
produced to give the feedback of the current in coil.

Fig. 3.19. Block diagram for the magnetic field servo system.

As you can find in Fig. 3.19, the different part has different contribution
to the noise of magnetic field. For example, the noise of sensor and sensor
amplifier will strongly affect the noise of the magnetic field since the mea-
surement may be wrong. The noise of setting value and error amplifier will
also destroy the stability since the feedback might be wrong. However, the
noise contribution of PID, MOSFET, power supply or any component that
do not handle the weak or accurate signal is small and any of the interfer-
ence will be compensated by the feedback system since the current is being
monitored. This can also be understand by the noise model of a multiple
stage amplifier shown in Fig. 3.20.

40 Chapter 3 Improved systems for the cooling, trapping, manipulation
and detection of atoms



Fig. 3.20. Block diagram of a multiple stage amplifier to compute overall noise.

In Fig. 3.20, the overall effective noise expression at the signal source is

F = Fs + F1 + F2

A1
+ F3

A1A2
+ ..., (3.9)

where Fs is the noise level of signal source, Ai is the gain and Fi is the
noise level of each stage of the amplifier. For an ideal amplifier, the overall
effective noise at the signal source is still Fs. However, we can find that only
the noise of first stage is dominant as long as the gain A1 is large enough.
For our case, since the PID, MOSFET and power supply are after the error
amplifier, the noise of them are not dominant for the overall noise.

Considering the effective noise at the output of current transducer, we give
the dominant noise term in the block diagram of magnetic field system in
Fig. 3.21. The overall effective noise at the current sensing side is

i2total =i2HALL +
(
eA1

Rs

)2
+
(

eDAC

A1(s)Rs

)2

+ 2
(

eR1

A1(s)Rs

)2

+
(

iA2R1

2A1(s)Rs

)2

+
(

2eA2

A1(s)Rs

)2

+
(

2R2eT UNE

A1(s)A2(s)R3Rs

)2

+
(

2(R2 +R3)eSUP P LY

A1(s)A2(s)Y (s)R3Rs

)2

,

(3.10)

where:

• A1(s) is transfer function model of the differential amplifier for the
current transducer.

• A2(s) is transfer function model of the error amplifier.

• Y (s) transfer function model of the PID, MOSFET and coils together.

• iHALL is the noise of current transducer.
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• eA1 is the input voltage noise of the differential amplifier, which in-
cludes the input noise of operational amplifier and thermal noise of
feedback resistors.

• eA2 is the input voltage noise of the error amplifier, which includes
the input noise of operational amplifier and thermal noise of feedback
resistors.

• iA2 is the input current noise of the error amplifier, which cannot be
neglected here since R1 is relatively large.

• eDAC is the noise level of reference voltage, which includes the noise
of the Zener diode and the digital to voltage converter.

• eR1 is the thermal noise of the resistor with value R1.

• eT UNE is the voltage noise at the magnetic field trim port, which is
connected to the PXI 6733 DAC board.
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Fig. 3.21. Noise analysis block diagram for the magnetic field servo system.

Except the term iHALL, all the noises come from the servo system and iHALL

is the only thing that we can not optimize. Thus our job is to design a servo
that gives noise level, drift and bandwidth better than the performance of
current transducer.
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3.5.4 The design of servo system

We use a high stability current transducer (LEM IT 200-S) with very low
temperature drift and noise level. This current transducer generates a sec-
ondary current that proportional to the primary current but reduced by
a factor of 1000. Tab. 3.1 summarizes the relative parameters given by
the datasheet. We can converted the parameters into the current of the

Parameters Min Typ Max
Conversion ratio 1:1000
Secondary current (mA) -200 200
Long-term stability (ppm/month) 1
Temperature coefficient (ppm/K) 2
Small signal bandwidth (kHz) 0 500
Noise density from 0 to 50 kHz (ppm/

√
Hz) 0.07

Tab. 3.1. Parameters of the IT 200S current transducer. All ppm figures refer
to full scale which corresponds to a maximum secondary current of
200mA.

transducer’s output. Thus the temperature drift is 0.4 µA/◦C and the noise
density is 14 nA/

√
Hz. According to the drift and noise level of the current

transducer, we select the operational amplifiers, the resistors, the voltage
references and DACs that meet our requirement. All the relative compo-
nents are shown in Fig. 3.22.

Fig. 3.22. Schematic implementation for the magnetic field servo system.

The current of the Feshbach coil is only around 47 A for 350 G. However,
the range of the current transducer is 200 A. Thus we use 3 turns for the
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primary stage and we have the full dynamic range of the current trans-
ducer. The sensing resistor convert the current output of the transducer
into voltage and its temperature drift is only 0.05 ppm/◦C, which is much
smaller than the transducer. For the amplifiers, we use the chopper stabi-
lized operational amplifier to correct the voltage drift and the drift at the
input stage is 15 nV/◦C, which corresponds to only 3 nA/◦C. The high gain
stability of differential amplifier is achived by using the feedback resistors
with very low temperature drift (0.2 ppm/◦C) and we use very low feed-
back resistance to decrease the thermal noise of the differential amplifier.
The bandwidth of the differential and error amplifier is 2 and 0.8 MHz,
which is good enough for the feedback. The temperature drift of the volt-
age reference (AD5791+LTZ1000) is better than 0.1 ppm/◦C, which is also
much better than the transducer. We summarize the contribution of noise
in Tab. 3.2, the calculation is based on the equation 3.10. We can find

Source Maximum drift (nA/◦C) noise (nA/
√
Hz)

Current transducer 400 14
VCS1625ZP resistor 10 0.06
Differential amplifier 40 (from resistors) 1.2
LT5400 resistor network 40 0.3
Voltage reference 20 1.3
Error amplifier 4 (from resistors) 0.2
MPM resistor network 3 0.1
External tuning port 3 0.02

Tab. 3.2. The noise contribution from different part of magnetic field system. The
calculation is based on the equation 3.10 and the parameters are given
by the datasheet. The maximum drift of the resistor is calculated by the
full dynamic range, which are 200 mA for current transducer’s output
and 10 V for external tuning port.

that the performance of the magnetic field system is determined by the
noise of current transducer. Since the a good PID controller provides an
infinite gain for the Y (s) within the bandwidth we desired, the eSUP P LY ’s
contribution is not given in Tab. 3.2. And the total noise should be close
to the performance of the current transducer. We use the current noise to
calculate the maximum noise of the magnetic field:

Bn = 14nA/
√
Hz × 1000 : 3 × 7.5G/A = 35µG/

√
Hz. (3.11)

44 Chapter 3 Improved systems for the cooling, trapping, manipulation
and detection of atoms



However, the current noise will be low pass filtered by the Feshbach coils
and the magnetic field noise will becomes lower for the frequency above
several kHz. Our measurement gives an average noise density of only
around 3.3 µG/

√
Hz but the frequency range of the integration is 200 kHz

and we suppose the noise density is irrelevant to the frequency. However,
we can say that the noise level of the magnetic field is comparable to the
performance of the current transducer.

3.5.5 Tips for the magnetic field servo system

Decreasing the influence of high power components

When we calculate the influence temperature drift, we think the temper-
ature of components is same to the environment. However, it is not the
case for sensing resistors, Zener diodes and power transistors. The power
dissipation of them can cause the temperature gradient on PCB board and
cause the drift of themselves and nearby components.

sensing resistor

differential amp

error amp

PID

gate driver

Fig. 3.23. The PCB layout of the servo board for magnetic field system.

The design of servo board is shown in Fig. 3.23, for the sensing resistor,
a large soldering pad can provide a relatively small thermal resistance be-
tween the resistor and environment. And the high precision resistor net-
works and operational amplifiers can be thermally isolated by the slots
on PCB. Through the temperature gradient between the components and
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surrounding environments is inevitable, the repetition of same experiment
sequence can still provide a relatively high stability from shot to shot.

Ground connection

There are always multiple connection of ground in the magnetic field servo
system. However, the potential of ground is important for the control of
magnetic field. In our design, the voltage reference board (AD5791 and
LTZ1000) and servo board are closely connected in the chassis to avoid any
interference between the ground potential of two boards. And the ground
of chassis is directly connected to the optical table to avoid any interference
from outside. The high current path on ground should be avoided, thus
we use a homemade isolated power supply to isolate the ground of the
power supply. For the current transducer, the output and return line should
be directly connected to the driving side of the sensing resistor by 4-wire
connection. And only one sensing side of the resistor can be connected
to the ground thus we can avoid any error caused by the ground path
(Actually, we didn’t connect any ground for sensing resistor, the connection
is inner the current transducer). Other ground path includes the magnetic
field trim port, digital signal receiving of DAC and driving of the MOSFET.
They are either not so sensitive to the interference of ground potential or
can be compensated by the closed loop.

Increasing the slew rate of the current

The ramping speed of the magnetic field is limited by dI
dt

= ε/L, where I is
the current, L is the inductance and ε is the electromotive force (emf) of
the coils. If we increase the current, the speed is limited by the maximum
voltage of the power supply. The maximum voltage of the power supply
is 30V and the maximum ramping up speed is around 120 G/ms. If we
want get a faster speed, the inductance of the coil should be kept very
small [134].

However, the ramping down of the current will produce the reverse elec-
tromotive force, which is the limitation of the slew rate since the emf is
directly applied to the drain and source of the MOSFET. And a varistor
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is need to limit the maximum voltage across the MOSFET, as shown in
Fig. 3.22. To increase the ramping down speed, we replace the MOSFET
(IXYS IXFN520N075T2) with the high voltage IGBT (Vishay VS-GT175DA120U)
and the ramping down speed is increase from 500 G/ms to 5000 G/ms.

Thermal instability of the MOSFET or IGBT in linear mode

The development of MOSFET and IGBT enable us to use only one or two
IGBT or MOSFET modules instead of using dozens of power bipolar junc-
tion transistors. However, the power transistor today are designed for the
on and off for switching applications, which only needs the transistors be
fast and show low on-state resistance (RDS(ON)). However, these advan-
tages of new devices are not ideal for operating in linear mode, which we
control the RDS by the transconductance of the transistor. Fig. 3.24 shows

ZTC

Fig. 3.24. A typical IDS vs. VGS response curves of a MOSFET showing converg-
ing point of ZTC.

the IDS vs. VGS curves of a certain power MOSFET. You can find a point
where the drain current as a function of gate voltage is independent from
temperature. The zero temperature coefficient point (ZTC) indicates the
gate voltage at which the DC performance of the device remains constant
with temperature.
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The power MOSFET (IGBT) consists of millions of individual unit "cells"
making up the total device structure [135, 136]. Below the ZTC, any in-
crease in the cell temperature will cause the higher drain current of this cell
and it will pull in current from its neighbours and having more current con-
ducted through it, which makes the cell temperature become even higher.
Thus a possible thermal runaway can occur below ZTC and a very large
current noise can be found. Through the servo system are trying to control
the current by gate voltage but the runaway occurs again and again.

Compared with old MOSFET (IGBT), the ZTC point becomes much higher
for the new devices, which means VDS (VCE) should be kept relatively low
when we need a stable current. Otherwise the VGS will be below the ZTC
point and the thermal runaway will happen. In other words, we need a
high power supply voltage when we ramp up the magnetic field but we
need to lower it when we need a stable magnetic field.

3.6 The antenna for hyperfine state
manipulation and rf spectroscopy

In this section, I will first introduce the relevant Zeeman sublevels for F = 1
atoms. Then I will introduce two rf antennas that are most frequently used
in our experiment. The first antenna is used for the spin flips with rapid
adiabatic passage at around 60 G. And the second antenna is used for the
rf spectroscopy of polaron experiment, which detects the energy of 87Rb
impurities in 23Na BEC background.

3.6.1 The Linear and quadratic Zeeman shift

If we apply a magnetic field B0 in vertical direction, there will be energy
splitting between different Zeeman sublevels. For 87Rb and 23Na, we let
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J=1/2, I=3/2, F=1 and expand the series of B0 to the second order, the
Zeeman energy are given by the Hamiltonian

H = −Ahfs

4
+ 5gI − gJ

4
µBB0Fz + (5gI − gJ)2µ2

BB
2
0

16(2I + 1)Ahfs

(F 2
z − 4)

= E0 + pFz + qF 2
z .

(3.12)

Here, E0 is a constant, Ahfs is the magnetic dipole constant of the atom and
Fz is the z component of angular momentum matrix divided by ℏ [137].
For F=1, we define the basis |1,mF ⟩ = (1, 0, 0)T , (0, 1, 0)T and (0, 0, 1)T for
mF = 1, 0 and -1 respectively. The three spin operators are given by

Fx = 1√
2


0 1 0
1 0 1
0 1 0

 , Fy = i√
2


0 −1 0
1 0 −1
0 1 0

 , Fz =


1 0 0
0 0 0
0 0 −1

 . (3.13)

Thus the Zeeman energy is

E(mF ) = E0 + pmF + qm2
F , (3.14)

where p = 5gI−gJ

4 µBB0 < 0 is the linear Zeeman energy and q = p2

(2I+1)Ahfs
B2

0

is the quadratic Zeeman energy. Through the linear Zeeman energies are
same for 87Rb and 23Na, their quadratic Zeeman energies are different.

The above Hamiltonian defines a three-level system. In the spinor experi-
ment, we need the pure 87Rb and 23Na mixture in |1, 0⟩ state, which means
we need a two-level system to flip the spin state from the initial |1,−1⟩ to
|1, 0⟩ without considering the exitance of |1, 1⟩ state. Thus the quadratic
Zeeman energy is important for the decoupling of third energy level. For
same reason, the spin flip of Rb and Na can be separated by their different
quadratic Zeeman energy. Thus we can prepare the 87Rb|1, 0⟩ and 23Na|1, 1⟩
mixture for the polaron experiment. We use a magnetic field of around 60
G to separate the rf transition frequencies between different sublevels of
87Rb and 23Na.
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3.6.2 The spin flip

The spin flip is achieved by introducing the off-diagonal terms into the
Hamitonian of the system. This can be easily done by adding a small ro-
tating magnetic field in the horizontal direction. And this perturbation can
be described as Ω(cosθFx + sinθFy), where θ gives the rotation of field at
horizontal plane and Ω is the Rabi frequency that is proportional to the
amplitude of the perturbation magnetic field. More theory about the spin
flip is discussed in Sec. A.1 and A.2.

3.6.3 The rf antenna

Fig. 3.25. The rf antenna of our system. (a) The general structure of rf antenna
including the signal generator, coax cable, impedance matching net-
work and the coil. (b) Two different types of impedance matching
networks, which are used for the rapid adiabatic passage at around 60
G and rf spectroscopy at around 350 G respectively. (c) The picture of
antennas placed near the vacuum chamber, which includes the antenna
for 60 G (orange) and 350 G (silver).

We use the loop antenna to generate the BAC in horizontal direction and
thus the Rabi frequency is

Ω = gFνBBAC

2ℏ
, (3.15)

where gF = (5
4gI − 1

4gJ) is the g-factor that accounts for the magnetic dipole
moments.
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If we want to achieve a very high Rabi frequency, the turns and current of
the coil should be as large as possible. However it is not simply to connect
the output of the power amplifier to the coil since the impedance of the
antenna and amplifier should match each other or otherwise the reflection
will destroy the amplifier and the efficiency is low [138]. Except the cur-
rent, the size of the loop antenna is important for the radiation efficiency.
For the antenna that needs to be closely placed around the glass chamber
the size of the loop antenna is alway much smaller than the wavelength.
This kind of antenna is defined as the small loop antenna. Through the
small loop antenna are less efficient radiators for far field, the atoms will
only see the near-field BAC which is irrelevant to the far-field antenna pat-
tern [139].

Fig. 3.25(a) shows the general structure of the rf antenna. The output
impedance of the rf power amplifier is 50 Ω and the signal is delivered
to antenna by passing through the 50 Ω transmission line. At the other
side of the coax cable, the matching network convert the inductive load
(the coil) to a resistive load, which should be exactly like a 50 Ω resistor.
We use Norton equivalent circuit to describe the power amplifier and one
half of the current will flow into the matching network and the coil, which
means the matching network needs to vary the phase and amplitude of the
signal to match the impedance of the coil. For the rapid adiabatic passage
at around 60 G and rf spectroscopy of Rb at around 350 G, we built the
antenna works at 42 ± 4 and 234 ± 1 MHz.

There are two way to understand the impedance matching, one is to match
the inductive load of the coil, the other is to match the effective radiation
or the damping resistor across the coil. The second way is better for the
understanding of the circuit. We use the resonant circuit formed by induc-
tors and capacitors to "amplify" the voltage of the signal, which provides
the same amount of current as the input to the effective resistor.

The loop antenna for 60 G

The design of the antenna is shown in the left panel of Fig. 3.25(b). We
first calculate the inductance of the coil, which is single turn with minimum
parasitic capacitance. The calculated inductance is around 300 nH. We use
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the centre frequency f = 42 MHz, thus the effective capacitance in parallel
should be

Cparallel = C1C2

C1 + C2
= 1

4π2f 2L
≈ 48pF. (3.16)

Since the bandwidth is designed to be 8 MHz and centre frequency is 42
MHz, the Q factor should be around 5. Thus the effective damping resistor
R1 should be:

R1 = Rsource(1 +Q2) ≈ 50(1 + 52) = 1.255kΩ. (3.17)

We add the resistor R1 = 1 kΩ to serve as the damping resistor since the
Q factor we need is relatively low and the effective resistance given by the
loss and radiation of the coil is not important here. Thus R1/Rsource gives
the ratio of C1 and C2:

R1

Rsource

≈
(

1 + C1

C2

)2
≈ 20. (3.18)

Thus the equation 3.16 and 3.18 limit the value of C1 and C2. We use
220 and 47 pF for C1 and C2 and a maximum Rabi frequency of around
2π× 20 kHz is achieved by using a 3 W power amplifier (Mini circuits ZVE-
3W-183+). It should be noted that the parasitic capacitance and inductors
affect the parameters of the antenna, which can only be adjusted by the
online testing results.

The loop antenna for 350 G

For the antenna working at around 230 MHz, the impedance matching cir-
cuit board can not be used since the lead cable from coil to the matching
circuit will introduce a significant amount of parasitic capacitance. Instead
of using capacitor network, we use a autotransformer liked structure to
convert the impedance, which is shown in the right panel of Fig. 3.25(b).
We select two nodes on the single turn coil to serve as the primary wind-
ing of the transformer and the whole coil is the secondary winding. The
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inductance is similar to the previous loop antenna and the capacitance in
parallel should be

Ct = 1
4π2f 2L

≈ 1.6pF. (3.19)

which is small but critical. As shown in Fig. 3.25(c), we use a homemade
variable capacitor made by two closely placed copper foil and Kapton tape
for insulation. The capacitance can be adjusted by bending copper foil and
its voltage rating is much higher than the commercial variable capacitor.

For the construction of antenna, we first adjust the copper foil to tune
the centre frequency. And then we use the SWR meter to evaluate the
impedance matching. By adjusting the node position of the primary stage,
we can tune the effective impedance of the antenna. Since we neglected
the damping resistor for best efficiency, the bandwidth of the antenna needs
to be tested. After the adjustment, the bandwidth is tested to be around
3 MHz and the SWR of the antenna is better than 2 at the resonance fre-
quency.
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Fig. 3.26. The testing of the rf antenna at 234 MHz. We use a fixed 50 µs square
pulse to spin flip the 87Rb atoms from |1, 0⟩ to |1, 1⟩ state with variable
input power ranges from around 5mW to 50W. The nonlinear relation
at higher power comes from the satuation of the power amplifier.

For the ejection spectroscopy of polaron experiment, we need a π pulse
within several microseconds, which means the antenna should be high
power. As shown in Fig. 3.26, we achieve a maximum Rabi frequency at
around 2π× 140 kHz with a 50 W power amplifier (Mini circuits ZHL-50W-
52+). The pulse modulation is achieved by a homemade module with a
linear in V/V variable gain amplifier (Texas Instruments, VCA824), which
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is excellent for modulation since it has linear relation between the modu-
lation voltage and pulse amplitude in voltage (not power).

3.7 The absorption image

Absorption image is one of the most widely used technology to detect the
density distribution of the ultracold atom cloud. As shown in Fig. 3.27, the
atoms are illuminated by a probe beam and the shadow cast by atoms is
imaged on the surface of the charge-coupled device (CCD) of the camera.
Since the photons would be scattered to other direction by the atoms, the
intensity of probe beam is reduced when it passes through the atom cloud.
By comparing the fraction of the transmitted light with the probe beam
without the atoms, the column density of atoms in probe beam direction
can be measured.

𝑓1 = 100 𝑚𝑚 𝑓2 = 300 𝑚𝑚 Image on CCD

Fig. 3.27. The schematic of the absorption imaging.

3.7.1 The theory of absorption image

We consider a laser beam of intensity I incident on a cloud of atoms with
uniform space density n. As illustrated in Fig. 3.28, the probability of the
photons being absorbed (scattered) by atoms is nσ(ω)dz, where σ(ω) is
the absorption cross section of the atom, ω is the angular frequency of the
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Fig. 3.28. The illustration of absorption image for low atom density.

beam and dz is the depth of the sample. Thus the attenuation of light
passing through the atom cloud is

dI
I

= −nσ(ω)dz, (3.20)

which is also known as the Beer’s law. However, this law only applies for
the low atom density and low probe beam intensity.

Firstly, if the density of atoms is too high, the atoms could be hide behind
by the previous atoms. Additionally the photons being scattered by atoms
can be reabsorbed by other atoms in the cloud. These two mechanism
distort the column density measurement when the atom density is high.
Thus we should use the absorption image only when the it is a optically
thin cloud.

Secondly, if the intensity of probe beam is high enough, there will be signif-
icant amount of atoms that is not in ground state. For the case of two-level
system, the significant fraction of atoms will be in excited state, which re-
duce the probability of absorption. On the other hand, the atoms in excited
state could undergo stimulated emission, which leads to the gain of probe
beam intensity. And the rate of stimulated emission is equal to the ab-
sorption for a two-level system, which is also linked to the equality of the
Einstein coefficients B12 = B21. If we consider the influence from stimu-
lated emission, the equation 3.20 should be rewritten as

dI
dz

= − (ng − ne)σ(ω)I, (3.21)
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where ng and ne are the density of ground state and excited state respec-
tively. Here we haven’t consider the effect from spontaneous emission since
the momentum distribution of these photons is arbitrary and most of the
photons will not be captured by image system.

By considering the energy conservation of the atoms under steady state,
we have the relation

ngσ(ω)I = neσ(ω)I + neΓℏω, (3.22)

where Γ is the rate of spontaneous emission or the decay rate of excited
state. And the number conservation under steady state requires

ng + ne = n. (3.23)

Using equation 3.22 and 3.23, the equation 3.21 can be expressed as

dI
dz

= −nσ(ω) 1
1 + I

Isat(ω)
I, (3.24)

where Isat ≡ Γℏω
2σ(ω) is defined as the saturation intensity for the two-level

system. For the two-level system, the cross section is given by

σ(ω) = σ0
1

1 +
(

ω−ω0
Γ/2

)2 , (3.25)

where ω0 is the resonance frequency of the two-level system and σ0 = σ(ω0)
is the on-resonance cross section.

We consider the case for resonance probe beam. The above calculation is
applied to a homogeneous sample with density n. But both the column den-
sity n(x, y, z) and probe beam intensity I(x, y, z) are inhomogeneous over
the space. However, the Beer’s law does not limit the inhomogeneous of
n(x, y, z) and I(x, y, z) over the probe bean direction z since the absorption
image only cares about the column density of the atom which is defined
as n(x, y) =

∫∞
−∞ n(x, y, z)dz. And each pixel of the CCD integrate the local

density of n(x, y) since the path of the probe beam is supposed to be irrele-
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vant to the density distribution. The Integration of equation 3.24 gives the
optical depth

OD(x, y) ≡ σ0n(x, y)

=
∫ ∞

−∞
σ0n(x, y, z)dz

= −
∫ ∞

−∞

1 + I(x,y)
Isat

I(x, y)
dI(x, y)

dz
dz

= −ln I
′(x, y)
I0(x, y)

− I ′(x, y) − I0(x, y)
Isat

,

(3.26)

where I0(x, y) and I ′(x, y) are the probe beam intensity before and after
passing through the atom cloud respectively. For the probe beam power
that is much smaller than Isat, we can use the optical density given by

od(x, y) ≡ −ln I
′(x, y)
I0(x, y) (3.27)

to replace the optical depth. The light field I ′(x, y) and I0(x, y) is repro-
duced on the surface of CCD chip and the intensity distribution is converted
to the charge distribution of the pixel matrix. The charges of each pixels
are then moving out from the chip one by one and being quantified by the
analog-to-digital converter (ADC). And finally we have the signal strength
S(i, j) for pixel (i, j). The optical depth is determined by

OD(i, j) = −lnS
′(i, j) − S ′

b(i, j)
S0(i, j) − S ′

b(i, j)
− S ′(i, j) − S0(i, j)

I0
sat

, (3.28)

where I0
sat is the digital counting value of Isat. The signal image S ′(i, j) and

reference image S0(i, j) are the pictures taking by camera with and without
the exitance of atoms respectively. The background image S ′

b(i, j) is the
picture taking by camera without the probe beam, which accounts for the
dark current and background counting from the camera and environment.
And the total atom number is

N =
∑
i,j

n(i, j)A =
∑
i,j

OD(i, j)
σ0

A = A

σ0

∑
i,j

OD(i, j), (3.29)

where A = Apixel/m
2 is the effective area of a pixel, Apixel is the area of a

pixel in CCD chip and m is the magnification of the image system. We can
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find that we can get the atom number N without knowing the coefficient
between S(x,y) and I(x,y) as long as the probe beam intensity is much
smaller than Isat.

3.7.2 The limitations of absorption image

The limitation of maximum OD

We have previously discussed some of the imperfection of the absorption
image of optically thick cloud. However, the imperfection of the system
also limit the maximum OD that we can measure. In previous calculation,
we suppose that all the photons arrive at the CCD can interact with the
atom, which is not true since the probe beam may contain off resonance
light and some of the probe light might be scattered into the camera by
dust or the imperfections of optical elements without passing through the
atom cloud. Thus the maximum optical density of the image system is

odmax = −ln
(

Iincoh

Icoh + Iincoh

)
, (3.30)

where Iincoh and Icoh distinguish the two parts of the probe light. And odmax

is the maximum optical density we measured for a extremely thick atom
cloud. Thus the measurement value of optical density with the exitance of
the Iincoh is

odmeas = −ln
(
Iincoh + Icohe

−odreal

Icoh + Iincoh

)
, (3.31)

where odreal is the actual optical density of the sample. Using the equa-
tion 3.30 and 3.31, the odreal can be written as

odreal = −ln
(
e−odmeas − e−odmax

1 − e−odmax

)
. (3.32)

For example, if 3% of probe beam doesn’t interact with the atoms:

odmax = −ln
( 3

100

)
≈ 3.5. (3.33)
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And we suppose an atom cloud has ODreal = 2.2 with I0 = 0.1Isat:

ODreal = odreal + (1 − e−odreal)I0

Isat

= odreal + 0.1 − 0.1e−odreal

= 2.2

(3.34)

Thus the odreal should be around 2.112 to fulfil the value of ODreal. With
above mentioned image system, it will gives the optical density:

odmeas = −ln
(
e−odreal(1 − e−odmax) + e−odmax

)
≈ 1.913.

(3.35)

Thus the measured optical depth should be

ODmeas = odmeas + (1 − e−odmeas)I0

Isat

≈ 1.998,
(3.36)

which is 10% smaller than the actual value. The maximum od for our sys-
tem is around 4 for the absorption image of both 87Rb and 23Na and we
keep the odmeas smaller than 2 for the reliable measurements. This require-
ment is much more strict than the limitation of optically thin cloud.

The limitation of resolution

We recall the calculation of total atom number:

N = A

σ0

∑
i,j

OD(i, j)

= A

σ0

∑
i,j

[
−lnT (i, j) − I0(i, j)

Isat

(T (i, j) − 1)
]
,

(3.37)

where T (i, j) = I′(i,j)
I0(i,j) is transmission of pixel (i,j). However we can find

that
∑

i,j ln (T (i, j)) ̸= ln
(∑

i,j T (i, j)
)
. Thus the variation of column den-

sity should be kept small within each picel. And the size of the atom cloud
should be much larger than the pixel size. If the sample size is already very
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small, any binning operation of the pixel size will cause the counting error
of atom number.

However, the image resolution also limit the smallest area for the counting
of optical density. The image system we used in the experiment is shown
in Fig. 3.27, we use a d = 25 mm diameter objective lens (Edmund #49-
360-INK) with a numerical aperture NA ≈ d/2f = 0.125. The diffraction-
limited resolution is D = 0.61λ/NA = 3.8 µm for 87Rb and 2.9 µm for
23Na. In comparison the effective pixel size is l =

√
Apixel/m2 = 2.15 µm,

which is smaller than the image resolution. However it should be notice
that the resolution corresponds to the airy disc of the image system’s point
spread function, which is around 2.7 times larger than the σ of equivalent
Gaussian function.

The smallest sample that we need to take the picture is the the Rb thermal
atoms in 947 nm pancake shaped trap, which has a 1/e diameter of around
18 µm on vertical direction. As shown in Fig. 3.29, We use the numeri-
cal simulation to evaluate the effect of limited resolution. The simulation
shows the counting error should be smaller than 10% for the resolution
better than 30 νm. Thus the image resolution do not have significant effect
for the number counting.
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Fig. 3.29. The numerical evaluation of the 87Rb’s counting number in 947 nm
pancake shaped trap as a function image resolution. We can find that
the counting error is smaller than 10% for the resolution better than
30 µm.
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The lensing effect

The interaction between atoms and light can be included by the polariz-
ability of atoms. When the light frequency is different from the resonance
frequency of atom, there will be a out-of-phase component of the dipole
oscillation, which comes from the imaginary part of the polarizability. And
the out of phase components will cause the variation of the phase speed of
light over space, which change the index of refraction [140, 141].

For blue-detuning light, the index is smaller than 1 and the trapped atom
cloud behaves as a concave lens since the canter has higher optical depth.
And the atoms behave as a convex lens for red-detuning light.

However, there will be no lensing effect if the light is on resonance since
the index of atom is equal to 1. Since the lensing effect will affect the image
resolution and the counting of atom number, we always use resonant probe
beam to image the small sample with large OD.

The heating effect

Different from an ideal two-level system with infinite lifetime for the ex-
cited state, the wavefunction overlap and energy difference between the
ground state and excited state here is enough to trigger a significant spon-
taneous emission, which is not shown in the population oscillation of rf
pulse.

The introduce of spontaneous emission not only bring us the power broad-
ening effect but also heat the atoms. The recoil momentum from the pho-
ton accelerate the atom after each spontaneous emission. And the scatter-
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ing rate of the photon is decided by the spontaneous emission rate times
fraction population of the atoms in excited state

Rscatt = Γne

n

= Γ
2

1
1 + Isat(ω)

I

= Γ
2

1
1 + Γ2

2Ω2
δ2+Γ2/4

Γ2/4

= Γ
2

Ω2/2
δ2 + Ω2/2 + Γ2/4

,

(3.38)

where δ = ω−ω0 is the detuning of the probe light and we use the relation
I/Isat(ω0) = 2Ω2/Γ2 with Ω defined as the Rabi frequency of the light. After
knowing the scattering rate, we can calculate the speed of atoms doing the
random walk and the effect of the movements can be divided into two
parts.

The first part is the movements in probe beam direction. The movements of
this direction will introduce the doppler shift, which is proportional to the
moving speed of atoms. If we use resonance probe beam, the absorption
cross section is given by

σ(v) = σ0
1

1 +
(

kv
Γ/2

)2 , (3.39)

where v is the velocity of atoms along the probe beam direction. Through
the atoms are doing the random walk in momentum space, the dominant
term comes from the atoms being pushed by the momentum of photons in
this direction. Thus the speed of atom in probe beam direction at time t0
is.

vprobe(t0) =
∫ t0

0
vrecRscattdt

= vrecRscattt0,
(3.40)
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where vrec is the recoil velocity of the atom. For example, if we use a probe
intensity with I = 0.5Isat for 87Rb atoms, the velocity of the atom at 100 µs
should be

vprobe(100µs) = 5.88mm/s× 2π × 6.07MHz

6
× 100µs ≈ 1.9m/s. (3.41)

And the the absorption cross section will be decreased from 1 to 0.29σ0 at
100 µs. To decrease the effect from the doppler shift, we usually use a
probe intensity around 0.25Isat with a probe time around 50 µs. However,
the real absorption cross section should be σeff = 1

α
σ0, which is smaller

than the theoretical value. For the calibration of atom number, we need to
know the real number of α. This calibration can be easily done by mea-
suring the Isat since Imeas

sat ≡ Γℏω
2σeff

and Imeas
sat /Isat = α. We will talk more

about this in the section of number calibration. And the displacement of
the atoms in probe beam direction is

z(t) =
∫ t0

0
vprobe(t)dt = 1

2
vrecRscattt

2
0, (3.42)

which is around 180 µm for 0.5Isat and 100 µs probe time. Thus the field
of view of image system is important for a long probe time.

The second part is the movements perpendicular to the probe beam direc-
tion, which is exactly the plane of image. The movement of the atoms can
be described by the random walk following the spontaneous emission, the
root mean squared velocity of the atoms at time t are given by

v̄(t) = vrec

√
Rscattt, (3.43)

Thus the displacement of the atoms should be
∫
v̄(t)dt = 2

3vrec

√
Rscattt

3/2.
For I = 0.25Isat, this displacement is 2.7 µm at 100µs, which is still compa-
rable with the image resolution. However, this limitation is only important
for in situ image since the vertical image blur from 10 ms TOF is already
9.8 µm for 100 µs probe time.
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3.7.3 The noise of absorption image

The noise of absorption image includes the shot noise and technical noise.
And the technical noise includes the readout noise of CCD and the fringe
pattern comes from the interference of multiple optical surface in the opti-
cal path.

The fringe paten comes from the optical system and it can be reproduced
by taking the images without the existence of atoms. In the polaron exper-
iment, we use a software to recognized the known interference from 40 to
100 images with no atoms and use them as orthonormal basis to remove
the patterns.

Different from fluorescence image, a large amount of the photons are di-
rectly detected by CCD chip, which is much larger than the readout noise
of the ADC. However, the shot noise of the photon will be significant since
the noise of photon number should be

σNp =
√
Np, (3.44)

where Np is the number of photon. Since the CCD chip and ADC linearly
convert the photon number into the counting of electron number, the noise
of the counting number in CCD should follow the same rule

σNe =
√
Ne =

√
qNp =

√
qAτ

ℏω
I, (3.45)

where Ne is the counting number of electrons, q is the quantum efficiency
of the CCD, τ is the probe time and I is the intensity of the light. Knowing
the noise contribution from the shot noise, we can calculate the effective
detection noise of atom number by equation 3.26. The atom number de-
tection noise of a single pixel is

σNa =

√√√√(∂Na

∂N0
e

)2

σ2
N0

e
+
(
∂Na

∂N ′
e

)2

σ2
N ′

e

=
√√√√ A

σ0
Γ
2 qτ

[
4 + Isat

I0

(
1 + I0

I ′

)
+ I0

Isat

(
1 + I ′

I0

)] 1
2

,

(3.46)
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where I ′ is the intensity of probe beam on single pixel after passing through
the atom cloud and I0 is directly the intensity of probe beam for reference.
Since the optical depth is calculated by atom image and reference image,
the shot noise of both two picture have contributions to the final atom
number. It should be noted that this equation is only applied for the res-
onant probe beam, where Isat = Γℏω

2σ0
. The normalized shot noise given by

equation 3.46 is shown in Fig. 3.20(a).

od=1.5

(a) (b)

𝐼0
𝐼𝑠𝑎𝑡

𝐼0
𝐼𝑠𝑎𝑡

Fig. 3.30. The normalized shot noise of absorption image. (a) The theoretical
curves of the shot noise as a function of probe beam intensity with the
optical density varies from 0 to 1.5, the noise per pixel is normalized

by the factor
√

A
σ0

Γ
2 qτ

. (b) The normalized noise of 87Rb’s absorption

image data under different probe beam intensity. The probe time τ
is given by the experimental value with the quantum efficiency q and
pixel’s effective area A given by the parameters of the camera (PCO
pco.pixelfly usb).

In comparison, we also measured the shot noise given by each pixel of
the final absorption image. For simplification, we only measure the case
for od = 0, which is the absorption image without the atoms. Due to
the limited dynamic range of camera (16000 counts/pixel maximum), we
have to vary the probe time τ of the image and this term is included in
the normalization factor

√
A

σ0
Γ
2 qτ

. The noise given by experimental data is

shown in Fig. 3.20(b). Thus we can find that the noise of our absorption
image is mostly limited by the shot noise of probe beam. We can also prove
this by simple calculation. For example, if we use I0 = 0.1Isat for probe
beam intensity, the shot noise of I0 is

√
qAτ
ℏω

0.1Isat = 18.4 counts/pixel,
which is still much larger than the readout noise of camera (σpco = 5 ∼ 7
counts/pixel).
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Through the noise seems to be smallest for I0 ≈ Isat, the noise of atom
number also dependes on the absorption cross section σ, which is decided
by the probe beam intensity and probe time. We have already discussed the
heating effect of the probe beam. However, the effect is too complicated
and it is not included in the equation 3.46.

From the normalized factor in equation 3.46 we can find that the quantum
efficiency of the camera is the most important parameter for the absorption
image. The other terms like effective area A and probe time τ are trivial
since they are connected to the total photon number of single pixel during
each measurement. If we want to further decrease the noise, we can take
multiple image of I0 and the noise σ2

N0
e

can be decrease by factor
√
m with

m defined as the number of repetitions. However, this method is limited by
the interference patterns in our image system.

For the polaron experiment, the signal of 87Rb|1, 1⟩ state atom number is
usually very small, thus the shot noise of the absorption image has strong
effect on the final signal to noise ratio. Since the signal noise ratio can be
written as

S/N =
∑Npixel

i=1 Si√∑Npixel

i=1 σ2
N i

a

=
∑Nsignal

i=1 Si√∑Npixel

i=1 σ2
N i

a

,

(3.47)

where Npixel is the total pixel number of the image within the counting area
andNsignal is the number of pixel that contains the signal, which is the pixel
with od larger than zero. We can find that the selection of pixel counting
area for the atom number is very important since the signal to noise ratio
will be poor if Npixel is significantly larger than Nsignal.

The Fig. 3.31 shows one group of raw data for polaron spectroscopy with
different selection of counting area. We can find the signal to noise ratio
is improved a lot with a suitable selection of pixel counting area. The area
can also be selected by some algorithms, which are widely used for the
noise reduction [142].
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Counting area: 
15 × 9 pixel

Counting area: 
29 × 21 pixel

Fig. 3.31. The raw data of polaron spectroscopy at 347.9G (from Nov 2018) with
different selection of pixel counting area. We can find that the signal
to noise ratio becomes very poor if we count too many pixels with no
contribution to the signal.

3.7.4 The energy structure and number calibration

As we have discussed in previous section, the atoms are heated by the
probe beam within the probe duration and this will effectively decrease
the absorption cross section of the atoms. Except the heating, the impurity
of the probe beam frequency and polarization will also affect the cross
section. In previous theory part, we use a two-level system to calculate the
cross section and corresponding rate equation. However, this scheme is a
little bit different for the real case.

The low field and high field scheme with multilevel structure

To evaluate the influence of the probe beam polarization, it is important
to know the specific transitions and states in the scheme of our absorption
image. And the scheme can be divided to the low magnetic field scheme
and high field scheme.
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F’ = 2

probe (σ+)
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𝑚𝐹 = 1 𝑚𝐹 = 2 𝑚𝐹 = 3

F = 1
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F’ = 3

F’ = 2

optical pumping (σ+)

probe (σ+)

(a) (b)

Fig. 3.32. The energy levels scheme for low and high magnetic field image. (a)
The scheme for low field image, which includes the optical pumping
(green arrow), spontaneous decay (blue arrow) and cycling transition
for probe (brown arrow). Here, we neglect Zeeman splittings for dif-
ferent mF since they are much smaller than the transition linewidth.
(b) The scheme for high field image, which also includes the optical
pumping and probe transition with additional Zeeman splitting. We
neglect all the irrelevant energy levels with large detuning.

As shown in Fig. 3.32 (a), for the low magnetic field image, we use optical
pumping light to transfer the atoms from F = 1 to F = 2 state. And then
we use the probe light to drive the cycling transition between F = 2 ground
state and F ′ = 3 excited state. Instead of a two-level system, there are five
Zeeman levels in ground state and seven Zeeman levels in excited state and
the transition dipole varies for different transition. However, since the mag-
netic field is low (around 1 G) and the Zeeman splitting is relatively small
compared with the linewidth of the atom, we can use circularly polarized
σ+(σ−) light propagates in parallel with the magnetic field to exclusively
drive the |2, 2⟩ ⇔ |3, 3⟩ (|2,−2⟩ ⇔ |2, 2⟩) transition. This cycling transition
gives the maximum cross section σ0 = 3λ2

2π
, where λ is the wavelength of

the resonant probe light. Thus the impurity of the probe beam frequency
or polarization will decrease the absorption cross section. And if we use
a linearly polarized light instead of circularly polarized light, ideally, the
cross section should be divided by half.

As shown in Fig. 3.32 (b), the Zeeman levels are not degenerate for high
magnetic field image, we selectively detect the 87Rb atoms in |1, 1⟩ state.
And we can either use the microwave or optical pumping light to transfer
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the atom from |1, 1⟩ to |2, 2⟩ ground state. For the optical pumping method,
we use resonant optical pumping light to transfer the |1, 1⟩ ground state to
the |2, 2⟩ excited state and around 99% atoms will go back to the |2, 2⟩
ground state, which can be calculated by the spontaneous emission rate.
Then we use the resonant probe beam of |2, 2⟩ ⇔ |3, 3⟩ transition under
high field to probe the |2, 2⟩ state 87Rb atoms. Different from low field
image, we use linearly polarized light that propagates perpendicular to the
magnetic field. Since the polarization of the light is perpendicular to the
magnetic field, the cross section should be similar to the case of low field
image with linearly polarized light.

Through we can still use two-level structure to calculate the ideal absorp-
tion cross section of the atoms, we still need some time to build up the
cycling transition between ground state and excited state. By considering
the rate equation given by 3.22, we need at least several Γ to reach the
steady state. The smallest probe time is 1 µs in our experiment, which is
enough for both 87Rb and 23Na atoms.

The number calibration

For the spinor experiment, we use the low field scheme of 87Rb and 23Na
with circularly polarized light. And for the polaron experiment, we use
high field scheme for the 87Rb atoms in |1, 1⟩ state and low field scheme
for atoms of 87Rb atoms in |1, 0⟩ and 23Na atoms in |1, 1⟩ state with linearly
polarized light. Thus we need five different number calibrations.

We can use the saturation effect of the two-level system to evaluate the
saturation intensity of the system for steady state [143]:

αIsat = Γℏω
2(σ0/α)

= ℏω3Γα
12πc2 , (3.48)

where c is the speed of light. We rewrite the equation 3.26 by optical
density and replace Isat by αIsat:

OD(x, y) = od(x, y) + I0(x, y)
αIsat

(
1 − e−od(x,y)

)
. (3.49)
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From the saturation effect in equation 3.25, we can find that the optical
density will be changed if we probe the atom with different probe intensity
I0. However, since the atom number is conserved for each measurement,
the optical depth will still keep the same even if we tune the probe intensity.
Therefore, we can determine the value of α by calculate the optical depth
from the given optical density under different I0. And we select the α that
provides the optical depth with smallest standard deviation.

𝐼0/𝐼𝑠𝑎𝑡

𝑂
𝐷

α
∆
𝑂
𝐷

(a) (b)

Fig. 3.33. The low field number calibration of 23Na atoms with linear polarized
probe beam. (a) The calculated optical depth as the function of probe
intensity. The different curves are calcualted with different setting of
α. (b) The standard deviation of the curves in (a) with smaller steps of
α, the smallest point indecates the closest value of α.

species condition polarization α

low field σ+ 1.67
87Rb linear 4.06

high field linear 2.96
σ+ 1.1

23Na low field
linear 2.25

Tab. 3.3. The image calibration parameter α for different conditions.

One example of this kind of number calibration is shown in Fig. 3.33. In
this experiment, we calibrate the low field scheme of 23Na with linearly
polarized light. We tune the probe intensity from 0.04 to 14 Isat and the
optical density are given by the gaussian fitting of the atom cloud. The
probe time is adjusted for different probe intensity and the total photon
number is controlled to avoid significant heating of atom cloud. As shown
in Fig. 3.33(a), we select different α and calculate the corresponding op-
tical depth with different probe intensity. We can find that the smallest
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fluctuation indicates a value around two. In order to better clarify the se-
lection of α, we calculate the standard deviation of each curve, which is
shown in Fig. 3.33(b). We find the α is around 2.25 for this case.

Using the same method we measure the α for all the other cases, the results
are show in Tab. 3.3. Compare with the number calibration of 23Na, the
87Rb shows a larger α. One possible reason is that we use the current mod-
ulation for the frequency lock of 87Rb’s saturated absorption spectroscopy,
which will introduce the sidebands of the probe light.
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Manipulation of
heteronuclear spin
dynamics with
microwave and vector
light shift

4

The spin degree freedom in ultracold atom gases has been recognized as
a great asset for rich physics since 1998 [44, 45, 144]. And the observa-
tion of coherent spin population oscillations [49–52, 54, 57, 58] indicate
the collisional coherence can be extended to the internal spin degrees of
freedom [145, 146]. In this chapter, we will talk about the manipulation
of heteronuclear spin dynamics in a spin-1 Bose-Bose mixture of ultracold
87Rb and 23Na atoms. The dynamics is driven by the interspecies spin-
dependent interaction and quadratic Zeeman shifts.

The spinor physics for single species is extensively discussed in [46, 147].
In section 4.1, I will give a brief introduction to the theory of spin-1 spinor
gases from homonuclear to the heteronuclear Bose-Bose mixture, includ-
ing the Hamiltonian, the two-body theory, the mean-field treatment and
the single-mode approximation. In section 4.2, I will describe our work
related to the manipulation of previously study of the coherent heteronu-
clear spin dynamics. Similar to the well-studied homonuclear cases, the
interspecies spin dynamics can be controlled by tuning the quadratic Zee-
man shift with magnetic field or far-detuned microwave fields [53, 56,
65, 148–150]. In addition, we successfully realize spin dynamics control
with vector light shifts which act as a species-selective effective magnetic
field on 87Rb atoms. Both methods show negligible loss of atoms thus will
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be powerful techniques for investigating spin dynamics with fast temporal
and high spatial resolutions.

4.1 The introduction to the spinor gases

4.1.1 The single-particle Hamitonian

The single particle hamitonian describe the energy of the single atom that
can be written as the field operator ψm(r), where m ≡ mF = −1, 0, 1 de-
notes the magnetic quantum number for F = 1. The field operator satisfy
the canonical commutation relations[

ψm(r), ψ†
m′(r′)

]
= δmm′δ(r − r′),[

ψ†
m(r), ψ†

m′(r′)
]

= [ψm(r), ψm′(r′)] = 0,
(4.1)

where δmm′ is the Kronecker delta, which takes value 1 if m = m′ and 0
for other cases. Similar to the terms in 2.7 and 3.12, the non-interacting
single-particle Hamitonian includes the kinetic energy, trapping potential
and Zeeman energy terms and the second quantization form is

H =
∫

dr
1∑

m=−1
ψ†

m(r)
(

−ℏ2∇2

2M
+ Vtrap(r) − pm+ qm2

)
ψm(r), (4.2)

where Vtrap(r) is the external trapping potential, M is the mass of atom,
p and q are the linear and quadratic Zeeman energy. For linear polarized
optical dipole trap, Vtrap(r) is same for the atoms with different m.

4.1.2 The interaction Hamitonian

As we have already discussed in first chapter, the two-body scattering in-
teraction is usually enough for a dilute ultra-cold atom gases and only the
s-wave interaction is dominant for the low energy cases. Similar to the
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contact interaction in 2.7, The contact interaction between the atoms with
different m can be written as

Vint = δ (r − r′)
∑

m1m2m′
1m′

2

gm1m2m′
1m′

2
, (4.3)

where mi and m′
i (i = 1, 2) are the magnetic quantum number for the two

atoms before and after the collision. The magnetization is conserved for
the coherent binary collision, where m1 + m2 = m′

1 + m′
2. More generally,

the total spin F is conserved in this two-body collision. And the contact
interaction can be simplified under the representation of total spin F :

Vint = δ (r − r′)
∑
F
gFPF , (4.4)

where gF = 4πaFℏ2

M
is the coupling constant of the collision channel with

total spin F , PF = ∑F
mF =−F |F ,mF⟩ ⟨F ,mF | is the projection operator for

the representation of total spin F state and mF = m1 +m2 is the total mag-
netization of two colliding atoms. Only even F is allowed for interaction
between two identical bosons. However, the odd value is also allowed for
the heteronuclear interaction. The second quantization form of interacting
Hamitonian is

H = 1
2

∫ ∫
drdr′ ∑

m1m2m′
1m′

2

ψ†
m′

1
(r)ψ†

m′
2
(r′) ⟨m′

1,m
′
2|Vint |m1,m2⟩ψm2(r′)ψm1(r)

= 1
2

∫ ∫
drdr′δ (r − r′)

∑
F
gFA

†
FmF

(r, r′)AFmF (r, r′),

(4.5)

where AFmF (r, r′) = ∑F
m1,m2=−F ⟨F ,mF |m1,m2⟩ψm2(r′)ψm1(r) is defined as

the irreducible operator. And we can find that the irreducible operator
is related to the decoupled field operators of two atoms via the Clebsch-
Gordan coefficients ⟨F ,mF |m1,m2⟩ ≡ ⟨F ,mF |F1,m1, F2,m2⟩, where F1 =
F2 = 1 is the spin of individual spin-1 atoms.
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The homonuclear interaction for spin-1

For the homonuclear interaction with spin-1 atoms, the total spin F can
only be 0 and 2. Thus we have the completeness relation:

P0 + P2 = 1̂, (4.6)

where 1̂ is the unit operator. From the composition law of the angular
momentum, we have the relation:

F̂1 · F̂2 = 1
2

[(
F̂1 + F̂2

)2
− F̂1

2
− F̂2

2
]

= 1
2

[
F̂2 − F̂1

2
− F̂2

2
]

= 1
2

[F(F + 1) − F1(F1 + 1) − F2(F2 + 1)] (P0 + P2)

= −2P0 + P2,

(4.7)

where F̂1 and F̂2 are the individual spin operators of two colliding particle.
Applying equation 4.6 and 4.7, we obtain

∑
F
gFPF = g0

1̂ − F̂1 · F̂2

3
+ g2

21̂ + F̂1 · F̂2

3

= g0 + 2g2

3
1̂ + g2 − g0

3
F̂1 · F̂2

= c01̂ + c2F̂1 · F̂2,

(4.8)

where c0 = g0+2g2
3 and c2 = g2−g0

3 . Thus the second quantization form of the
interacting Hamiltonian with the individual spin operators is

H = 1
2

∫
dr

∑
m1m2m′

1m′
2

(
c0δm1m′

1
δm2m′

2
+ c2F̂m1m′

1
· F̂m2m′

2

)
ψ†

m′
1
(r)ψ†

m′
2
(r)ψm2(r)ψm1(r),

(4.9)

where F̂m1m′
1

(F̂m2m′
2
) is the elements of spin-1 operators with F̂ = (Fx, Fy, Fz)T ,

whose elements are defined by equation 3.13.
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The heteronuclear interaction for spin-1

For the heteronuclear interaction with two spin-1 atoms, the total spin F
ranges from F1 − F2 to F1 + F2. Thus we have the similar completeness
relation:

P0 + P1 + P2 = 1̂, (4.10)

From the composition law of the angular momentum, we have the relation:

F̂1 · F̂2 = 1
2

[F(F + 1) − F1(F1 + 1) − F2(F2 + 1)] (P0 + P1 + P2)

= −2P0 − P1 + P2,
(4.11)

Similarly, we obtain

∑
F
gFPF = g0P0 + g1

1̂ − F̂1 · F̂2 − 3P0

2
+ g2

1̂ + F̂1 · F̂2 + P0

2

= g1 + g2

2
1̂ + g2 − g1

2
F̂1 · F̂2 + 2g0 − 3g1 + g2

2
P0

= α1̂ + βF̂1 · F̂2 + γP0,

(4.12)

where α = g1+g2
2 , β = g2−g1

2 and γ = 2g0−3g1+g2
2 . And the second quantization

form of the interacting Hamiltonian with the individual spin operators is

H = 1
2

∫
dr

∑
m1m2m′

1m′
2

(
αδm1m′

1
δm2m′

2
+ βF̂m1m′

1
· F̂m2m′

2

)
ψ†

m′
1
(r)ψ†

m′
2
(r)ψm2(r)ψm1(r)

+ γψ†
0(r)ψ

†
0(r)ψ0(r)ψ0(r).

(4.13)

4.1.3 The mean-field treatment and single-mode
approximation

We have introduced the single-particle Hamiltonian and the interaction
Hamiltonian for the spinor physics. However, the Hamiltonian is still too
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difficult analyse the behaviour of the system. And two different approxi-
mations are made to simplify the problem.

Firstly, we apply the mean-field theory. We can replace the field operator
with its expectation value ⟨ψm(r)⟩ and we neglect the fluctuations, which
means we redefine the field operator as

ψ̂m(r) =
⟨
ψ̂m(r)

⟩
. (4.14)

And the expectation value can be the averaging value in a homogeneous
system, a BEC or a thermal gas. Since the density distribution of atoms are
not homogeneous in an optical dipole trap, it is still difficult to use ⟨ψm(r)⟩
as field operator. The single mode approximation is usually applied for a
trapped system, where we assume all the spin components share the same
spactial distribution and only the spin populations vary in time. Thus the
spin state and spacial distribution are decoupled for the atoms. And we can
use

ψ̂m(r) =
√
Nξm(t)

⟨
ψ̂sma(r)

⟩
, (4.15)

where ξm(t) is the space-independent spinor, N is the number of the parti-
cle and ψsma(r) is spacial mode function under single mode approximation
and ψsma(r) is determined from the spin-independent part of the Hamilto-
nian:[

−ℏ2∇2

2M
+ Vtrap(r) + 1

2
c0N |ψsma(r)|2

]
ψsma(r) = µψsma(r), (4.16)

where c0 should be α for heteronuclear interaction. However, the approx-
imation is not exactly correct for case that we have couplings or the size
of the system is much larger than the healing length of spin interaction.
And the invalid of single mode approximation have introduced a lot of new
topics like spin-orbit coupling and spin texture. However, we will only talk
about the basic theory here for the spinor physics.
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As an example, the overall Hamiltonian of homonuclear spin-1 system is

H = H0 +Hs

= N
∫

dr
(

|−iℏ∇ψsma(r)|2

2M
+ |Vtrap(r)| + c0

2
|ψsma(r)|4

N

)

+N
∫

dr
(

−p |Fz| + q |Fz|2 + c2

2
∣∣∣F̂1 · F̂2

∣∣∣ |ψsma(r)|4

N

)

= N
∫

dr
(

|−iℏ∇ψsma(r)|2

2M
+ |Vtrap(r)| + c0n

2

)

+N
∫

dr
(

−p |Fz| + q |Fz|2 + c2n

2
∣∣∣F̂1 · F̂2

∣∣∣) ,

(4.17)

where N is the particle number of the system, n = |ψsma(r)|4 /N is the
average number density and || stands for the averaging over all different
combination of spinor state ξm.

4.1.4 The ground state of homonuclear spin-1
system

Using the single mode approximation, the Hamiltonian is divided into the
spin-independent part for ψsma and spin-dependent part for ξm. We want
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to calculate the ground state of the system, which corresponds to the min-
imum value of the Hamiltonian

Hs = −p |Fz| + q |Fz|2 + c2n

2
∣∣∣F̂1 · F̂2

∣∣∣

=


−p+ q 0 0

0 0 0
0 0 p+ q

+ c2n

2



1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 −1 0 1 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 1 0 −1 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1


= p

(
ξ†

−1ξ−1 − ξ†
1ξ1
)

+ q
(
ξ†

1ξ1 + ξ†
−1ξ−1

)
+ c2n

2
(ξ†

1ξ
†
1ξ1ξ1 + ξ†

−1ξ
†
−1ξ−1ξ−1 + 2ξ†

1ξ
†
0ξ0ξ1 + 2ξ†

−1ξ
†
0ξ0ξ−1 − 2ξ†

1ξ
†
−1ξ−1ξ1

+ 2ξ†
1ξ

†
−1ξ0ξ0 + 2ξ†

0ξ
†
0ξ1ξ−1).

(4.18)

And we also have two containments on total atom number N and the mag-
netization |Fz|, respectively. Thus the ground state is the solution that
minimize the Hamiltonian

H ′ = Hs − p0
(
ξ†

1ξ1 − ξ†
−1ξ−1

)
− µ

(
ξ†

1ξ1 + ξ†
0ξ0 + ξ†

−1ξ−1
)
, (4.19)

where p0 and µ are the Lagrange multiplier to be determined. We can
choose the overall phase that let the phase of zero components be zero and
ξ±1 = ξRe

±1 + iδ. The equation of motion for spinor is

iℏ
∂ξm

∂t
= ∂H ′

∂ξ∗
m

. (4.20)

We replace p+ p0 by p̃ and the ground state of H ′ gives

(−p̃+ q + c2nfz − µ) ξ1 + c2n
(
ξRe

1 + ξRe
−1

)
ξ2

0 = 0,[
c2n

(
ξRe

1 + ξRe
−1

)2
− µ

]
ξ0 = 0,

(p̃+ q + c2nfz − µ) ξ−1 + c2n
(
ξRe

1 + ξRe
−1

)
ξ2

0 = 0,

(4.21)
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where fz = ξ∗
1ξ1 − ξ∗

−1ξ−1. The solution of the euquation 4.21 and be
dvided into two different cases. And they are either (i) ξ0 = 0 or (ii)
µ = c2n

(
ξRe

1 + ξRe
−1

)2
. For the case (i) we have three ground state:

I. Longitudinal ferromagnetic state (F)

(eiθ1 , 0, 0)T , fz = 1,

E = −p̃+ q + 1
2
c2n

(4.22)

II. Longitudinal ferromagnetic state (F)

(0, 0, eiθ−1)T , fz = −1,

E = p̃+ q + 1
2
c2n,

(4.23)

III. Antiferromagnetic state (AF)

(eiθ1

√
1
2

(
1 + p̃

c2n

)
, 0, eiθ−1

√
1
2

(
1 − p̃

c2n

)
)T , fz = p

c2n
,

E = p̃+ q + 1
2
c2n,

(4.24)

where θ±1 are the arbitrary phase.

For the case (ii), we have other two ground state:

IV. Longitudinal polar state (P)

(0, eiθ0 , 0)T , fz = 1,
E = 0,

(4.25)

V. Broken-axisymmetry state (BA)

(eiθ0+θ q + p̃

2q

√
−p̃2 + q2 + 2c2nq

2c2nq
,

eθ0

√
q2 − p̃2

2q

√
−p̃2 − q2 + 2c2nq

2c2nq
,

eiθ0−θ q − p̃

2q

√
−p̃2 + q2 + 2c2nq

2c2nq
)T ,

fz = p̃(−p̃2 + q2 + 2qc2n)
2c2nq2 , E = (−p̃2 + q2 + 2qc2n)2

8c2nq2 .

(4.26)
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We can find that the state V exists only when c2 < 0 and it is the only state
that total spin is tilted against the direction of magnetic field. The state is
called broken-axisymmetry state because the axial symmetry with respect
to the magnetic field is broken.

It should be noted that the above calculation doesn’t require a fixed p̃. On
the other hand, we choose the magnetization fz and calculation gives the
corresponding p̃ to minimize the energy of the system. And there is no
direct connection between fz and p̃. The phase diagram in the parameter
space of p and q for c2 > 0, c2 = 0 and c2 < 0 are shown in Fig. 4.1.

F

F

AF P

F

F

P

F

F

PBA

(a) (b) (c)

𝑝 = 𝑐2𝑛
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𝑝2 = 2𝑐2𝑛𝑞 𝑝 = 𝑞

𝑝 = −𝑞

𝑝2 = 𝑞2 + 2𝑐2𝑛𝑞

𝑝 = 𝑞

𝑝 = −𝑞

𝑝 𝑝 𝑝

𝑞 𝑞 𝑞

Fig. 4.1. The ground state phase diagram of spin-1 homonuclear spinor gases for
(a) c2 > 0 (b) c2 = 0 and (c) c2 < 0. The solid lines are phase bound-
aries. The red (blue) boundaries indicate first-order (second-order)
phase transitions. The shaded area indicates the region that the rota-
tional symmetry about the magnetic field axis is broken.

4.1.5 The two-body theory of spinor dynamics

We focus on the spin exchange process between spin-1 87Rb and spin-1
23Na and the total spin channels F = 0, 1, 2 are all allowed [151, 152].
Previously, we have observed the coherent heteronuclear spin oscillation
in a spin-1 mixture of 87Rb and 23Na atoms via the spin exchange process
|m1 = 0,m2 = −1⟩ ↔ |m1 = −1,m2 = 0⟩ [24]. Here, we denote a pair of
spin-1 atoms with 87Rb in |m1⟩ and 23Na in |m2⟩ as |m1,m2⟩. In the follow-
ing experiment, I will mainly focus on the process

|0, 0⟩ ↔ |1,−1⟩ , (4.27)

which is started from a pure |0, 0⟩ mixture of 87Rb and 23Na atoms. We first
only consider the heteronuclear spin-exchange interaction. Since the to-
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tal magnetization M is zero, the heteronuclear spin-dependent interaction
Hamitonian for a two-particle system can be expressed as

HNR =
∑
F
gNR

F |F ,M⟩ ⟨F ,M |

= gNR
2 |2, 0⟩ ⟨2, 0| + gNR

1 |1, 0⟩ ⟨1, 0| + gNR
0 |0, 0⟩ ⟨0, 0| ,

(4.28)

where gNR
F is the coupling constant of the collision channel with total spin

F between 87Rb and 23Na . And we evaluate the Clebsch-Gordan coefficient
between |m1,m2⟩ and |F,M⟩, which gives

|2, 0⟩ =
√

1
6

|1,−1⟩ +
√

2
3

|0, 0⟩ +
√

1
6

|−1, 1⟩ ,

|1, 0⟩ =
√

1
2

|1,−1⟩ −
√

1
2

|−1, 1⟩ ,

|0, 0⟩ =
√

1
3

|1,−1⟩ −
√

1
3

|0, 0⟩ +
√

1
3

|−1, 1⟩ .

(4.29)

In the basis of |1,−1⟩, |0, 0⟩ and |−1, 1⟩, HNR can be expressed as

HNR =


1
6g

NR
2 + 1

2g
NR
1 + 1

3g
NR
0

1
3g

NR
2 − 1

3g
NR
0

1
6g

NR
2 − 1

2g
NR
1 + 1

3g
NR
0

1
3g

NR
2 − 1

3g
NR
0

2
3g

NR
2 + 1

3g
NR
0

1
3g

NR
2 − 1

3g
NR
0

1
6g

NR
2 − 1

2g
NR
1 + 1

3g
NR
0

1
3g

NR
2 − 1

3g
NR
0

1
6g

NR
2 + 1

2g
NR
1 + 1

3g
NR
0

 .
(4.30)

We neglect all the spin-independent term of the Hamiltonian and it remains
the Zeeman energy

HZ =


−pRb + pNa + qRb + qNa 0 0

0 0 0
0 0 pRb − pNa + qRb + qNa

 , (4.31)

where pi and qi (i = Rb, Na) are the linear and quadratic Zeeman energy of
species i. An advantage of heteronuclear spin dynamics is that we can tune
only one of the diagonal element in Hz to zero and select out the dynamics
we interest. Here we can tune the term −pRb + pNa + qRb + qNa to around
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zero and we study the |0, 0⟩ ↔ |1,−1⟩ process. Thus the Hamiltonian can
be simplified by a 2 × 2 matrix.

HZ +HNR =

1
3γ + α− β + E

|1,−1⟩
Zeeman β − 1

3γ

β − 1
3γ

1
3γ + α

 , (4.32)

where E|1,−1⟩
Zeeman = −pRb + pNa + qRb + qNa.

Except the Zeeman energy and heteronuclear interaction, we also have
the homonuclear spin interaction. Through the homonuclear interaction
doesn’t affect the spin population oscillation, it still affects the energy of the
system. We can use the equation 4.17 and 4.18 to evaluate the contribution
from homonuclear interaction. For 87Rb atoms, the Hamiltonian of is given
by

HRb =
(
cRb

0 + cRb
2

)
ξ†

1ξ
†
1ξ1ξ1 + 2

(
cRb

0 + cRb
2

)
ξ†

1ξ
†
0ξ1ξ0 + cRb

0 ξ†
0ξ

†
0ξ0ξ0

=

cRb
0 + cRb

2 cRb
0 + cRb

2

cRb
0 + cRb

2 cRb
0

 . (4.33)

Similarly, the Hamiltonian for 23Na is

HNa =
(
cNa

0 + cNa
2

)
ξ†

−1ξ
†
−1ξ−1ξ−1 + 2

(
cNa

0 + cNa
2

)
ξ†

−1ξ
†
0ξ−1ξ0 + cNa

0 ξ†
0ξ

†
0ξ0ξ0

=

cNa
0 + cNa

2 cNa
0 + cNa

2

cNa
0 + cNa

2 cNa
0

 .
(4.34)

Since the magnetic field is usually around 1 G, the homonuclear dynamics
are supressed and the off-diagonal terms have no effect to the system. And
the Hamtonian of the system should be

H = HZ +HNR +

cNa
0 + cNa

2 + cRb
0 + cRb

2 0
0 cNa

0 + cRb
0

 , (4.35)

which is simply a two-level system. And the energy of different state is
defined by Zeeman energy and spin-dependent interaction. However, the
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coupling is only decided by heteronuclear interaction. And the Rabi fre-
quency is given by

Ω = 1
ℏ

√(
E

|1,−1⟩
Zeeman − β + cNa

2 + cRb
2

)2
+ (β − 1

3
γ)2 (4.36)

This model predict the resonant oscillation at E|1,−1⟩
Zeeman = β − cNa

2 − cRb
2 ≈ 0

or B0 = 0.99 G with longest period and largest amplitude. And we can
find this spin-exchange process is driven by the β − 1

3γ term. However, the
singlet pairing term γ is usually much smaller than the spin-exchange term
β and process is mainly driven by β term [151, 152]. For the 87Rb and 23Na
system, we have verified previously that the sign of the β term is negative,
i.e. ferromagnetic, which tends to align the spins of the two atoms along
the same direction.

As we observed in Sec. 4.2.4, the prediction of the oscillation agrees with
the result of double BEC mixture. However, the dynamics always starts
after a delay. And this behaviour can be explained by the fact that the |0⟩
state of the homonuclear spin-1 system is metastable and spin dynamics
can only be initiated by quantum fluctuation which needs some time to
build up. Similar physics may be also dictating the heteronuclear dynamics
here, but this has not been investigated thoroughly.

However, in Sec. 4.2.5 we can find that the prediction can not be applied
the mixture of BEC and thermal atoms, which is hard to be treated the-
oretically, especially with the possible thermal and quantum fluctuations
involved. Additionally, different from the two-particle model we are talk-
ing about here, the spinor mixture is a many-body system and the exact
resonance position will be affected by the βRN , cNa

2 and cRb
2 terms times

the density overlap. Thus the exact resonance position also depends on the
homonuclear spin-dependent interaction and possibly the number ratios.
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4.2 The manipulation of the heteronuclear
spin dynamics

As we have already discussed in previous section, one profound feature
of heteronuclear spin dynamics compared with the homonuclear one is
the additional two-body scattering channel with F = 1. Considering the
all scattering process for homonuclear spin-1 case, we can find that only
one spin changing process 2 |0⟩ ↔ |1⟩ + |−1⟩ is relevant. However, for the
heteronuclear case, the spin changing process only require the conservation
of total magnetization:

|m1,m2⟩ ↔ |m′
1,m

′
2⟩ , (4.37)

where m1 ̸= m2 and m1 + m2 = m′
1 + m′

2. In this work, we focus on
the process 4.27. However, starting from |0, 0⟩, both the process 4.27 and
|0, 0⟩ ↔ |−1, 1⟩ can satisfy the above requirement. However, the processes
are driven by the competition between the β term and the total Zeeman
energy difference ∆E between two side of the process. Since the energy
scale of the β term is only several Hz, the heteronuclear spin oscillation can
only occur near ∆E = 0 point. In the 87Rb and 23Na system the process 4.27
indicates

∆E = E
|0,0⟩
Zeeman − E

|1,−1⟩
Zeeman = pRb − pNa − qRb − qNa, (4.38)

which has zero crossing at around B0 = 0.99 G. ∆E is shown by the solid
curve in Fig 4.2(a). And E|m1,m2⟩

Zeeman is the total Zeeman shift of a pair of atoms
with 87Rb in |m1⟩ and 23Na in |m2⟩ state. Heteronuclear spin exchange fol-
lowing process 4.27 can thus happen near B0. However, the other process
indicates ∆E = pNa −pRb −qRb −qNa, which keeps decreasing with B (dash-
dot curve in Fig 4.2(a)). Thus the other process is strongly supressed near
B0.

After checking all the homonuclear and heteronuclear processes we can
find that nearly all of them are suppressed by ∆E except the process 4.27
and |−1, 0⟩ ↔ |0,−1⟩. The zero-crossing of second one is located around
1.691 G and it has already been studied in our previous work. The two
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processes provide the possibility to separate the irrelevant processes and
simplify the dynamics.

4.2.1 The idea of tuning ∆E for heteronuclear spin
dynamics

Tuning ∆E by microwave

Microwave dressing is widely used method for controlling spin oscillation
dynamics in homonuclear spinor gases. At a fixed dc magnetic field B,
the presence of microwave field off-resonantly connecting the F = 1 and
F = 2 hyperfine levels can introduce an additional quadratic Zeeman shift.
The shifts δEMW(m,∆) of the F = 1 hyperfine state for m = 0, ±1 Zeeman
levels are different from one to another due to their differences in detuning
and transition strengths. The sign of the microwave induced quadratic
Zeeman shift can also be readily changed by controlling the detuning ∆ for
exploring phases not accessible with the dc magnetic field only.

When the Rabi frequency of the microwave transition is much smaller than
the detuning, the ac Zeeman shift for each m can be expressed as [53, 148]

δEMW(m,∆) = h

4
∑
m′

Ω2
mm′

∆ − (m′g′
F −mgF )µB/h

, (4.39)

where ∆ is defined as the detuning with respect to the |F = 1,m = 0⟩ ↔
|F = 2,m′ = 0⟩ transition, gF =1 = −0.5018 and gF =2 = 0.4998 are the hy-
perfine Landé g-factors, and µB is the Bohr magneton. As shown in the
inset of Fig. 4.2(b) are δEMW for the m = 0 (solid black curve) and 1 (solid
red curve) levels of F = 1 87Rb atoms at B = 0.96 G when ∆ is tuned.

In the heteronuclear spinor system, because of the very different hyper-
fine splitting, the microwave field can be selectively applied to one species
while leave the other species intact. For instance, the hyperfine splitting of
87Rb is about 6.8 GHz, while that of 23Na is only around 1.7 GHz. Thus
a microwave field near resonance with the 87Rb hyperfine transition will
not affect the energy levels of 23Na because of the large detuning. This can
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still be used to control the spin dynamics in process 4.27 since δEMW is
different for |F = 1,m = 0⟩ and |F = 1,m = 1⟩ levels of 87Rb.

Taking the microwave induced shifts on the 87Rb energy levels into account,
the total internal energy difference between the two sides of process 4.27
is now

∆E(B,∆) = (E|0,0⟩
Zeeman − E

|1,−1⟩
Zeeman) + (δEMW(0,∆) − δEMW(1,∆)). (4.40)

At a fixed B, by changing the detuning ∆ of the microwave field, ∆E and
thus the spin dynamics can be tuned.

As shown in Fig. 4.2(b), applying a σ+ polarized microwave field with fixed
frequency and power while varying B, the zero crossing point of ∆E will
be shifted to different B field values. For this calculation, the microwave
frequency is fixed at 6836.5545 MHz while B is tuned from 0 to 2 G.
Due to selection rules, there are only three non-zero microwave Rabi fre-
quencies (Ω−1,0,Ω0,1,Ω1,2) with ratios determined by the relative transition
strengths. We note that under this configuration, there are actually several
zero crossings in Fig. 4.2(b) due to the transitions of different sublevels. In
principle, all of them can be used for spin dynamics control.

To calculate the microwave shift for our system, we need to know the Rabi
frequency in equation 4.40, which can be easily measured by driving the
resonant spin oscillation between different Zeeman levels (like what we did
for the rf spectroscopy). Unfortunately, the polarization seen by the atoms
is not purely σ+, σ− or π but the combination of them. Since there are
only three free parameters for the microwave polarization, we don’t have
to measure nine different Rabi frequencies one by one and we can measure
just three of them. And the other Rabi frequencies can be calculate by the
relative strength of the transition dipoles [153]. The transition dipole is

⟨F,m|µBB∆m |F ′,m′⟩ = ⟨F |µBB |F ′⟩ (−1)F ′−1+mF
√

2F + 1

F ′ 1 F

m′ ∆m −m

 ,
(4.41)

where −∆m = m′ −m = 1, 0,−1 and µBB∆m corresponds to the magnetic
dipole for σ+, π and σ−, respectively. Additionally, they are independently
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connected to strength of three polarization components. The matrix in the
equation describes the 3-j symbol (or Clebsch-Gordan coefficient), which
vanishes when m−m′ ̸= ∆m.
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Fig. 4.2. ∆E for the relevant heteronuclear spin oscillation processes in the spin-
1 87Rb and 23Na mixture. (a) ∆E(B) for processes |0, 0⟩ ↔ |1, −1⟩
(solid curve) and |0, 0⟩ ↔ |−1, 1⟩ (dash-dot curve). (b) ∆E(B, ∆) with
the microwave dressing field (Eq. 4.40). The microwave is σ+ polarized
with ∆ = 1.872 MHz. Here, the three non-zero Rabi frequencies are
(Ω−1,0, Ω0,1, Ω1,2) = (10/

√
3, 10, 10

√
2) kHz. Inset: δEMW (0, ∆) (solid

black curve), δEMW (1, ∆) (solid red curve) as a function of ∆ at B
= 0.96 G. (c) ∆E(B, ∆D1, ∆D2) with the vector light shift (Eq. 4.43).
Here, the intensity of the σ− polarized 790 nm laser is set at 5 W/cm2.
Inset: δElight for |0⟩ (solid black curve) and |1⟩ (solid red curve) states
of 87Rb.

For each ∆m, we measure one Rabi frequency and the remaining Rabi fre-
quencies can be calculated by the transition dipole. For the microwave
power used in this work, the several measured on resonance Rabi frequen-
cies are Ω−1,−2 = 8.1 kHz, Ω−1,−1 = 4.5 kHz and Ω−1,0 = 3.7 kHz. We then
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calculate the other several Rabi frequencies as Ω0,−1 = 5.7 kHz, Ω0,0 = 5.1
kHz, Ω0,1 = 6.3 kHz, Ω1,0 = 3.3 kHz, Ω1,1 = 4.5 kHz and Ω1,2 = 8.9 kHz.

Tuning ∆E by vector light shift

In previous work, we already demonstrated controlling the resonance posi-
tion of the heteronuclear spin oscillations with species and spin-dependent
vector light shift [24]. In that work, the vector light shift was induced by
adding various amounts of circular polarization components to the opti-
cal trap laser with a quarter waveplate. Here we introduce an additional
single frequency laser to induce the vector light shift more flexibly. For al-
kali atoms, when the laser detuning is much larger than the excited state
hyperfine splitting, the light shift can be generally expressed as

δElight(m,∆D1,∆D2) = πc2Γ
2ω3

0

[( 2
∆D2

+ 1
∆D1

)
+ ℘

(
gFm

∆D2
− gFm

∆D1

)]
I(r⃗).

(4.42)

Here Γ is the linewidth of the D−lines, ω0 is the transition frequency, ∆D1

(∆D2) is the detuning of the laser with respect to the D1 (D2) line, and
℘ = 0 and ±1 for linear and circular σ± polarized light. In the above
equation, the first term comes from the spin-independent scalar ac polariz-
ability. If the laser frequency is tuned to in between the excited-state fine
structures, this part of the light shift could become zero as the signs of ∆D1

and ∆D1 are opposite. For 87Rb, the corresponding wavelength for zero
scalar light shift is 790.0 nm. The second, spin-dependent term, which is
only non-zero when circular polarized light is used (℘ ̸= 0), is from the
vector polarizability. The inset of Fig. 4.2(c) shows δElight vs. the dressing
laser wavelength for |0⟩ (solid black curve) and |1⟩ (solid red curve) Zee-
man levels of 87Rb under low magnetic field. The light polarization is σ−

(℘ = −1).

In the heteronuclear 87Rb and 23Na spinor system, since the D-line tran-
sition frequencies are very different for the two species and δElight is in-
versely proportional to the detuning, the light shift can also be made es-
sentially species-selective. In the experiment, we use a laser operating at
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around 790 nm which affects mainly the energy levels of 87Rb with negli-
gible effect on 23Na. Taking δElight on 87Rb into account, the total internal
energy difference between the two sides of process 4.27 can be expressed
as

∆E(B,∆D1,∆D2) = (E|0,0⟩
Zeeman − E

|1,−1⟩
Zeeman)

+[δElight(0,∆D1,∆D2) − δElight(1,∆D1,∆D2)].
(4.43)

It can be seen that only the spin-dependent vector light shift has influence
on the spin dynamics. We note that the use of near 790 nm light also min-
imizes possible perturbation to the optical trap potential which otherwise
will modify the sample density distribution. As shown in Fig. 4.2(c), fix-
ing the laser wavelength and intensity while changing the B fields, the zero
crossing point of ∆E can be tuned to far from that without the σ− polarized
laser.

In the homonuclear case, since the vector light shifts of the |+1⟩ and |−1⟩
spin states have the same magnitude but the opposite sign, the process
2 |0⟩ ↔ |+1⟩ + |−1⟩ is not sensitive to uniform light field illumination.

4.2.2 Experiment and results

4.2.3 Spinor mixture preparation and spin
dynamics detection

We produce the ultracold 87Rb and 23Na mixture in a crossed optical trap
formed by two linearly polarized 1070 nm laser beams with both atoms in
their |−1⟩ spin state. By adjusting the final evaporation in the optical trap,
either a mixture of essentially pure Bose-Einstein condensate (BEC) of both
species or a pure 23Na BEC plus a 87Rb thermal cloud can be obtained. The
magnetic field is then ramped up to 60 G and subsequently a single rapid
adiabatic passage is applied to transfer simultaneously both atoms to their
|0⟩ state with near 100% efficiency. Such a high B filed is necessary to
generate enough frequency differences between the |−1⟩ → |0⟩ and |0⟩ →
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|1⟩ transitions in order to avoid populating the |1⟩ states via the cascade
transition |−1⟩ → |0⟩ → |1⟩.

The |0, 0⟩ mixture is then hold at 4 G for one second to make sure full equi-
librium is reached. At this stage, no spin dynamics is detected since ∆E is
hI will mainly focus on the processigh. Finally, the magnetic field is ramped
to a range of lower values to observe the spin population oscillations at dif-
ferent holding time t. For detection, we switch off the optical trap and
apply a magnetic field gradient to separate the different spin states during
the time of flight expansion. Absorption image is then used to record the
number of atoms N i

m in each spin states |m⟩ of species i, with i = Na or Rb.
The fractional spin population ρi

m = N i
m/N

i can then be obtained from the
total number of each species N i = N i

−1 +N i
0 +N i

+1.

4.2.4 Coherent heteronuclear spin oscillations in
double BEC mixture

We have investigated the heteronuclear spin dynamics in the double BEC
mixture. Fig. 4.3 shows the coherent spin population following process (4.27)
measured with the double BEC at B = 0.922 G. Similar to the previously
investigated |0,−1⟩ ↔ |−1, 0⟩ case [24], the synchronized oscillations be-
tween the two species as well as between different components of the same
species are obvious signatures of the coherent heteronuclear spin dynam-
ics.

With both the double BEC mixture and the BEC + thermal mixture, we
have observed the appearance of the third spin state for both 87Rb and
23Na (Fig.2). We have verified experimentally that, with either 87Rb or 23Na
atoms alone in spin state |0⟩, no homonuclear spin dynamics can happen
at the range of magnetic fields used in this investigation. We thus believe
these small amount of population is a result of other heteronuclear spin
processes. For instance, the |−1⟩ 23Na atoms generated by process (4.27)
may initiate the |0,−1⟩ ↔ |−1, 0⟩ process to produce 87Rb atom in |−1⟩
spin state.
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Fig. 4.3. Coherent heteronuclear spin oscillations in the spin-1 87Rb and 23Na
dual BEC mixture following the |0, 0⟩ ↔ |1, −1⟩ process. (a) and (b)
show the time evolution of the spin population for 87Rb and 23Na,
respectively. The magnetic field is held at B = 0.922 G during the
whole process. The measured trap frequencies are (ωx, ωy, ωz) = 2π ×
(240, 240, 120) Hz for Rb and 2π × (280, 280, 140) Hz for Na. The number
of atoms in the Rb (Na) condensate is 3.0(2) × 104 (5.8(4) × 104). The
calculated peak densities are 8.5 × 1014 cm−3 and 1.0 × 1014 cm−3 for
Rb and Na, respectively. Error bars represent 1 standard deviation of
typically six repetitions.

In the previous work, the starting point is a non-equilibrium spin configura-
tion, thus the |0,−1⟩ ↔ |−1, 0⟩ spin population oscillation always happens
immediately [24]. Here, starting from the zero magnetization |0, 0⟩ state, a
delay can be observed before the spin dynamics starts. In Fig. 4.3, this de-
lay is on the order of 150 ms. This is very similar to the homonuclear spin-1
case, i.e., starting from spin state |0⟩ of 87Rb or 23Na, the homonuclear spin
population oscillation 2 |0⟩ ↔ |−1⟩ + |1⟩ always starts after a delay [49,
56]. Such a behavior can be explained by the fact that the |0⟩ state of the
homonuclear spin-1 system is metastable and spin dynamics can only be
initiated by quantum fluctuation which needs some time to build up. Simi-
lar physics may be also dictating the heteronuclear dynamics here, but this
has not been investigated thoroughly.
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4.2.5 Spin dynamics in the mixture of a 87Rb
thermal cloud and a 23Na BEC

A complication in using the double 87Rb and 23Na BEC mixture is the phase
separation which leads to poor density overlap. This is due to the relatively
large interspecies repulsive interaction [42]. In addition, the difference in
the trap frequencies for the two species results in a differential gravitational
sag which displaces the centers of mass of the two clouds in the vertical
direction. The rather high trap frequencies used in Fig. 4.3 are chosen to
compensate these effects and increase the density overlap. Nevertheless,
we have found experimentally that the spin dynamics in the BEC mixture
depends very sensitively on the optical dipole trap. For instance, when a
very weak optical trap is used, the spin oscillation becomes totally non-
repeatable. We believe this is because of the modulation of the double
BEC overlap and thus the spin exchange energy due to the aforementioned
reasons. Because of this, for the purpose of investigating control of the
spin dynamics, we choose to use a mixture of a thermal cloud of 87Rb
atoms and a BEC of 23Na for the rest of this work. In this configuration,
the overlap between the two species is always good, and the signal is more
repeatable.

Similar to the double BEC case, correlated heteronuclear spin population
changes following process 4.27 can also be observed. However, as shown
by the time evolution of ρRb

0 in Fig. 3, the oscillations are strongly over-
damped with no periodical features. From Fig. 4.4(a), the B field depen-
dence can be clearly observed from changes of the delay time before the dy-
namics and the equilibrium fractional population. To quantify this depen-
dence, we fit the data with a Sigmoid function to extract both the cross-over
time T1/2 and the final saturated fractional population ρmin of 87Rb, with the
relation between the two parameters defined by ρRb

0 (T1/2) = (1 + ρmin)/2.
Fig. 4.4(b) and (c) show the rate of the spin exchange Γ = 1/T1/2 and ρmin

versus B. A maximum of Γ can be observed at around 0.85 G, beyond
which the spin dynamics slows down and min keeps increasing. Near the
zero crossing point of E at 0.99 G, ρmin is about 0.8 after one second which
indicates a very slow spin dynamics.
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Fig. 4.4. Heteronuclear spin dynamics in the thermal 87Rb and 23Na BEC spin-
1 mixture following process 4.27. (a) The time evolution of the spin
population for ρRb

0 for the magnetic field is tuned between 0.521 and
0.968 G. The solid curves are from fit to the Sigmoid function. The error
bars represent 1 standard deviation of typically 3 to 5 repetitions. (b)
The final fraction ρmin versus magnetic field extracted from the Sigmoid
fitting. (c) Γ versus magnetic field from the sigmoid fitting. For these
measurements, a nearly spherical trap with measured trap frequencies
of 2π × 64 Hz for Rb and 2π × 72 Hz for Na is used. The calculated peak
densities are 4.6 × 1012 cm−3 for the 87Rb thermal gas and 5.6 × 1013

cm−3 for the 23Na BEC.

Currently, we lack a quantitative understanding of the mismatch between
the maximum of Γ and the zero crossing of ∆E. The fact that we are using
a mixture of BEC and thermal atoms makes it hard to treat the problem
theoretically, especially with the possible thermal and quantum fluctuations
involved. Nevertheless, as has been pointed out in [24], the spinor mixture
is a many-body system, while the intuitive understanding based on the
argument of ∆E is only true for two particles. The exact peak position of Γ
also depends on the homonuclear spin-dependent interactions and possibly
the number ratios.

4.2.6 Tuning spin dynamics with microwave

To demonstrate microwave control of the heteronuclear spin dynamics,
we broadcast a microwave signal to the atoms after the B field is ramped
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to the final value and the microwave frequency is fixed at 6836.18 MHz.
Fig. 4.5(a) shows ∆E versus magnetic field calculated from equation 4.39
with the calibrated on resonant Rabi frequencies. There are three zero
crossings within the B field range for observing the heteronuclear spin dy-
namics.

Fig. 4.5. Control of heteronuclear spin dynamics with microwave. (a) The blue
curve shows ∆E(B, ∆) with the microwave dressing field, which is cal-
culated with equation 4.39 using experimentally measured parameters.
(b) The black solid squares are the measured of the spin dynamics in the
presence of the microwave; the red open squares are the case without
the microwave. All measurements are performed at the same atomic
conditions with peak densities of 2.2 × 1012 cm−3 for the 87Rb thermal
cloud and 5.0 × 1013 cm−3 for the 23Na BEC. The curves are for eye
guiding.

We map out the B field dependence of the spin dynamics in the presence
of the microwave dressing by measuring the rate of the spin exchange Γ
following the same procedure as in Sec. 4.2.5 We note that the peak posi-
tion of Γ depends on the atomic conditions due to the resulting change of
the spin-dependent interaction. To see a clear signature of the microwave
dressing effect, it is thus important to perform all the measurements with
the same atomic conditions. As shown in Fig. 4.5(b), without the mi-
crowave dressing, the peak of Γ appears at about 0.80 G. At the same
atomic conditions but with the microwave dressing, two peaks of Γ can
be observed at around 0.55 and 0.88 G, which are close to the two zero
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crossings of ∆E at 0.6 and 1 G, respectively. The same as the case without
the additional dressing fields, the maximums of also occur at B fields lower
than the ∆E = 0 points.

The apparent shifts of the peak positions of Γ and the appearance of the
additional peak are both clear manifestations of the manipulations of the
heteronuclear spin dynamics with microwave. However, no peak of Γ is
observed for the zero crossing at around 1.2 G. The reason behind this is
not fully understood.

4.2.7 Tuning spin dynamics with vector light shift

As discussed in sec. 4.2.1(c), using light field to tune spin dynamics is a
unique capability in the heteronuclear spinor system. Since process 4.27
depends directly on the linear Zeeman shift, the effective magnetic field
generated by the vector light shift can induce a large change to the spin
oscillation resonance. Experimentally, we verify this with the help of a free
running external cavity diode laser tuned to 789.817 nm. It is introduced
to the atoms along the quantization axis defined by the magnetic field after
passing through a λ/4 waveplate for obtaining σ− polarization. The 1.15
mm beam diameter is much larger than the size of the atomic clouds to
ensure a uniform illumination. From the measured laser power, the peak
intensity is calculated to be 0.5 W/cm2 which corresponds to a sizable dif-
ferential vector light shift of 0.14 kHz between the |0⟩ and |1⟩ spin states
of 87Rb. At this intensity, no significant shortening of the trapping lifetime
is observed. As depicted in Fig. 4.6(a), in this configuration the calculated
zero crossing point of ∆E with equation 4.43 is shifted to 1.31 G.

Fig. 4.6(b) shows Γ extracted from measuring the spin dynamics at differ-
ent B field with the light beam. The measurement was performed with
essentially the same atomic condition as Fig. 4.5. Comparing withed to the
case without the light field (red open squares), the measured shift of the
resonance is 0.17 G. This is about 50% smaller than the shift of the zero-
crossing points in ∆E. This disagreement could be due to imperfections
in the laser beam polarization and/or alignment which result in a smaller
shift than the calculation.
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Fig. 4.6. Control of heteronuclear spin dynamics with vector light shift. (a) The
blue curve shows the calculated ∆E(B, ∆D1, ∆D2) from equation 4.42
with the σ− polarized 789.817 nm laser beam. The calculation is based
on the peak intensity of the laser beam. (b) The black solid squares are
the measured with the vector light shift. The atomic conditions are the
same as those used in Fig. 4.5. For comparison, the red open squares
show the case without the laser beam. The curves are for eye guiding.

It is also noticed that the peak of Γ is significantly smaller than the B field
only case. One possible reason for this is the laser power fluctuation. Since
∆E depends on the laser power, such a fluctuation may diminish the spin
population oscillation. In future experiments, the laser power should be
carefully stabilized with a feedback control system.

4.3 Conclusion

In summary, we have observed and developed controlling methods for het-
eronuclear coherent spin dynamics. With the process |0, 0⟩ ↔ |1,−1⟩ in the
spin-1 87Rb and 23Na mixture, we showed that both the detuned microwave
field and circularly polarized light field can tune spin dynamics to occur in
regions not accessible with magnetic field only. Since both microwave and
light fields can be controlled in a fast timescale, the methods studied here
should be useful for tuning the spin dynamics time- dependently, such as
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quenching. In addition, we find the versatile spatial control of light could
be a valuable capability. For instance, by shrinking the laser beam size to
smaller than that of the atomic sample, it is possible to introduce a local
spin dynamics manipulation [154, 155]. It is also possible to form a stand-
ing wave to induce a periodical modulation to the spin dynamics.
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Bose polarons in an
ultracold
mixture of 87Rb and
23Na atoms

5

An electron moving in solid state crystal will attract the nearby atoms,
which form the lattice vibration modes and in turn dress the electron. This
mechanism is an important paradigm in quantum many-body physics [66–
68]. In 1950s, Herbert Fröhlich proposed the polaron theory that indi-
cates an electrons in bath of the crystal lattice is dressed by a cloud of
phonons [156, 157]. Through this theory is the simplest case, it is still too
complicated for calculation. Ultracold atomic gases provides an unprece-
dented platform to analog system with perfect control and measurement.
Theoretically, Bose polaron has been investigated more extensively [70–
81, 85, 158–168], compared to the Fermi polaron, Bose polaron in BEC
background allows the impurity to interact with more than one particles
simultaneously, which includes the three-body and other few-body effect.
However, it also increase the loss of the atom number, which limits the
measurement in strong interacting regime. In this chapter will talk about
the experiment study of the Bose polaron in Bose-Bose mixture of ultra-
cold 87Rb and 23Na atoms. We use the rf spectroscopy to measure the
energy spectrum and residue of the polaron state at different interaction
strength.

In Sec. 5.1, I will give a brief introduction to the Bose polaron theory. I
will talk about the Hamiltonian of the system and its solution. In Sec. 5.2,
I will introduce the measurement related to the rf spectroscopy of the Bose
polaron. In Sec. 5.4, I will describe the fitting method which help us to
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find the energy and residue (firstly) of the Bose polaron, which is usually
impossible to be measured by Rabi oscillation due to the fast damping.

5.1 Bose polaron theory descriptions

Bose polaron studies the impurity particles immersed in the background of
Bose-Einstein condensate (BEC) with n0aBB ≪ 1, where n0 is the density
and aBB is the background scattering length of the condensate. Addition-
ally, the interaction between impurities and background can be tuned by
Feshbach resonance, which is introduced in Sec. 2.1. Recently, there are
intensive focus on different theoretical approaches to this problem, how-
ever, I will only discuss some of them. Typically, we will consider the be-
haviour of single impurity since the density of the impurity particles are
much smaller than the condensate.

Similar to the discussion for Chapter 4, it is convenient to use field oper-
ator to describe the system since it is necessary to take into account the
excitations in BEC background, which is an analogue to the lattice vibra-
tion modes in the Fröhlich Hamiltonian [157]. The full Hamiltonian of the
system is

H =
∑

k

ϵB
k b

†
kbk + 1

2V
∑

k,k′,q

VBB(q)b†
k+qb

†
k′−qbk′bk

+
∑

k

ϵI
kc

†
kck + 1

V
∑

k,k′,q

VIB(q)c†
k+qb

†
k′−qbk′ck,

(5.1)

where bk (b†
k) and ck (c†

k) are the annihilate (create) a boson and an impu-
rity, respectively. ϵB,I

k = k2/2mB,I is the kinetic energy term of bosons
and impurities with the momentum defined by k. Here, mB,I denotes
for the atomic mass of a boson or a impurity, respectively. Thus the first
term of two rows describe the kinetic energy of the system. The remain-
ing terms indicate the interaction energy from condensate and the boson-
impurity interaction. The two-body potential VBB(q) and VBI(q) are the
Fourier transform of two-body contact interaction. As we have already
discussed in Sec. 2.2, the interaction is assumed to be short-ranged thus∑

q VBB(q) = gBB = 4πℏ2aBB

mB
and

∑
q VIB(q) = gIB = 2πℏ2aIB

µIB
, where µIB =
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mBmI/(mB +mI) is the reduced mass. However, the equation is limited to
mean-field approximation, which is not always true for boson-impurity in-
teraction. For zero-range model, the coupling constants has an ultra-violet
divergence, which is regularized by

1
gIB

= µIB

2πaIBℏ2 − 1
V
∑

k

2µIB

k2 , (5.2)

where V is the volume of the system.

For a stable repulsive interacting BEC (0 < n0aBB ≪ 1), the ground state
can be well described by the Bogoliubov theory, where we replace bk with√
N + δbk and use the small δbk to describe the fluctuation. Since we can

neglect the terms higher than quadratic term. Under the Bogoliubov trans-
formation [94], the elementary excitations in the condensate are the col-
lective Bogoliubov modes. And the Hamiltonian is transformed into [78]

H = H0 +HI

= Eg +
∑

k

γ(k)a†
kak +

∑
k

ϵI
kc

†
kck

+ gIB

V

N∑
k

c†
kck +

√
N
∑
k,q

R(q)
(
c†

k+qckaq + c†
k+qa

†
−qck

)

+
∑

k,k′,q

D(k, k′)c†
q+k−k′a

†
k′akcq

 ,
(5.3)

where ak (a†
k) is the annihilation (creation) operator of Bogoliubov phonon

under the transformation:

δbk = uka
†
k − vka

†
−k,

δb−k = uka
†
−k − vka

†
k

(5.4)

with the dispersion relation given by γ(k) =
√

(ϵB
k )2 + 2ϵB

k gBBn0. The real
and positive coherence factors are u2

k = [1 + (ϵB
k + gBBn0)/γ(k)]/2 and v2

k =
[−1 + (ϵB

k + gBBn0)/γ(k)]/2. Here, we use the mean-field approximation
which ignores the number fluctuation of BEC and

∑
k a

†
kak ≈ ∑

k

∣∣∣a†
kak

∣∣∣ = N .
R(q) = uq − vq, D(k, k′) = ukuk′ + vkvk′ and Eg is the ground state energy
of the weak-interacting BEC.
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The interacting Hamiltonian HI is shown by the last two rows of equa-
tion 5.3 where the first term is the mean-field shift with the energy given
by gIB

N
V = gIBn̄BEC. The second term describes photon exchange between

the impurity and surrounding medium, which is same to the origin Fröh-
lich Hamiltonian. And the third term describes the photons being scattered
by the impurities.

There are various method to solve the Hamiltonian 5.3 including the T-
matrix [77, 158], renormalization group approach [81, 162], quantum
Monte-Carlo [86, 159, 160] and the variational theory [85, 166, 168, 169].
I will give a brief introduction to two of them, which are used for our pre-
diction.

5.1.1 Variational theory

Similar to the calculation for Fermi polaron [169], we can use the varia-
tional theory to determine the ground state of the system. The trial wave
function for polaron with momentum q is given by [78]

|Φ(q)⟩ =

ϕ0(q)c†
q +

∑
k ̸=0

ϕk(q)c†
q−kak

 |BEC⟩ (5.5)

where ϕ0(q) and ϕk(q) are the variational parameters, |BEC⟩ is the ground
state Bose-Einstein condensate with weak interaction. The equation here
only consider the first order which describes only one photon excitation or
two-body correlations between the impurity and surrounding medium.

The theoretical procedure is to minimize the energy of the trial wave func-
tion by numerically varying the parameters. That gives the following dif-
ferential equation:

∂

∂ϕi(q)
⟨Φ(q)|H − E |Φ(q)⟩ = 0, (5.6)
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which should be fulfilled for all the ϕ parameters. At each momentum q,
we have the minimized energy E(q), which provides the dispersion relation
of Bose polaron. And the effective mass is defined by

E(q) = E(0) + q2

2meff

+ O(q4). (5.7)

Here, E(0) is ground state polaron energy or the polaronic binding energy
and meff is the effective mass of single impurity dressed by BEC, which can
be connected to the quasiparticle residue Z ≡ |ϕ0|2.

5.1.2 T-matrix method

For the Hamiltonian given by equation 5.1, we use T-matrix to describe the
interaction VBB(q) and VIB(q) [77]. For zero energy, the scattering matrix
is given by

TBB = 4πℏ2aBB

mB

, TIB = 2πℏ2aIB

µIB

. (5.8)

And the weakly interacting BEC is described by the imaginary time Bose
Green’s functions. The Fourier transforms are [158, 170]

G11(k, z) = u2
k

ℏz − γ(k)
− v2

k

ℏz + γ(k)
,

G12(k, z) = G21(k, z) = ukvk

γ2(k) − (ℏz)2 .
(5.9)

On the other hand, the main features of the quantum impurity are given in
terms of its retarded Green’s function. This function is given by

G(k, z) = 1
ℏz − k2

2mI
− Σ(k, z)

, (5.10)

where k is the momentum and z is the energy of impurity and the key of
this Green function is the self-energy Σ(k, z). And the self-energy is given
by

Σ(k, z) = n0TIB(k, z) +
∑

q

v2
qTIB (q + k, z − γ (q)) , (5.11)
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where TIB(k, z) is the impurity-boson T scattering matrix. The self en-
ergy is is taken using the ladder-approximation. As shown by the Fig. 5.1
(Top), the first term stands for the mean-field like interaction between the
impurity and condensate. The second term represents the dressing of im-
purity with the depleted bosons, which come from the condensate due to
the boson-boson interactions. Using the Bethe-Salpeter equation for the
impurity-boson interaction, the T scattering matrix is given by

TIB(p, z) = gIB

1 − gIBΠ(p, z)
= TIB + T 2

IBΠ(p, z) + · · ·

Π(p, z) = −
∑
iων

∑
k

GI(p− k, z − iων)G11(k, iων),
(5.12)

where GI(p, z) is the ideal Green’s function of impurity. As shown by the
Fig. 5.1 (Below), the T scattering matrix is given by the infinite sum over
two-particle reducible ladder-type diagrams which is the combination of
repeated impurity-boson scattering.

Fig. 5.1. Diagrams related to the non-selfconsistent T approximation. (Top) The
self-energy of the impurity. (Below) In-medium T scattering equation.
The red solid line stands for the impurity propagators. The solid black
line stands for the BEC Green’s function and the dashed line denotes the
condensate bosons. The wavy line is TIB. Credit: A. Camacho-Guardian.

The energy of the impurity is given by the solution of self-consistent equa-
tion:

ωk = k2

2mI

+ Σ(k, ωk). (5.13)

The spectral function is connected to retarded Green’s function:

A(k, ω) = −2Im (G(k, ω)) . (5.14)
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We focus on the ground state thus the spectral function can be simply de-
note by A(ω). The spectral weight or quasi-particle residue is given by

Z(k) = 1
1 − ∂ωReΣ(k, ω)

|ω=ωk (5.15)

And the decay width of the spectrum is given by.

Γ(k) = −Z(k)ImΣ(k, ωk) (5.16)

5.1.3 Polaron energy, residue and rf spectrum

(a)

(b)

Fig. 5.2. The concept of the polaron energy and residue. (a) Polaron energy. (b)
Polaron residue. The wave function of polaron can be divided into the
free particle and scattered state. Polaron residue Z is defined as the
weight of free particle state.

The polaron energy can be defined as the energy of the system that con-
tains an impurity minus the energy of the system without the impurity
(Fig. 5.2(a)). Thus the polaron energy is a generalized chemical potential.
As shown by the Fig. 5.5(a), we can use rf transtion between two different
Zeeman sublevels to probe the polaron energy of the dressing state. For
the |↑⟩ state, the interaction between |↑⟩ state impurity atoms and BEC is
weak. However, for the |↓⟩ state, we can tune the interaction between the

5.1 Bose polaron theory descriptions 107



impurity and BEC via Feshbach resonance. The dressing energy of the |↑⟩
state is exactly the polaron energy which can be probed by the detuning
∆ = νrf − ν0 that described the frequency shift of the rf transition. ν0 is
the bare atom transition frequency which is given by the Zeeman splitting
between the two sublevels.

Under the two-body theory, the polaron wave function |Φ(q)⟩ is descrived
by Equation. 5.5, q is the momentum of the polaron state. As shown by
the Fig. 5.2(b), this wave function can devided into two parts, the first
part with amplitude ϕ0(q) ≡

√
Z describes the free particle state that do

not have momentum exchange with the surrounding Bogoliubov phonons.
The second part with amplitude ϕk(q) (k ̸= 0) is the scattering state that
comes from impurity scattered by the Bogliubov phonons. And the energy
of the scattering state is not only decieded by the polaron energy Epolaron

but also the kinetic energy introduced in the scattering process, which is
always larger than zero.

With the given wave function in Equation. 5.5. The rf spectrum of a single
polaron is derived from Fermi’s Golden rule:

A(∆) = 2πZδ(∆ − Epolaron) + 2π
∑

k

ϕk(q)δ(∆ − Epolaron − Ek + Eq − Eq−k)

= 2πZδ(∆ − Epolaron) + 2π(1 − Z)Aincoh(∆ − Epolaron).
(5.17)

where the first term describes the coherent rf transition of free particle
state with amplitude Z and the second term is the incoherent many-body
continuum with amplitude (1 − Z) that gives the summation of all the
possible two-body scattering states. The polaron residue Z is defined as
the weight of free paricle states in the rf spectrum. Since the incoherent
part shows a very different unsymmetrical lineshape, we may use Z as the
fitting parameter to seperate the coherent part from incoherent part in the
experimental spectrum. We will talk more about this fit in Sec. 5.4.
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Fig. 5.3. The calculation results of energy spectrum of an impurity immersed in
homogeneous Bose-Einstein condensate. The energies of attractive and
repulsive branch are shown by the curves labelled with A and R, respec-
tively. We show the results from two-body variational calculation (or-
ange curve) and T approximation (green curve). The orange shading
area denotes the broadening from limited lifetime of repulsive polaron,
which is from the decay into lower energy state, and is calculated by
the imaginary part of the polaron energy. For comparison, the black
solid line shows the two-body molecular state energy and the dashed
line shows the energy shift given by mean-field theory.

5.1.4 Two-body theory prediciton of Bose
polaron’s energy and residue

In our experiment we use 87Rb as impurities and 23Na BEC as the back-
ground media. The the boson-boson and impurity-impurity scattering lengths
aBB = 54.5a0 [90] and aII = 100.4a0 [91] are both constant. We introduce
the parameter 1/knaIB with kn = (62nBEC)1/3. The energy scale of the sys-
tem is then En = ℏk2

n/2mNa with mNa the mass of sodium.

The theoretical prediction of Bose polaron’s zero momentum energy spec-
trum for our 87Rb-23Na system is shown in FIg. 5.3, where the result of
variational theory [78] and T approximation [77] are show by the orange
and green curves, respectively. The spectrums can be divided into attrac-
tive (noted with A) and repulsive branch (noted with R). For weak inter-
actions, both repulsive and attractive branch approaches the mean-field
shift (dashed black curve), which is the impurity’s mean-field energy with
attractive or repulsive interaction from surrounding BEC.
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However, when the interaction is getting stronger, the behaviours of two
branches are very different from the mean-field shift. For the attractive
branch, as stronger interaction approaches, the polaron state is well de-
fined even when the mean-field shift diverges. Finally, the calculated en-
ergy of attractive polaron approaches the two-body molecular state (solid
black curve), which results from the two-body correlations. Between the
mean-field shift and dimmer energy, we can see a smooth crossover which
defines the quasiparicle. Since the attractive branch is a ground state, the
attractive polaron has long lifetime and narrow line shape.

For the repulsive branch, when we approach strong interactions, the life-
time becomes short and the energy spectrum is broadened, which is in-
dicated by the orange shading area. This effect comes from the decay of
impurity from repulsive branch to lower-lying states. And it will flatten the
spectrum if the lifetime is comparable with our detection time.
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Fig. 5.4. Residue Z at different interaction strength. The orange line shows the
attractive branch and the blue line shows the repulsive branch. The
curves are calculated from two-body variational theory.

Fig. 5.4 shows the corresponding polaron residue Z at different interaction
strength. When the interaction between the impurity and BEC is weak,
the residue Z ≡ |ϕ0|2 approaches 1 which describes the bare impurity part
in the wave function. As the interaction strength 1/knaIB approaches 0,
the phonon exitations can no longer be neglected and Z is decreased. For
the attractive polaron, as 1/knaIB across the unitary regime to the positive
value, Z → 0 as the polaron approaches the two-body bound state.
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5.1.5 Three-body correlations

In the previous section, we introduced the variational theory and T -matrix
method, which beyond the mean-field theory and Fröhlich model. How-
ever, the methods only include up to two-body correlations, which may not
be enough for the Bose polaron.

Since the three-body Efimov correlation may play an important role in the
Bose polaron theory, especially for the attractive branch, we can include
the three-body terms in the trail function of variational theory. To be brief,
we consider the zero momentum case and the trial wave function is [85]

|Φ⟩ =
(
ϕ0c

†
0 +

∑
k

ϕkc
†
−kak

+1
2
∑

k1,k2

ϕk1k2c
†
−k1−k2

ak1ak2 + γ0d
†
0 +

∑
k

γkd
†
−kak

 |BEC⟩ .
(5.18)

The first line is same as equation 5.5, which describes the bare impurity
dressed by one Bogoliubov mode. And the first term of the second line
describes the impurity dressed by two Bogoliubov mode. The remaining
terms indicate the bound state formed by an impurity and a boson, which
can be dressed by a Bogoliubov mode.

The calculation results of this trial wave function shows that three-body
correlations become important for strong interacting regime, which leads
to the avoid crossing of an Efimov trimer state. Compare with the results
of two-body correlations, the energy and quasiparticle residue are lowered
significantly at an intermediate interaction strength, even there is no Efi-
mov trimmer state in a vacuum [85].

5.1.6 About the comparison between theory and
experiment

The theoretical approach mentioned above mainly focuses on the energy
and residue of the quasiparticle, which comes from the free particle state
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of polaron’s wave function. However, for the experiment, there are some
aspects that are not included by the above theories.

For the both the variational approach and the T -matrix method, the theo-
ries do not include the three-body recombinations (see Sec. 2.3.2), which
should introduce the loss of impurities. To eliminate this problem, we in-
troduce the fast detection method. However, this atom loss should still
affect the polaron signal amplitude at strong interaction regime. For the
comparison at this regime, we need to confirm that the signal strength is
not being severely affected by the loss of impurities. This can be done by
comparing the total area of the experimental spectrum with the bare atom
transition spectrum.

Another concern relative to the above mentioned theory is that both the
variational approach and the T -matrix method include only a few excita-
tions in their wavefunction, which may not be enough for the Bose polaron
at strong interaction regime. The renormalization group theory [162] sug-
gests that the polaron spectrum will change qualitatively at strong cou-
pling, which can no longer be described by single coherent peak with
residue Z and all the remaining incoherent spectrum located at E > Ep.
This theory also predicts an infinite number of phonons in the polaron
cloud near the unitary regime which gives a broad and featureless polaron
spectrum. However, the behavior of attractive Bose polaron at strong in-
teraction regime is still an open question and the bad signal to noise ratio
at strong interaction regime also limits the comparison between the theory
and the experiment.

5.2 The Bose polaron experiment

A cold atom system for the polaron experiment includes impurity particles
and surrounding media. Depending on the quantum statistics of the bath’s
constituent particles, polaron can be divided into the Fermi polarons with
a degenerate Fermi gas and Bose polarons within a Bose-Einstein conden-
sate.
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The ideal polaron experiment requires a system of one of few impurities
immersed in a homogeneous background media, which is usually difficult
since the harmonic trap potential cause the inhomogeneous density distri-
bution. For the Fermi polaron, it is actually not a big problem, due to the
existence of Fermi pressure, the size of Fermi gas is usually much larger
than the size of impurity component and the impurity particles will only
see the density near the central region.

However, as we have discussed in Sec. 2.2 and 3.4.1, the Tomas-Fermi
radius of the BEC is much smaller than the usual size of Fermi sea and
even the small gravitational sag will significantly affect the mixture of two
different species. For heteronuclear Bose-Bose mixture, another difficulty
is that the number of impurities should be kept below the critical number
to prevent double BEC mixture. Since 87Rb and 23Na are immersible under
background scattering length, the double BEC mixture will not only change
the roles of impurities but also affect the overlap. To solve this problem,
we have developed a better control system for 87Rb atom number, which is
discussed in Sec. 3.3.3. And we also evaluate the noise of the absorption
image with low atom number, which is discussed in Sec. 3.7.3.

5.2.1 A review of previous Bose polaron
experiments

Before talking about our experiments, it is quite helpful to look at several
previous work and see how they deal with these problems.

In JILA’s experiment [22], the Bose-Fermi mixture of 87Rb and 40K is used.
Because they are using the Fermi sea of 40K as the impurities, the impurity
gas is actually much larger than the BEC of 87Rb. And the polaron signal is
totally submerged by the bare atom transition from non-overlapped part.
To solve this problem, they have introduced the inverse Abel transforma-
tion to get the signal exactly coming from the impurities near the center of
the BEC. This method requires a good image resolution and an excellent
signal to noise ratio of the absorption image, which is doable for their ex-
periment since they don’t need to worry about the critical number problem
for Fermi impurities. In their experiment, the 40K and 87Rb atoms also show
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different gravitational sag in the trap. However, their interspecies interac-
tion is attractive which cancels the overlap problem in vertical direction.

Instead of using heteronuclear mixture, Denmark’s experiment [69] uses
single species 39K BEC in different spin states. In their experiment, the im-
purities are created by the spin flip of some of the atoms in BEC, which
avoids the non-overlapped impurities problem. However, the density inho-
mogeneous is still there for the impurities in different position. And they
introduced the theoretical prediction that includes broadenings from inho-
mogeneous density distribution. Instead of directly detecting the number
of impurities, they observe the three-body loss of the BEC due to the ex-
istence of impurities, which made their measurement be sensitive to the
atom number stability of the system.

In MIT’s experiment [23], they use the Bose-Fermi mixture of 23Na and
40K. A dual wavelength optical dipole trap is introduced to selectively con-
fine the 40K impurities and also decrease the gravitational sag differences
on vertical direction. The attractive interspecies interaction also increases
the density overlap between two species. More interestingly, they take the
advantages of the density inhomogeneous in an elongated optical dipole
trap. By separating the polaron signal at different positions, they can study
the polaron spectrum at various reduced temperatures in a single measure-
ment.

5.2.2 The rf spectrocopy measurement

As shown in the Fig. 5.5(a), the starting point of our experiment is an
weak interacting imbalanced mixture of a thermal sample of 87Rb atoms in
|↑⟩ ≡ |F = 1,mF = 0⟩ hyperfine Zeeman state (yellow ball) and a pure BEC
of 23Na atoms in |F = 1,mF = 1⟩ state (red ball) co-trapped in a pancake-
shaped optical trap formed by two crossed 947 nm laser beams. The
special wavelength is designed to increase the density overlap between
87Rb and 23Na atoms since the centres of mass of the two species will
overlap with each other as they feel the same trap frequencies or grav-
itational sags [128]. To further increase the density overlap in horizon-
tal direction, we apply a low power 805 nm trap light which compress
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Fig. 5.5. Probing the Bose polaron with rf injection spectroscopy. (a) An |↑⟩ impu-
rity atom (yellow sphere) immersed in the BEC bath (red sphere) expe-
riences only the mean field interaction. A rf pulse drives the impurity to
the strongly interacting |↓⟩ state (green sphere) where a polaron can be
formed. ν0 is from the Zeeman splitting between the |↑⟩ and |↓⟩ states.
(b) Calculated Bose polaron spectra function for a homogeneous BEC.
The solid black curves are the zero-momentum polaron energy, while
the false colour graph includes contribution from the many-body contin-
uum. The green curve shows the binding energy of the heteronuclear
Feshbach molecules. (see text for details)

the radial size of the 87Rb thermal sample. The wavelength is close to
the 87Rb’s D1, D2 lines and has no significant effect to the Na atoms.
With the combined potential, the measured radial and z-direction (verti-
cal) trap frequencies for Na (Rb) are fNa,ρ(fRb,ρ) = 2π×52 (2π×83) Hz and
fNa,z(fRb,z) = 2π × 183 (2π × 183) Hz, respectively. And the typical num-
ber of atoms is 2.3(2) × 105 (3.5(9) × 103) for 23Na (87Rb). The temperature
measured by thermal Rb sample is 120 nK which indicates the peak density
of 87Rb is nRb = 1.1 × 1012 cm−3 under the mean-field interaction with 23Na
BEC. This density is around 60 times smaller than the peak density of 23Na,
which is nBEC = 7.1 × 1013 cm−3. Thus 87Rb can be treated as impurities.

In the |↑⟩ state, the 87Rb impurity interacts with the Na BEC weakly as char-
acterized by a constant background interspecies scattering length abg =
66.77a0 [92]. Thus the |↑⟩ state impurity energy which can be well de-
scribed by the mean-field shift, which is indicated by the solid lines in
Fig. 5.5(a). The rf pulse then drive the impurity to the |↓⟩ ≡ |F = 1,mF = 1⟩
state (green ball), where the impurity-bath interaction can be tuned from
weak to strong with a magnetic Feshbach resonance. The impurity-boson
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interaction is tuned with the Feshbach resonance at B0 = 347.64 G fol-
lowing aIB = abg(1 − ∆0/(B − B0) − ∆1/(B − B1)). Here ∆0 = 5.2 G are
the center and width of the Feshbach resonance, while B1 = 478.83 G and
∆1 = 4.8 G are from another resonance. Near B0, the boson-boson and
impurity-impurity scattering lengths aBB = 54a0 and aII = 100.4a0 are both
constant. The magnetic field is tuned from 346.7 to 348.4 G where the
interaction is mainly decided by first resonance, both the repulsive and
attractive branches can be reached (Fig. 5.5(b)).

We use the inverse rf spectroscopy to measure the polaron spectrum of |↓⟩
state versis 1/knaIB by applying a rf pulse to probe the |↑⟩ → |↓⟩ transition
for a range of magnetic fields. And the pulse frequency νrf minus the
bare atom transition frequency ν0 is the detuning ∆, which describe the
energy dressing of surrounding BEC. In the experiment, we use a Gaussian
rf pulse with a 57 µs 1/e2 full width and a Rabi frequency Ω0 that can drive
a π/2 pulse on the bare 87Rb transition. From Fourier transformation, the
rf line shape can be expressed as R(ν) = exp(−2ν2/δν2) with δν = 5.6 kHz
the pulse duration limited linewidth. The bare atom transition gives δν =
6.4 kHz, which also includes the broadening from magnetic field noise. The
characteristic energy scale En is h × 57 kHz for the given condition. The
linewidth of the rf spectroscopy corresponds to around 0.1En/h and is thus
enough to resolve details of the spectrum.

After the rf pulse, the number of |↑⟩ state 87Rb atoms being transferred to
the |↓⟩ state (N↓) are detected immediately with a high field in situ absorp-
tion imaging setup. The magnetic field is then ramped down and the re-
maining number of atoms in |↑⟩ (N↑) is detected at low field. Both imaging
systems are calibrated carefully following standard procedures. From these
numbers, the fractional population transferred to |↓⟩, f↓ = N↓/(N↓ +N↑) ≡
N↓/N , is then obtained for each νrf . We normalize f↓ with the pulse area
of the bare Rb atom spectrum, thus we can remove the gain error of an-
tenna and the on resonance rf signal is exactly the definition of quasiparti-
cle residue for a homogeneous system.
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Fig. 5.6. The rf spectrum of 87Rb in 23Na BEC. The rf signal f↓ as a function
of detuning ∆ for different values of interaction parameter 1/knaIB. The
solid curves shows the theoretical spectrum normalized by the frequency
integrated area same as experimental spectra. There are usually 3 repe-
titions for each data point and the error bar shows the statistic error.

5.3 Spectroscopy of the Bose polaron

Figure 5.6 shows the obtained spectral response versus h∆/En, with ∆ =
νrf − ν0, for different 1/knaB. Compared with the calculation for the ho-
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mogeneous polaron in Fig. 5.5(b), the line shape is much more complex
and several main features can be identified. For the attractive branch, the
weight of the signal shifts to larger ∆ when 1/knaIB is tuned toward uni-
tarity and eventually crosses smoothly to the aIB > 0 side. Double peaks
can be seen for 1/knaIB = −0.20 and 0.13 which signals the competition
from and the eventual transition to the repulsive branch. For 1/knaIB from
1 to 2.6, a well defined repulsive branch is also observed. The spectra are
increasingly broadened as the interaction strength is ramped up from both
the attractive and and the repulsive sides. As a result, for 1/knaIB from
-0.54 to 0.74, the amplitude of the signal is significantly reduced.

In the strongly interaction region, as shown by the Fig. 5.5(b), the broad-
ening can be partially attributed to the many-body continuum which is a
unique feature of the Bose polaron due to the boson nature of the bath [79].
The origin of this continuum is incoherent excitations of the BEC which lies
above the quasiparticle pole of the polaron. The onset of this continuum
is determined by the Landau superfluid criterion. However, for weak and
intermediate interactions, where contributions from the many-body con-
tinuum is small, significant broadening is still observed. This is due to the
inhomogeneity of the BEC density introduced by the harmonic trap and the
finite rf linewidth δν. In addition, due to the imperfect impurity-BEC over-
lap in the vertical direction, some Rb atoms are never part of the polaron.
Overall, these lead to an averaging effect in the experimental spectral func-
tion over the quasiparticle poles for different segments of the trap which
persists for all interaction strengths.

To model the experimental spectral function, we employ a field-theory
(non) self-consistent T approximation (NSCT/SCT) approach that includes
the Feshbach resonances and many-body physics. In Fig. 5.6, the solid
curves indicate the polaron spectral functions calculated with the real ex-
perimental parameters reproduce the observed signals successfully with-
out introducing any fitting parameters. This approach is based on the T
which is the Bethe-Salpeter equation within the ladder approximation for
the impurity-boson scattering. The trap averaging is included by employ-
ing the local-density approximation (LDA) by introducing a local spectra
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function A(∆,nLDA(r)) which depends on the local density nLDA(r). The rf
pulse induced broadening is incorporated by a convolution

SLDA(∆,nLDA) = 1
2π

√
2πδν2

∫
d∆A(∆,nLDA(r))e−∆2/2δν2

. (5.19)

Finally, we obtain a spectral function directly corresponding to the experi-
mental observable

f↓(∆) = 1
N

∫
d3rnLDA(r)SLDA(∆,nLDA(r)). (5.20)

Fig. 5.7. The false colour plot of theoretical spectrum for different ∆ and 1/knaIB.
The solid black line denote the position of the quasiparticle pole taking
the average BEC density over the trap, while the green dotted line cor-
respond to the dimer energy.

Figure 5.7 summarizes the theoretical spectral function versus 1/knaIB cal-
culated with real experimental parameters. In stark contrast with the ho-
mogeneous density case in Fig. 5.5(b), the trap averaging and the rf pulse
cause visible broadening for all 1/knaIB. The calculation also reproduces all
the main features of the experimental observation, including the increas-
ingly larger broadening from weak to strong interactions, the extension
of the attractive branch from to the aIB side and the double peak in the
crossover region. A detailed comparison is also presented in Fig. 5.6 by
superimposing the theoretical curves to the corresponding data points for
the same 1/knaIB. Without any fitting parameters, near quantitative agree-
ments can already be observed. However, the broadening of the spectrum
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also decrease the signal amplitude, which significantly limit the signal to
noise ratio of the spectrum at strong interacting regime. As we will be dis-
cussed later, the broadening line shape includes rich information about the
density overlap and many-body excitations, which is coupled to the local
spectra function of Bose polaron.

5.4 The energy and residue of the Bose
polaron

With all the broadening mechanics, extracting the ground-state polaron en-
ergy becomes challenging. In previous works [21, 22, 69], this was done by
fitting the observed spectrum with a Gaussian function. Here, however, this
is seemed more complicated as the rf spectrum always contains contribu-
tions from the bare Rb transition due to the imperfect overlap between the
impurity and the bath. This problem does not exist in the two-component
39K experiment [69]. For the 40K-87Rb experiment, in which the size of
the fermion impurity is much large than the BEC size, an inverse Abel
transform was applied to extract signals from the overlapping part [22].
However, due to the small impurity number, the signal to noise ratio is not
enough for a reliable inverse Abel transform for the current experiment.

To obtain the polaron energy, we developed an empirical spectra function

A(∆) = 2πZδ(∆) + 2π(1 − Z)Θ(∆)
√

∆
∆3 + α2

3α
π
, (5.21)

which includes contributions from both the polaron pole at Z in the first
term and the many-body continuum in the second term. This spectral func-
tion is inspired by the spectral function at zero temperature obtained within
the T matrix framework [171]. Here Z is the polaron residue with the local
BEC density nLDA, Θ(∆) is the Heaviside function, and α is a fitting param-
eter. With this spectral function, the tail of the spectrum and the density
of state close to the onset of the many-body continuum are all taken into
account.
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Taking into account the rf pulse and trap averaging effects, we reach a line
shape function

A(∆) = R(∆) ∗
∫

dnLDAfI(nLDA)
{
Z(nLDA, Zp)δ(−E)

+ (1 − Z(nLDA, Zp)) 2πΘ(E)
√

E
E3 + α2

3α
π

} (5.22)

for fitting the experimental data. Here R(∆)∗ denotes the convolution

with the rf envelope. Z(nLDA, Zp) = 1
/(

1 + (1/Zp − 1)
√

nLDA/nBEC

)
and

E(nLDA, Ep) = EpnLDA/nBEC are the local polaron residue and energy, re-
spectively [171], with Ep the peak polaron energy. E = Ebg −E(nLDA, Ep)−
∆ is energy of the incoherent power law tail relative to the coherent part
of the ground state impurity spectrum. Ebg is the mean-field shift of |↑⟩
state 87Rb atoms before the rf pulse. fI represents number density of
87Rb as the function of surrounding BEC density n and is normalized by∫ nBEC

0 fI(n)dn/nBEC = 1. It is not a continuous function since around 20% of
87Rb atoms are outside of BEC.

We fit the experimental rf spectrum for both polaron branches using Eq. 5.22
with Ep, Zp and α as the only free parameters. The fitting result the spec-
trum is shown in the Fig. 5.8. We can find our fit captures the experimen-
tally observed line shape for both attractive and repulsive branch. Thus
the polaron energy Ep and residue Zp at the center of the BEC is thereby
successfully obtained.

Fig. 5.9(a) shows Ep/En obtained from the fitting together with the theo-
retical results calculated with the T matrix framework and the variational
theory [78]. For the attractive branch, good agreement between the fitting
results and the theory predictions is observed from the weak interaction
region up to 1/knaIB = −0.89. Beyond this point, the deviation becomes
large which should be an indication of additional physic not included in
the theoretical models. A very possible source of contribution, which is
neglected in both theory curves, is three-body correlations. The heteronu-
clear three-body parameter a− are ∼ −11850a0 and ∼ −4.05 × 106a0 for
the NaRbRb and NaNaRb systems, respectively [20]. Influences of these
Efimov trimers have been addressed with variation theory including the
three-body terms [85]. Another concern is the NaRb Feshbach molecule,
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Fig. 5.8. The fit applied to polaron’s rf spectrum to obtain the polaron energy and
residue under different interaction strength. The solid curve shows the
fitting function given by Equation. 5.22 that contains the fitting param-
eters Ep, Zp and α.

which is close channel dominated at large detuning [34]. Its binding en-
ergy varies rapidly with magnetic field [34] and cannot be fully captured
with the simple universal relation as used in our theories.

The repulsive branch is typically considered more complicated as it is sus-
ceptible to decay to the lower energy attractive branch. In addition, Bose
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Fig. 5.9. The energy E (a) and residue Z (b) of |↓⟩ state impurity extracted by
fitting method, which correspond to the peak BEC density nBEC. The
blue data points shows the fitting result versus the inverse interaction
strength 1/knaIB and the error bar indicates the fitting error of the each
lineshape. The purple dashed curve shows the prediction of T approx-
imation, which is calculated with nBEC and includes both the attractive
and repulsive branch. The green dashed curve shows the prediction
of two-body variational theory and the orange dashed curve shows the
prediction of residue fitting for repulsive polaron with limited lifetime.
Inset: the normalized area of the polaron spectra with respect to the
bare atom transition.

gases are subject to enhanced three-body losses in the strongly interaction
region. Nevertheless, as seen in Fig. 5.9(a), the fitted Ep points show excel-
lent agreements with the two theoretical calculations. We note that the our
data points for the repulsive branch cover the range of interaction strength
1/knaIB ⩾ 0.75, i.e., no significant deviation is observed even for relatively
strong interaction. We attribute this to our capability of detecting the |↓⟩
impurity in situ with a fast time scale of only 30 µs after the rf pulse. The
detailed time scale relevant to the polaron detection is listed in Table. 5.1,
we can find that the lifetime of repulsive polaron is usually comparable to
the time of our detection. Our results demonstrate that the lifetime of the
repulsive polaron is long enough for the detection duration. And the fit-
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ting of polaron energy center is irrelevant to the broadening from limited
lifetime. However, the loss can not be neglected for the fitting of residue,
which would be discussed later.

Parameters Time scale
Thermal equilibration time (ℏ/En) 3 µs
Caculated lifetime of repulsive polaron (1/knaIB = 0.75) 11 µs
Caculated lifetime of repulsive polaron (1/knaIB = 1.02) 26 µs
Caculated lifetime of repulsive polaron (1/knaIB = 1.98) 143 µs
Gaussian rf pulse duration 200 µs
Optical pumping pulse duration 30 µs
Absorption image pulse duration 50 µs

Tab. 5.1. Time scales relative to the rf spectrocopy of the polaron experiment.

Since our signal is the number fraction of |↓⟩ state atom, it is easy for us
to normalize the polaron spectra with the bare atom transition. Fig. 5.9(b)
shows Zp extracted by fitting of the normalized curve together with the
theoretical prediction of Zp given by the T approximation and the vari-
ational theory. For the attractive branch, we can find the theoretical re-
sults consistent with the polaron residue from weak interaction region up
to 1/knaIB = −1.26. For stronger interaction, we can find that the devi-
ation becomes large. A possible reason is the three-body recombination
loss, which decrease the |↓⟩ state atom number in our detection. How-
ever, as shown in the inset of Fig. 5.9(b), the area of observed spectra
with respect to the bare atom transition doesn’t see a significant drop up to
1/knaIB = 0.13. Thus the measurement should be correct and the spectrum
is broaden by the fast decreasing of quasiparticle residue. Compared with
the theoretical prediction, the lower quasiparticle residue can be addressed
with the three-body terms since the residue decreases as the wave function
resembles the Efimov state. Under this assumption, at around the unitary
point, the residue decreases to almost zero at 1/knaIB = 0.13.

Due to the inhomogeneous density and repulsive interaction, the impurity
is possible to escape from the condensate which affects the measurements
of previous experiments [22, 69]. We avoid this problem by counting all
the impurities in trap with fast time scale. However, as shown in the inset
of Fig. 5.9(b), starting from the weak interaction region with 1/knaIB = 2.6,
the area of the observed repulsive branch spectra still drops rapidly as the
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interaction strength increases. Since the three-body loss is not significant
here, the loss should be from the impurities that decay to the lower-lying
states and finally leave the trap. For the two-body picture, the decay rate
Γ of repulsive polaron is given by the imaginary part of the polaron energy
and we can include the this rate into Rabi oscillation and calculate the
corresponding polaron signal, which is proportional to the number of |↓⟩
state atoms. The details about the calculation is discussed in Sec. 5.5.2 and
the orange dashed curve shows the prediction of the lower limit for the
residue fitting of repulsive polaron with considering the limited lifetime.
Finally, we can find a relatively good agreement between the theoretical
prediction and fitting value.

5.5 Details about data analysis

5.5.1 The evaluation of density overlap

As shown in the insets of Fig. 5.10, in a harmonic trap, the density of 87Rb
and 23Na clouds follow the Gaussian and parabolic distribution, respec-
tively. The 947 nm trap gives the same gravitational sag for 87Rb and 23Na
and the 805 nm trap decrease the size of 87Rb thermal cloud in horizontal
direction.

To calculate the density distribution given by Fig. 5.10, we need to consider
the mean-field interaction between 87Rb and 23Na. The density distribu-
tions of 87Rb and 23Na are written as

nBEC(ρ, z) = nBEC

(
1 − ρ2

R2
ρ

− (z − sag)2

R2
z

)
,

nI(ρ, z) = nRbexp

(
− ρ2

2σ2
x

− (z − sag)2

2σ2
z

− Ebg(ρ, z)
kBT

)
,

(5.23)

where Rz are the Tomas-Fermi radius of of BEC and σρ, σz are the RMS
width of thermal cloud. Ebg(ρ, z) = 2πℏ2abgnLDA(ρ, z)/µ is mean-field shift,
which is decided by the local BEC density nLDA. Here, due to the repulsive
background interaction, some of the 87Rb atoms are pushed away from the
BEC.
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Fig. 5.10. The density distribution of 87Rb thermal and 23Na BEC in trap under
background scattering length. (a) The density distributions in hori-
zontal direction with z = sag = 7.4 µm. The peak density of BEC is
nBEC = 7.1 × 1013 cm−3 with Rρ = 19 µm. The 87Rb atoms are well
trapped within the 23Na BEC. (b) The density distributions in vertical
direction with ρ = 0. The size of BEC is Rz = 5.4 µm, which is still not
big enough for 87Rb impurities.

We apply the rf pulse and intergral the spin-flipped atoms over whole trap,
the fraction of spin-flipped atoms in the |↓⟩ state is given by

f↓(∆) = R(ν) ∗
∫

dρ
∫

dznI(ρ, z)
NRb

{
Z(nLDA, Zp)δ (∆ + E(nLDA, Ep))

+ (1 − Z(nLDA, Zp))2πΘ(−∆ − E(nLDA, Ep))

√
−∆ − E(nLDA, Ep)

(−∆ − E(nLDA, Ep))3 + α2

3α
π

}
.

(5.24)

where R(ν) = exp(−2ν2/δν2) is the normalized line shape of the bare atom
transition, NRb is the number of 87Rb. The first line shows the coherent
signal from polaron pole and the second line shows the empirical spectra
function that describes the incoherent many-body excitations. For simpli-
fication, here we neglect Ebg. By replacing the integral parameters with
nLDA, we have

f↓(∆) = R(ν) ∗
∫

dnLDAfI(nLDA)
{
Z(nLDA, Zp)δ (−E)

+ (1 − Z(nLDA, Zp))2πΘ(E)
√

E
E3 + α2

3α
π

}
.

(5.25)
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where E = Ebg(nLDA) −E(nLDA, Ep) − ∆ = E(nLDA, Ebg −Ep) − ∆. Here, Ebg

is the mean-field shift corresponds to the peak density nBEC. This is exactly
the equation 5.22.
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Fig. 5.11. The number density fI(nLDA) of |↑⟩ state impurities as a function of
surrounding BEC density nLDA. The red arrow indicates the impurities
which are outside of 23Na BEC. The insets shows the side view of the
density distribution for 23Na and 87Rb atoms.

Fig. 5.11 shows the number density function fI(nLDA). Since some of the
87Rb is outside of the 23Na BEC, fI(nLDA) is a discontinuous piecewise func-
tion:

fI(nLDA) =


N0

NRb
δ(nLDA), nLDA = 0

− d
dnLDA

∫
dρ
∫

dz nI(ρ,z)
NRb

Θ(nBEC(ρ, z) − nLDA), nLDA > 0
(5.26)

where N0 is the number of 87Rb atoms that are outside of BEC. Since the
attractive polaron with higher BEC density tends to have lower energy,
the number density distribution fI(nLDA) is mapped to the energy density
distribution fI( E

Ep
nBEC) for the spectrum. An intuitive understanding of the

overall spectrum is that the spectrum is the convolution of fI(nLDA) and the
polaron spectra function for local density nLDA.

5.5.2 The decay of repulsive polaron

In Sec. 5.4, we found the area of repulsive polaron’s spectra drops rapidly
as the interaction strength increases, which is very different from the at-
tractive brach. And our detection is fast enough to avoid the three-body
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losses and the escape of impurities. According to the two-body picture,
the repulsive polarons are possible to decay to lower-lying states and es-
cape from the trap. This process can be much faster than our detection.
The decreased f↓ do not affect the fitting of polaron energy but introduce
significant error to the fitting of polaron residue.

To evaluate the influence from the loss of the f↓ = |c↓|2, we let δ = 0 and
add the loss rate Γ into the time dependent Schrödinger equation A.4:

iℏ
d
dt

(
c̃↓

c̃↑

)
=

−Γ
2 i

ℏΩ(t)
2

ℏΩ(t)
2 0

(c̃↓

c̃↑

)
, (5.27)

where Γ is given by the imaginary part of the polaron energy calculation.
Ω(t) is the Rabi frequency of the Gaussian pulse which is given by Ω(t) =
Ω0Ze

(t−1.75∆t)2

∆t2 . And Ω0e
(t−1.75∆t)2

∆t2 is the Rabi frequency of the bare atom
transition.

Pulse length (μs)

𝑓 ↓

Fig. 5.12. The numerical calculation of the Rabi oscillation for the repulsive po-
laron under the different interaction strengths. The Rabi frequency and
polaron’s lifetime is given by the two-body variational theroy. f↓ is not
normalized in this figure.

Fig. 5.12 shows the numerical simulation of the coherent Rabi oscillation
for the repulsive polaron with limited lifetime. We can find the polaron
signal f↓ is significantly decreased by the short lifetime when the interac-
tion is strong. Since we use the bare atom transition to normalize the f↓ in
our fitting. We normalize the f↓ given by Fig. 5.12 and this fraction gives
the prediction of Zp in the fitting function. The prediction is shown by the
orange dashed curve in Fig. 5.9(b). However we can find that the fitting
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value of Zp is significantly larger than this prediction. That is because we
assume that all the impurities will not be observed after decay, which is not
true since our detection is relatively fast. Thus this prediction gives a lower
limit for the fitting of residue.

5.6 Conclusion

In summary, we have observed the Bose polaron in the mixture of 87Rb
impurities in 23Na BEC. Starting from the weak interacting state, we use in-
jection rf spectroscopy to oberve the spectrum of the 87Rb impurities. The
observed spectrum shows excellent aggrement to the T-matrix calculation
that includes the trap averaging effect without introducing any fitting pa-
rameters. We also use the fitting method to get rid of the trap averaging
and extract the poaron energy and residue under the peak BEC density. We
find that for the attractive polaron, both the energy and residue shows sig-
nificant deviation for strong interaction region, which is hidden by the trap
averaging spectra.
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Thesis conclusions
6

In this thesis I present two studies based on the interactions offered by
quantum gases. One is the spinor physics at weak interaction regime. An-
other is the impurity physics based on tunable interactions. Both of them
are very interesting topics in many-body physics and some behavior of the
Bose polaron can even be connected to the studies of few-body physics.

In Chapter 4, the manipulations of heteronuclear spinor dynamics with
microwave and vector light shift were studied. We started with observa-
tion of the spin mixing dynamics within the double BEC spinor mixture of
87Rb|0⟩ and 23Na|0⟩. Due to the metastable dynamics and bad overlap be-
tween two species, we switched to thermal-BEC mixture and studied the
magnetic field dependence of this heteronuclear spin mixing dynamics. In
particular, we introduced microwave and vector light shifts and we have
observed some difference in spin-exchange rate. Furthermore, we calcu-
lated the effective Zeeman energy introduced by the dressing fields and
the spin-exchange rate at different magnetic fields matched well to the
Zeeman energy calculation. This is the first quantitative study of the spinor
dynamics manipulation by vector light shift, which can give much larger
shift than the microwave method and also provide the local control of the
spinor dynamcis.

In Chapter 5, we explored the properties of the polaron quasiparticle in a
heteronuclear mixture of 87Rb impurities and 23Na BEC. The polaron spec-
trums were observed by radio frequency spectroscopy and we found near
quantitative agreement between theory and experimental data without in-
troducing any fitting parameters. To get rid of the trap averaging effect,
we introduced a fitting function which includes the density information.
Finally, we extracted the energy and residue of polaron near the center of
BEC. Our fitting of polaron residue is the first comprehensive measurement
of Bose polaron’s residue. In addition, we found significant deviation of
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attractive polaron’s energy and residue from two-body theory’s prediction
at strong interaction regime. And this deviation is predicted by theory that
includes the Efimov physics.

6.1 Outlook

The Bose polaron problem can be directly connected to the Fröhlich po-
laron which is the original polaron problem in solid state crystal. The study
of Bose polaron opens up a new approach for the quantum simulation of
the Fröhlich Hamitonian, which is nearly impossible to be studied by nu-
merical calculation.

One interesting topic is to study the polaron-polaron interaction for Bose
polaron problem, which may help us to understand the pairing of elec-
trons in high temperature superconductors. Instead of the injection of
spectroscopy we used in the previous experiment, we need to use the ejec-
tion spectroscopy, which can be studied with different impurity densities.
First, we can apply a very fast rf pulse (several µs) to prepare the desired
number of impurity atoms in BEC background. The pulse is so short and
wideband that the density inhomogeneous of the surrounding BEC back-
ground will not affect the spin flip of the impurity preparation. Then we
use the second pulse to do the ejection of spectroscopy. By tuning the pulse
area of the first pulse, we may see the lineshape difference in the rf spec-
trum. This will give us a better understanding of the effective interaction
between quasiparticles [163].

Based on the study of polaron-polaron interaction, another interesting topic
is the bipolarons in BEC. The induced interaction mediated by BEC can
form the bound state of two quasiparticles which is the origin of Cooper
pairing in conventional superconductors [164]. However, this signal might
be too small to be observed since the number of paired quasiparticles is
very small. Some new detection methods such as fluorescent imageing
should be introduced.

The coherence of spin-exchange dynamics needs low temperature and this
is especially important for the metastable processes such as spin mixing
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dynamics. However the two condensates are immiscible in our experiment,
which gives a very bad density overlap and slow dynamics. Thus it is nearly
impossible to observe repeatable coherent spin-exchange dynamics in our
system.

For the better understanding of the heteronuclear spin mixing process, we
may use partial-transfer absorption imaging [172] to observe each spin-
exchange dynamics. Instead of averaging each set of data in time domain,
we can extract the information of each set of data in frequency domain
which should help us get rid of the repeatability problem. And using the
vector light shift method we introduced, we may directly study the singlet-
pairing process [173] in future.
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Appendix
A

A.1 The spin rotations and rf
spectroscopy of non-interacting atoms

For the magnetic field around 347 G, the transition frequencies between
different sublevels are well separated by the quadratic Zeeman energy.
Thus can use the two-level Hamiltonian to describe the system. For 87Rb
impurities, the rf photon’s frequency is typically around 2π×230 MHz,
which shows negligible momentum. For the momentum-conserving transi-
tions, we let H0 be the noninteracting Hamiltonian and Hrf be the inter-
action between atom and AC magnetic field in horizontal direction. For
simplification, we define the AC magnetic field in x axis. Thus we have

H = H0 +Hrf

= H0 + 2ℏΩ(t)Fx

=

E + ℏω0 0
0 E

+

 0 ℏΩ(t)cos(ωt)
ℏΩ(t)cos(ωt) 0

 ,
(A.1)

where we define the initial state |I⟩ = (0, 1)T with energy E, final state
|F ⟩ = (1, 0)T with energy E+ℏω0, ℏω0 is the Zeeman splitting between two
sublevels under B0 and Ω(t) is the Rabi frequency. The time-dependent
Schrödinger equation is

iℏ
d
dt

(
cF

cI

)
=

 E + ℏω0 ℏΩ(t)cos(ωt)
ℏΩ(t)cos(ωt) E

(cF

cI

)
. (A.2)

Under the unitary transformation

(
c̃F

c̃I

)
= Û

(
cF

cI

)
=

e−i(E+ℏω0)t 0
0 e−iEt

(cF

cI

)
, (A.3)
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which gives H̃ = U †(H − iℏ ∂
∂t

)U . After the rotating-wave approximation,
the system becomes

iℏ
d
dt

(
c̃F

c̃I

)
= ℏΩ(t)

2

 0 e−iδt

eiδt 0

(c̃F

c̃I

)
, (A.4)

where δ = ω − ω0 is the detuning from resonance frequency.

We first talk about the case for δ = 0, which means the rf frequency is in
resonance with the Zeeman energy splitting of two energy levels.

For the square pulse Ω(t) = Ω0(Θ(0) − Θ(t)) the fractional population of
spin-flipped atoms in the final state |F ⟩ is

PF = |c̃F |2 = sin2
(

Ω0t

2

)
. (A.5)

For the gaussian pulse we define Ω(t) = Ω0e
(t−1.75∆t)2

∆t2 and the pulse is ap-
plied during t = 0 and 3.5∆t. At t = 3.5∆t, the fractional population of
spin-flipped atoms in the final state |F ⟩ is

PF = |c̃F |2

= sin2
(

Ω0
√
πErf(1.75)t/3.5

2

)
≈ sin2(0.2498Ω0t)

(A.6)

For our setting with applying the rf from 0 to 3.5∆t, the effective Rabi fre-
quency for the gaussian pulse is around one half of Ω0, which corresponds
to the peak power of rf. To get the line shape of the gaussian pulse we used
in polaron experiment, we do the Fourier transformation of Ω(t), which has

Ω(2πν) =
∫ ∞

−∞
Ω0e

(t−1.75∆t)2

∆t2 ei2πνtdt

=
√
πΩ0∆tei1.75∆t(2πν)e

(∆t(2πν))2
4

∝ e
ν2

∆ν2 ,

(A.7)
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where ∆ν ≡ 1/(π∆t) is the 1/e width. For small pulse area, the lineshape

is R(ν) ∝ Ω(2πν)2 ∝ e
2ν2
∆ν2 . If we go back to the original Hamitonian, the

lineshape should be

R(ν − ν0) ∝ e
2(ν−ν0)2

∆ν2 , (A.8)

where ν0 = ω0/2π is the resonance frequency under magnetic field B0.

The square pulse is already discussed in secion 3.5.1, and the lineshape
should be

R(ν − ν0) ∝ sinc2 [πT (ν − ν0)] , (A.9)

where T is defined as the pulse duration.

A.2 The rapid adiabatic passage

We can also flip the spin by sweeping the detuning δ across the resonance.
We solve the equation A.4 for c̃F leads

d2

dt2
c̃F + i

(
δ(t) + t

d
dt
δ(t)

)
d
dt
c̃F +

(
Ω
2

)2

c̃F = 0 (A.10)

with initial conditions c̃F = 0 and dc̃F/dt = Ω/2. If we linearly sweep
the detuning with considering δ(t) = αt and change the variable by the
transform c̃F = e−iαt2

y. The equation becomes

d2

dt2
y +

(Ω
2

)2

+ α2t2

 y = 0, (A.11)

which is known as the Weber differential equations. At t → ∞, the explicit
solution that called Landau-Zener formula is

PF = |c̃F |2 = 1 − e− πΩ2
2α , (A.12)

which means during the frequency sweep we should keep ω̇ ≪ Ω2. Other-
wise the efficiency of the spin flip will be affected.
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We can also understand this result by the classical model. With introducing
the oscillating magnetic field, the energy of eigenlevels of the Hamiltonian
of equation A.1 changes from (ℏδ, 0)T to

(
ℏ δ+

√
δ2+2Ω2

2 , ℏ δ−
√

δ2+2Ω2

2

)T
, which

means the degeneracy of two levels is split by Rabi frequency at δ = 0
point. And if we tune the detuning across the resonance, there will be an
avoid crossing and the spin state is fliped from one to another. However the
speed of spin flipping should be controlled well below the Rabi frequency.
Otherwise the spin of the atom can not follow the sweep of the detuning.
This limitation is most critical for the frequency close to resonance, which
gives

dω
dt
/Ω ≪ Ω, (A.13)

which is same as the requirement given by the Landau-Zener formula. For
the rapid adiabatic passage in our experiment, we use 10 ms to linearly
sweep the rf frequency across the resonance with a speed around 2π × 40
MHz/s, which is much smaller than Ω2 = (2π × 20 kHz)2.

A.3 Circuit diagrams

In this section, I include the new designs for the electrical components of
our machine. Most of them are relevant to the experiment in my thesis. All
the designs and drawings are created by myself.
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Fig. A.1. GaN bias controller.
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Replaced with
Vishay Metal foil 
resistor:
Y1625100R000Q9R 
Y1624350R000T9R

LT1010 is replaced
with BUF634

Fig. A.2. Magnetic field servo (for MOSFET) and isolated low noise switched-mode power supply.
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6

2

Fig. A.3. Voltage reference and DAC with 1 ppm stability and resolution.
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3k->2k

Fig. A.5. Libbrecht-Hall current source for DFB/DBR laser diode.
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Fig. A.6. Current source and TEC controller for general ECDL.
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Fig. A.7. Microwave pulse amplitude modulator with nonlinear compensation for gain control. The insets show the testing result.
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Fig. A.8. The analog and digital interface and isolation board for NI 6733/6713 and NI 7811R cards.
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A.4 Programs

A.4.1 Voltage reference driver for Arduino

This code converts the I2C bus commands (voltage and ramping time) into
the voltage output control signal (SPI bus) for the AD5791 DAC voltage
reference board. The ramping voltage is immediately generated after each
command. The ramping time can be set between 0 to 255 ms and the
voltage codes ranges from 0 to 1048575 (220 − 1).

The code also provides the connection to LCD1602, which will show the
receiving command after each output event. This will help you to find out
whether the communication is correct.

1 #include <SPI.h>

2 #include <Wire.h>

3 #include <LiquidCrystal.h>

4
5 LiquidCrystal lcd(6, 7, 5, 4, 3, 2);

6 const int SyncPin = 10;

7 const int IntPin = 8;

8 const int DAC = 0x10;

9 const int CTRL = 0x20;

10 const int DACSET = 0x0012;

11 const uint32_t fullDigit = 1048575;

12 uint32_t lastDACvalue;

13 uint8_t rampTime = 5;

14 uint16_t i = 0;

15 boolean Rcv = 0;

16
17 union myUnion{

18 uint32_t DACvoltage;

19 uint8_t DACvalue[4];

20 };

21
22 void setup() {
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23 Wire.begin(8); // join i2c bus with

address #8

24 Wire.setClock(10000L); // IIC CLK

25 Wire.onReceive(receiveEvent); // register event

26 Serial.begin(9600);

27 pinMode(SyncPin, OUTPUT);

28 SPI.begin();

29 SPI.beginTransaction(SPISettings(30000000,

MSBFIRST, SPI_MODE1));

30 lcd.begin(16, 2);

31 digitalPotWrite(CTRL, DACSET);

32 delay(100);

33 uint8_t ii;

34 for(ii=1; ii<40; ii++) {

35 lcd.setCursor(15, 0);

36 lcd.print("Magnetic Field Controller");

37 lcd.setCursor(15, 1);

38 lcd.print(" CUHK BEC LAB");

39 lcd.scrollDisplayLeft();

40 delay(200);

41 }

42 lcd.clear();

43 }

44
45 void loop() {

46 // digitalPotWrite(CTRL, DACSET);

47 // delay(100);

48 // digitalPotWrite(DAC, fullDigit/2);

49 // delay(100);

50 if(Rcv == 1){

51 if(i<2){

52 lcd.setCursor(13, 0);

53 lcd.print("Rcv");

54 lcdPrint();

55 i++;

56 }
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57 else if(i>=100){

58 lcd.setCursor(13, 0);

59 lcd.print(" ");

60 lcdPrint();

61 i = 0;

62 Rcv = 0;

63 }

64 else{

65 i++;

66 }

67 }

68 delay(1);

69 }

70
71 void receiveEvent(int howMany) {

72 Rcv = 1;

73 while (4 < Wire.available()) { // loop through all

but the last

74 char c = Wire.read(); // receive byte as

a character

75 //Serial.print(c); // print the

character

76 }

77 myUnion val;

78 val.DACvalue[2] = Wire.read(); // receive byte as

an integer

79 val.DACvalue[1] = Wire.read();

80 val.DACvalue[0] = Wire.read();

81 rampTime = Wire.read();

82 rampWrite(rampTime, lastDACvalue, val.DACvoltage);

83 lastDACvalue = val.DACvoltage&0xFFFFFF;

84
85 //float voltage = (float) 7.1345* val.DACvoltage

/1048575;

86 //Serial.println(voltage, 6);

87 Serial.println(lastDACvalue);// print the integer
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88 }

89
90 void digitalPotWrite(uint8_t reg, uint32_t value) {

91 myUnion val;

92 val.DACvoltage = value;

93 val.DACvalue[2]&= 0x0F;

94 val.DACvalue[2]|= reg;

95 digitalWrite(SyncPin, LOW);

96 SPI.transfer(val.DACvalue[2]);

97 SPI.transfer(val.DACvalue[1]);

98 SPI.transfer(val.DACvalue[0]);

99 digitalWrite(SyncPin, HIGH);

100 }

101
102 void rampWrite(uint8_t risingTime, uint32_t iValue,

uint32_t fValue){

103 digitalWrite(IntPin, LOW);

104 uint16_t datapoints = risingTime*48;

105 uint32_t Value = iValue;

106 digitalPotWrite(CTRL, DACSET);

107 if(iValue>fValue){

108 int stepValue = (iValue-fValue)/datapoints;

109 for(int i=0; i<=datapoints; i++){

110 digitalPotWrite(DAC, Value);

111 Value = Value - stepValue;

112 }

113 digitalPotWrite(DAC, fValue);

114 }

115 else{

116 int stepValue = (fValue-iValue)/datapoints;

117 for(int i=0; i<=datapoints; i++){

118 digitalPotWrite(DAC, Value);

119 Value = Value + stepValue;

120 }

121 digitalPotWrite(DAC, fValue);

122 }
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123 digitalWrite(IntPin, LOW);

124 }

125
126 void lcdPrint(void){

127 lcd.setCursor(0, 0);

128 lcd.print("Ramp: ms");

129 lcd.setCursor(5, 0);

130 lcd.print(rampTime);

131 lcd.setCursor(0, 1);

132 lcd.print("RefOut: V");

133 float voltage = (float) 7.1346* lastDACvalue

/1048575;

134 lcd.setCursor(7, 1);

135 lcd.print(voltage, 6);

136 //Serial.println(lastDACvalue);

137 }

138
139 uint32_t serialDataRcv(void){

140 if (Serial.available() >0) {

141 uint32_t value = 0;

142 byte inByte;

143 char buffer[7];

144 int pointer;

145 inByte = Serial.read();

146 if (inByte == ’#’) {

147 while (pointer < 7) {

148 buffer[pointer] = Serial.read();

149 pointer++;

150 }

151 pointer = 0;

152 for(int i=0; i<=6; i++){

153 value = hex2dec(buffer[i]) + value*10;

154 }

155 return value;

156 }

157 }
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158 }

159
160 int hex2dec(byte c) { // converts one HEX character

into a number

161 if (c >= ’0’ && c <= ’9’) {

162 return c - ’0’;

163 }

164 else if (c >= ’A’ && c <= ’F’) {

165 return c - ’A’ + 10;

166 }

167 }

A.4.2 I2C bus master for TTL control signal

The above DAC reference driver needs the I2C interface to control the out-
put signal. This codes can be used to replace the I2C interface if there is
only TTL control signal.

The 8 byte register “outputValue” stores a maximum eight DAC values that
we need to use in the experiment. And the “rampTime” stores the eight
ramping time for reaching each value. Ch2 : Ch1 : Ch0 sets the value we
need. For example, if we want to output the 4th value in “outputValue”, we
set Ch2 : Ch1 : Ch0 = 011 and use the rising edge of the TTL connected to
the “intteruptPin” to trigger the output.

The value in the register can be modified by reprogramming the Arduino
or the serial port. For the serial port modifications, the microcontroller will
lose all the modifications after reset. For example, if you want to change
the 5th value in “outputValue”, you need to input “Exxxxxxx”, where “E”
stands for 5th DAC value and “xxxxxxx” is the value we need. And if you
want to change the ramp time for 2nd value, you need to imput “bxxx”,
where “b” stands for the ramping time for 2nd DAC value and “xxx” is the
time we need. You also need to add additional zeros in front of the value if
the value is not in 7 or 3 digits.

1 #include <Wire.h>
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2
3 uint32_t outputValue[8] = {0, 151914, 873418,

915208, 880090, 678802, 841712, 63062};//0, 60,

347.64, 364.3, 350.3, 270.2, 335, (477322,190)

(699057,276.1)(24.6,63062)(668250,266)（974880

,388）
4 uint8_t rampTime[8] = {0, 0, 1, 0, 1, 1, 1, 1};

5 const byte interruptPin = 7;

6 const byte Ch2 = 4;

7 const byte Ch1 = 5;

8 const byte Ch0 = 6;

9
10 union myUnion{

11 uint32_t DACvoltage;

12 uint8_t DACvalue[4];

13 };

14
15 void setup() {

16 Serial.begin(9600);

17 Wire.begin(); // join i2c bus (address optional

for master)

18 Wire.setClock(100000L); // 400kHz IIC CLK

19 pinMode(Ch0, INPUT);

20 pinMode(Ch1, INPUT);

21 pinMode(Ch2, INPUT);

22 pinMode(interruptPin, INPUT);

23 attachInterrupt(digitalPinToInterrupt(interruptPin

), sendcomm, RISING);

24 }

25
26 void loop() {

27 serialDataUpload();

28 delay(1);

29 }

30
31 void sendcomm(void){
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32 uint8_t a = digitalRead(Ch0);

33 uint8_t b = digitalRead(Ch1);

34 uint8_t c = digitalRead(Ch2);

35 b = b << 1;

36 c = c << 2;

37 int number = a + b + c;

38 noInterrupts();

39 interrupts();

40 I2CdataSend(outputValue[number], rampTime[number])

;

41 Serial.println(number);

42 }

43
44 void I2CdataSend(uint32_t voltage, uint8_t rampTime)

{

45 myUnion val;

46 val.DACvoltage = voltage;

47 Wire.beginTransmission(8); // transmit to device

#8

48 Wire.write(val.DACvalue[2]);

49 Wire.write(val.DACvalue[1]);

50 Wire.write(val.DACvalue[0]);

51 Wire.write(rampTime);

52 Wire.endTransmission(); // stop transmitting

53 }

54
55 void serialDataUpload(void){

56 uint32_t valueRcv;

57 if (Serial.available() >0) {

58 byte inByte;

59 byte number;

60 int pointer = 0;

61 char buffer[7];

62 inByte = Serial.read();

63 if(inByte <= ’H’ && inByte >= ’A’){

64 number = (hex2dec(inByte)-10);
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65 valueRcv = 0;

66 while (pointer < 7) {

67 buffer[pointer] = Serial.read();

68 pointer++;

69 }

70 pointer = 0;

71 for(int i=0; i<=6; i++){

72 valueRcv = hex2dec(buffer[i]) + valueRcv

*10;

73 }

74 outputValue[number] = 1048575.0* (float)

valueRcv / 7134600.0 ;

75 Serial.println(outputValue[number]);

76 }

77 else if(inByte <= ’h’ && inByte >= ’a’){

78 number = (hex2dec(inByte)-10);

79 valueRcv = 0;

80 while (pointer < 3) {

81 buffer[pointer] = Serial.read();

82 pointer++;

83 }

84 pointer = 0;

85 for(int i=0; i<=2; i++){

86 valueRcv = hex2dec(buffer[i]) + valueRcv

*10;

87 }

88 rampTime[number] = valueRcv;

89 Serial.println(rampTime[number]);

90 }

91 }

92 }

93
94 int hex2dec(byte c) { // converts one HEX character

into a number

95 if (c >= ’0’ && c <= ’9’) {

96 return c - ’0’;
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97 }

98 else if (c >= ’A’ && c <= ’Z’) {

99 return c - ’A’ + 10;

100 }

101 else if (c >= ’a’ && c <= ’z’) {

102 return c - ’a’ + 10;

103 }

104 }
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