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ABSTRACT
Relevance feedback has been proposed as an important tech-
nique to boost the retrieval performance in content-based
image retrieval (CBIR). However, since there exists a se-
mantic gap between low-level features and high-level seman-
tic concepts in CBIR, typical relevance feedback techniques
need to perform a lot of rounds of feedback for achieving
satisfactory results. These procedures are time-consuming
and may make the users bored in the retrieval tasks. For a
long-term study purpose in CBIR, we notice that the users’
feedback logs can be available and employed for helping the
retrieval tasks in CBIR systems. In this paper, we propose
a novel scheme to study the log-based relevance feedback
(LRF) technique for improving retrieval performance and
reducing the semantic gap in CBIR. In order to effectively
incorporate the users’ feedback logs, we propose a modified
support vector machine (SVM) technique called soft label
support vector machine (SLSVM) to construct the LRF al-
gorithm in CBIR. We conduct extensive experiments to eval-
uate the performance of our proposed algorithm. Compared
with the typical approach using query expansion (QEX)
technique, we demonstrate that our proposed scheme can
significantly improve the retrieval performance of semantic
image retrieval from detailed experiments.

Categories and Subject Descriptors
H.3.3 [Information Systems]: Information Search and Re-
trieval—Relevance Feedback, Query Reformation, Retrieval
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Keywords
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1. INTRODUCTION
Content-base image retrieval (CBIR) has attracted broad

range of research interests from many computer communi-
ties in the past decade [27]. Although extensive research
studies have been conducted for many years, finding a de-
sired image from multimedia databases is still an open ques-
tion. Many early-year studies on CBIR focused primarily on
the feature analysis and similarity measure. However, be-
cause of the complexity of image understanding and the se-
mantic gap between low-level features and high-level human
perceptions, it is almost impossible to discriminate all the
images by some kinds of similarity measure on the low-level
features in real-world image databases. One of the feasible
ways to bridge the semantic gap is to build the image index-
ing with textual descriptions. However, manual indexing
on image databases is typically time-consuming, costly and
subjective for different people, which is unlikely to be fully
deployed in practical applications. While the automatic im-
age indexing is still on a long way off [2, 7, 15, 17], relevance
feedback, as an alternative feasible technique to mitigate the
semantic gap issue, has been proposed and investigated in
recent years [8, 9, 11, 21, 23, 22].

A variety of relevance feedback techniques from heuristic
techniques to sophisticated learning techniques have been
proposed and studied in [5, 10, 12, 16, 29, 32]. From the
past research studies, relevance feedback has been shown
as an effective scheme to improve the retrieval performance
of CBIR [23] and has already been incorporated as a key
part when designing a CBIR system. In general, relevance
feedback mechanism has to solicit users for evaluating the
relevance on the initial query results by the CBIR system.
While a user has made the relevance judgements on the ini-
tial retrieval results, relevance feedback is engaged as a query
refinement technique to improve the retrieval results. Since
the learning task of relevance feedback is very tough, it typ-
ically needs to repeat many rounds of feedback in order to
achieve satisfactory results. Therefore the learning task of
relevance feedback can be a very time-consuming procedure.

Moreover, the relevance feedback procedure to specify the
relevance of images is viewed as a tedious and boring step
for the users. Hence, we hope that the CBIR system by rele-
vance feedback can achieve satisfactory results within as few
feedback steps as possible, at best down to only one step. In
the past studies, some research efforts proposed to accelerate
the relevance feedback by the active learning techniques [30].
However, traditional relevance feedback techniques have lim-
ited help when the relevant samples are scarce in the initial
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query. Consequently, they cannot explore the feature spaces
of the image databases well. From a long-term learning per-
spective, the feedback logs accumulated from the users could
be served as an important resource to help the relevance
feedback task in CBIR. In the past relevance feedback stud-
ies, less research efforts are devoted to study the log-based
relevance feedback algorithms. To our knowledge, there is
only one recent research study in [8] which is similar to our
work in this paper. The authors suggested to learn a se-
mantic space by learning the users’ relevance feedback in
image retrieval. Although they proposed to incorporate the
user’s feedbacks, they only considered the positive feedbacks
in their proposed scheme which will lose the important neg-
ative information.

In this paper, we present a novel scheme to study the
users’ feedback logs for helping the learning task of relevance
feedback in CBIR. The rest of this paper is organized as fol-
lows. We discuss the log-based relevance feedback problem
and related techniques in Section 2. Section 3 provides a
background review of SVM theory and algorithm. Section 4
proposes a modified SVM algorithm called soft label support
vector machine (SLSVM) and formulates the log-based rele-
vance feedback employing the SLSVM technique. Section 5
presents detailed experiments and performance comparison.
Section 6 discusses problems and challenges for the log-based
relevance feedback algorithms in CBIR and Section 7 gives
our conclusions.

2. LOG-BASED RELEVANCE FEEDBACK
In a CBIR system, after a user submits a query by a given

sample, the system will return a set of similar images to the
user. The returned images may not be fully relevant to the
user’s targets. In order to learn the query concept of the
user, relevance feedback is engaged as a query refinement
technique for helping the retrieval task. The relevance feed-
back mechanism solicits the user to mark the relevance on
the retrieved images and then refines the results by learn-
ing the feedbacks from the user. The relevance feedback
procedure is repeated again and again until the targets are
found. As stated previously, the semantic gap problem in
CBIR is very challenging and regular learning techniques
normally need a lot of rounds of feedback for finding satis-
factory results. In order to reduce the learning difficulty, we
suggest to seek the help from the user’s feedback logs which
can be available in CBIR systems from a long-term learning
perspective.

To engage the users’ feedback logs in CBIR, one may refer
to the similar techniques studied in traditional information
retrieval in which a lot of studies have described how to em-
ploy the users’ logs to improve the retrieval performance [6,
1]. Some typical approaches are based on the query expan-
sion (QEX) techniques [6, 34, 24, 33, 19]. Query expansion
is viewed as a multiple-instance sampling technique [13] in
which the returned samples of the next round are selected
from the neighborhood from the positive samples of the pre-
vious rounds. Although query expansion showed successes
in document retrieval, it may not be very effective to solve
the problem in multimedia retrieval [20, 31].

In order to learn the users’ logs effectively, we employ a
popular yet powerful machine learning technique–support
vector machines (SVM)–to attack the problem. SVM is a
state-of-the-art classification technique with very good gen-
eralization performance. It has been shown with successful

applications in relevance feedback [9, 10, 11, 30]. Before in-
troducing the SVM technique, we here briefly describe how
to log the relevance feedback results from users and how to
engage them in our proposed algorithm. In each relevance
feedback session, a user will specify N+ samples are relevant
(positive) and N− samples are irrelevant (negative). The in-
formation will be logged in our database after the end of the
session. When retrieving the relevance feedback information
from the logs, a relevance matrix (RM) is constructed to de-
scribe the relevance relationship between the images in the
database. The column of the relevance matrix represents
the image samples in the image database and the row rep-
resents the session number in the log database. For each
given session, the relevance information of positive samples
and negative samples are recorded as relevant (+1), irrel-
evant (−1) or unknown (0). For example, suppose image
i is marked as relevant and j is marked as irrelevant in a
given session k, then the corresponding value in the matrix
is RM(k, i) = 1 and RM(k, j) = −1. Therefore, relation-
ship of two images i and j can be computed by the following
modified correlation formula:

Rij =
�

k

δk · RM(k, i) · RM(k, j) (1)

δk = � 1 if RM(k, i) + RM(k, j) ≥ 0 ,
0 if RM(k, i) + RM(k, j) < 0 .

where Rij represents the relevance relationship and the δk

term is engaged to remove the element pair (−1,−1) for the
correlation formula. If Rij is positive, it indicates that im-
age i and image j are relevant otherwise they are irrelevant.
Then for each given image sample, we can find a set of rele-
vant samples and a set of irrelevant samples ranking by their
relationship.

From the above descriptions, we can find that the relevant
samples for each given sample may be with different relation-
ship values, meaning that their relationship is with different
confidence degrees. Typical SVM cannot well explore the
relevance information with different confidence degrees. In
order to utilize the advantages of SVM for solving the rel-
evance feedback problem, we propose a modified support
vector machine called soft label support vector machine in
which the labels of the training data are with different con-
fidence degrees. Before formulating our SLSVM, we first
briefly introduce the SVMs and the advantages for solving
the relevance feedback issues.

3. SUPPORT VECTOR MACHINES
As a state-of-the-art classification technique [3], SVM im-

plements the principle of Structural Risk Minimization (SRM)
based on the Vapnik-Chervonenkis (VC) theory [25, 26, 31].
SVM has very good generalization performance on many
pattern classification problems. We briefly illustrate the ba-
sic theory and algorithm of SVM as follows.

In a general pattern recognition problem, suppose we are
given l observations: (xi, yi) ∈ X × Y, i = 1, · · · , l, where
X ⊆ Rn is the input space and yi ∈ Y is the associated
label given a trusted source. For a binary classification
task, Y = {+1,−1}. It is assumed these data are inde-
pendently drawn and identically distributed (i.i.d.) from
some unknown probability distribution P (x, y). A pattern
recognition task is to learn the mapping xi 7−→ yi with
a learning machine, defined by a set of possible mappings
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x 7−→ f(x, α), where the functions f(x, α) are given by some
adjustable parameters α. A trained machine is obtained by
choosing a set of parameters and the expectation of the test
error for the trained machine is

R(α) = � 1

2
|y − f(x, α)|dP (x, y) (2)

This quantity R(α) is called the expected risk or the risk.
The VC theory provides a risk bound for the expected risk
with respect to the empirical risk on trained data and a VC
confidence interval. The SRM principle followed by SVM
is to choose the learning machine which gives the lowest
upper bound on the risk. We omit the detailed theory and
illustrate the algorithm of SVM below [31].

Let us first begin with the simplest case, i.e. linear SVM
on separable data. Suppose the training data (xi, yi), i =
1, · · · , l, yi ∈ {+1,−1} can be separated by some hyperplane
(“separating hyperplane”) w ·x+b = 0, which separates the
positive from the negative samples. If we denote d+ (d−)
the shortest distance from the separating hyperplane to the
closest positive (negative) sample, “margin” of a separat-
ing hyperplane can be defined as d+ + d−. The strategy of
SVM algorithm is to look for the optimal separating hyper-
plane with largest margin. It is evident that a separating
hyperplane satisfies the constraints

yi(xi · w + b) ≥ 1 , i = 1, · · · , l . (3)

Hence, the SVM algorithm is to find the optimal hyperplane
by maximizing the margin d++d− = 2/‖w‖, i.e. minimizing
‖w‖2, subject to the constraints in Eq. 3.

For nonseparable data, nonlinear SVM with soft-margin
separating hyperplane is suggested [31]. The input vectors
are first mapped into a high-dimensional feature space H
with a nonlinear mapping Φ : Rn 7−→ F . Normally, a kernel
function K is engaged to compute the dot products in F
such that K(xi,xj) = Φ(xi)·Φ(xj). The optimal separating
hyperplane in the feature space can be obtained by solving
the constrained optimization problem below

min
w,b,ξ,ρ

1

2
‖w‖2 − νρ +

1

l

�
i

ξi (4)

subject to yi((Φ(xi) · w) + b) ≥ ρ − ξi (5)

ρ ≥ 0 , ξi ≥ 0 , i = 1, . . . , l .

Here, the parameter 0 ≤ ν ≤ 1 is used to control the fraction
of SVs and margin errors, and the positive slack variable ξi is
introduced for counting the error in nonseparable cases [25].
From the above formulation, we can see that the training
samples are treated fairly to impact the decision boundary.

4. LOG-BASED RELEVANCE FEEDBACK
USING SLSVM

4.1 Soft Label Support Vector Machine
Regular SVM techniques assume that the labels of the

data are from a trusted source. However, when some labels
of data are incorrect, they may hardly impact on the pre-
dicted decision. In order to reduce the risk arising from the
unconfident data, we incorporate the label confidence degree
of data in the regular SVM formulation and suggest the Soft
Label SVM as follows.

Let us consider the training data associated with labels
of different confidence degrees (xi, si) ∈ X × S, i = 1, · · · , l.

Here, S = [−1, +1] and si is the soft label of the training
data to indicate the degree of relevance or irrelevance be-
longing to the labelled class. Given a soft label set S, the
corresponding “hard label” set Y can be obtained by apply-
ing a sign function on S

Y = sign(S) = {+1,−1} . (6)

We modify the objective function in Eq. 4 as

min
w,b,ξ,ρ

1

2
‖w‖2 − νρ +

1

l

�
i

yisiξi (7)

subject to yi((Φ(xi) · w) + b) ≥ yisiρ − ξi ,

ρ ≥ 0 , ξi ≥ 0 , i = 1, . . . , l .

From this objective function, we can see the margin error
ξi will be larger if it was constrained with a smaller label
value si when facing a non-separable case. If the label value
is larger, the allowed margin error should be smaller when
facing a non-separable case. Let us introduce Lagrange Mul-
tiplier technique to derive the dual problem

L(w, ξ, b, ρ, α, β, δ) =
1

2
‖w‖2 − νρ +

1

l

�
i

yisiξi

−
�

i

(αi(yi(Φ(xi) · w + b) − yisiρ + ξi) − βiξi) − δρ . (8)

Then, we take the partial derivative of L with respect to w,
ξi, b and ρ, respectively.

∂L

∂w
= w −

l�
i=1

αiyiΦ(xi) = 0 ⇒ w =

l�
i=1

αiyiΦ(xi) ;

∂L

∂ξi

= yisi
1

l
− αi − βi = 0 ⇒ 0 ≤ αi ≤ yisi

1

l
;

∂L

∂b
= −

l�
i=1

αiyi = 0 ⇒

l�
i=1

αiyi = 0 ;

∂L

∂ρ
= −ν +

l�
i=1

αiyisi − δ = 0 ⇒
l�

i=1

αiyisi − δ = ν .

The dual of the primal optimization problem is turned into

min
α

1

2

�
i,j

αiαjyiyjK(xi,xj)

subject to
�

i

αiyi = 0 , (9)

0 ≤ αi ≤ yisi

1

l
, i = 1, . . . , l , (10)�

i

αiyisi ≥ ν . (11)

Then, the decision function can be derived as the form below

f(x) = sign(
�

i

αiyiK(x,xi) + b) . (12)

From the dual optimization function above, we can find the
important difference compared with the regular SVM. In the
regular SVM, the constraint of the dual variables αi is

0 ≤ αi ≤
1

l
, (13)

while in the Soft Label SVM, the constraint becomes

0 ≤ αi ≤ yisi
1

l
. (14)
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This indicates the Support Vector (SV) with a large label
will have a larger impact on the decision boundary than the
SV with a smaller label. Hence, the probability of misclas-
sification on the future data will be reduced.

4.2 LRF Algorithm by SLSVM
Implementation of LRF algorithm with SLSVM is similar

to building a relevance feedback algorithm using SVM. The
difference is that the labels of training samples in SLSVM
are associated with different confidence degrees. The key
step for constructing the LRF algorithm is the training sam-
ple selection problem. When a user begins a query session,
the CBIR system first returns top N samples to the user
as the initial query results by a given query sample. The
user then specify the relevance of the N initial samples in
which N+ samples are marked as “positive” and N− samples
are “negative”. Normally, there are few positive samples in
the initial retrieval and insufficient training samples will de-
grade the performance of relevance feedback algorithms. To
attack the problem, we can solicit the help from the users’
feedback logs in the CBIR system.

In order to look for more training samples, we employ the
N+ initial positive samples as the seeds. For each positive
seed (e.g. the ith image), we can compute the relationship
value Rij between this seed (the ith image) and each image
sample j in the database according to Eq. 1. Then, the soft
label value si

j of each image j with respect to the positive
seed i can be obtained by normalizing the relationship value
as follows

si
j = �� � Rij/maxj Rij if Rij > 0 ,

−Rij/minj Rij if Rij < 0 ,
0 if Rij = 0 .

(15)

By considering the N+ positive seeds, we can calculate a
final soft label pair for each image sample j of the database
(s+

j , s−j ) = (maxi si
j , mini si

j). Based on the soft label pairs,

we can choose N ′

+ additive positive training samples through
ranking images with s+

j and choose N ′

− additive negative

training samples by ranking them with s−j . Here, we con-

strain with N++N ′

+ = N−+N ′

− to avoid imbalanced dataset
issues.

Based on the above selection strategy, we can collect (N++
N ′

+) positive training sample and (N−+N ′

−
) negative train-

ing samples, each of them is associated with a soft label for
representing the confidence degree. Obviously, the soft la-
bels of the initial positive sample and negative should be
+1 and −1 respectively. Hence, these training samples are
engaged to train an SLSVM classifier. With the trained
SLSVM classifier, we can construct its evaluation function
for the LRF algorithm according to the decision function in
Eq. 12. Therefore, the images in the dataset can be eval-
uated and ranked by the constructed evaluation function
which is similar to a regular SVM algorithm [11].

5. EXPERIMENTAL RESULTS

5.1 Datasets
To perform empirical evaluation of our proposed algo-

rithm, we choose the real-world images from the COREL
image CDs. There are two sets of data collected in our ex-
periments: 20-Category (20-Cat) and 50-Category (50-Cat).
The 20-Cat dataset contains 20 categories and the 50-Cat

one contains 50 categories. Each category in the datasets
consists exactly 100 images selected from the COREL image
CDs. The categories are with different semantic meanings,
such as antique,antelope,aviation, balloon, botany, butterfly,
car, cat, dog, firework, horse and lizard, etc. The motiva-
tion to select the semantic categories are explained in two
aspects. First, it can evaluate whether the approach can
retrieve the relevant images not only visually relevant but
also with similar semantic meaning. Second, the approach
can help us evaluate the performance automatically, which
can reduce the subjective errors in manual evaluations by
different people.

5.2 Image Representation
Image representation is an important step to evaluate rele-

vance feedback algorithms in CBIR. Three different features
are chosen in our experiments to represent the images: color,
edge and texture.

Color feature is widely adopted in CBIR for its simplifi-
cation and effectiveness. The color feature engaged in our
experiments is color moment since it is closer to human per-
ception naturally, and many previous research studies have
showed the effectiveness of color moment applied in CBIR.
For the employed color moment, we extract 3 moments:
color mean, color variance and color skewness in each color
channel (H, S, and V), respectively. Thus, 9-dimension color
moment is adopted as the color feature in our experiments.

Edge feature could be very effective in CBIR when the
contour lines of images are evident. The edge feature in our
experiments is edge direction histogram [14]. The images
in the datasets are first translated to gray images. Then
Canny edge detector is applied to obtain the edge images.
From the edge images, the edge direction histogram can then
computed. The edge direction histogram is quantized into
18 bins of 20 degree each, hence an 18-dimension edge di-
rection histogram is employed to represent the edge feature.

Texture feature is proved as an important cue for image
retrieval. A variety of texture analysis methods have been
studied in the past years. In our experiments, we employ the
wavelet-based texture technique [28, 18]. The original color
images are transformed to gray images. Then we perform
the Discrete Wavelet Transformation (DWT) on the gray
images employing a Daubechies-4 wavelet filter [28]. Each
wavelet decomposition on a gray 2D-image results in four
subimages with a 0.5 ∗ 0.5 scaled-down image of the input
image and the wavelets in three orientations: horizontal,
vertical and diagonal. The scaled-down image is fed into
the DWT operation to produce the next four subimages.
In total, we perform 3-level decompositions and obtain 10
subimages in different scales and orientations. One of the
10 subimages is a subsampled average image of the original
image which is discarded since it contains less useful tex-
ture information. For other 9 subimages, we compute the
entropy of each subimage respectively. Therefore, we obtain
a 9-dimention wavelet-based texture feature to describe the
texture information for each image.

5.3 Experimental Setup
In order to evaluate the log-based relevance feedback al-

gorithm, we have developed a CBIR system with relevance
feedback mechanism [9, 10]. The collection of user logs is
an important work for empirical evaluations of our proposed
technique. In our experiments, we solicit 10 researchers to
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Figure 1: Average precision for the compared algorithms on two datasets

serve as the users for helping evaluate our developed CBIR
system and create the log information. The users are re-
quested to perform the query-by-example (QBE) execution
on the CBIR system and provide feedback on the retrieval
results.

For the purpose of evaluation, we denote a log session
(LS) as a basic log unit. Each log session is corresponding
to a user’s QBE execution and feedback, in which 20 images
are reviewed by the user in such a log session. In order to
cover the logs over the database, for each QBE execution of
the user, a query sample is randomly seeded from the image
database to serve as the query concept. Given the randomly
seeded sample, the CBIR system returns top 20 ranking im-
ages by employing the Euclidean distance measure on the
image database. For the 20 returned images, the user gives
feedback information (positive or negative) on the images
by judging whether they are relevant to the desired query
concept. The feedback information is logged as a log session
accumulated in a log database. Although the users may give
noisy information to the logs, we assume the noise in the log
information collected from the users is small. We will also
evaluate the performance of noisy logs by injecting further
noise into the collected logs.

In our experiments, each user is solicited to perform 10
times of QBE execution and feedback, hence we collect 100
log sessions from 10 users in total. At the first sight, some-
one may say the number of log sessions is not large enough
to evaluate the performance. However, for 100 log sessions,
the users actually need to review 2000 images. Compared
with our two testing datasets ( a dataset with 2000 images
and another dataset with 5000 images), the collected 100 log
sessions is enough for evaluating the performance. We can
collect more logs in real-world CBIR applications; nonethe-
less, we hope to evaluate whether our proposed technique
can work well even with limited log sessions.

5.4 Performance Comparison
The major performance measure metric employed in our

experiments is based on the Average Precision, which is de-
fined as the average ratio of the number of relevant images

of the returned images over the number of total returned
images. In our experiments, we compared our proposed
log-based relevance feedback algorithm using SLSVM (LRF-
SLSVM) over the traditional methods.

The traditional Relevance feedback method for our com-
parison is the query expansion technique (RF-QEX). As
stated before, query expansion is considered as a multiple-
instance sampling technique widely used for relevance feed-
back in information retrieval. We here briefly describe its
implementation for CBIR in our experiments similar to the
approach in [30]. To return the next round images in rel-
evance feedback, we retrieve the images by looking for 5
nearest-neighboring images around the query sample by em-
ploying the Euclidean distance measure. After finding the
5 nearest samples, we recursively look for 5 nearest samples
around the finding samples. In total, 20 images are returned
to the user in each round. Although the QEX technique is
simple yet effective for relevance feedback applications, it
may not be the best choice for relevance feedback in CBIR
applications for learning in a high dimensional feature space
since it is simply based on the Euclidean distance measure.

We also extend the traditional query expansion to the
log-based version called the log-based relevance feedback by
query expansion (LRF-QEX). Similar to the approach of
previous QEX approach, 5 nearest-neighborhood samples
are retrieved recursively. However, we incorporate the log
information to weight the distance measure. From Eq. 1,
we compute the relationship values between the query sam-
ple and the samples in the database. Similar to the soft
label strategy, we employ the result in Eq. 15 to weight
the Euclidean distance. If the soft label si

j is positive, it is
obvious that a larger label should correspond to a smaller
distance weight (simply taking 1/si

j). If the images is with

si
j = 0, its distance is weighted with a constant C, such that

1/C = minj{s
i
j |s

i
j > 0}. If the soft label si

j is negative, its

weight is equal to C − si
j .

Besides the query expansion and the log-based query ex-
pansion techniques, we also evaluate the performance of the
traditional SVM-based relevance feedback (RF-SVM) tech-
niques [11, 25]. Several problems for SVM-based relevance
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Figure 2: Average precision of the compared algorithms for different number of log sessions on two datasets.

feedback techniques should be addressed here. The ker-
nel function and different parameter settings may impact
largely on the performance. In order to enable objective
evaluations, we choose a set of same kernel function and pa-
rameters for the traditional SVM-based relevance feedback
and our suggested log-based technique using SLSVM. For
the experiments, we implement the proposed SLSVM algo-
rithm by modifying the regular SVM algorithm based on the
public libsvm library available at [4].

The first case of performance evaluation is to measure the
Average Precision of top k returned images for different ap-
proaches. For each method, we repeat 200-round executions
to evaluate the precision and take the average over the 200
results of precision. For each execution round, we randomly
pick a query sample from the database and then run the
initial query and the LRF algorithms to refine the retrieval
results in which the retrieval precision is computed as the
retrieval performance. For each approach of the relevance
feedback algorithms, the selected 200 evaluation rounds are
identical in order to avoid an unfair comparison for different
approaches.

The first set of experimental results on the 20-Category
dataset is shown on Fig. 1 (a). In this comparison, the re-
trieval performance of the LRF-SLSVM method employing
100 log sessions is measured and evaluated. In the figure,
the “Baseline” result are the average precision of the ini-
tial query by randomly generated query ID. From the fig-
ure, we can see that log-based relevance feedback algorithm
can effectively improve the retrieval precision. With a lower
rate percentage of logs, our LRF-SLSVM scheme can signif-
icantly improve the retrieval performance and outperform
other approaches. For example, with limited 100 log ses-
sions, our proposed algorithm outperform the typical RF-
SVM approach by over 25%. Also our LRF-SLSVM method
surpasses the log-based technique using query expansion by
over 15%.

The second set of experimental results on the 50-Category
dataset is shown on Fig. 1 (b). From the figure, we also
can find the comparison results similar to those of the 20-

Category dataset. Although the difference is slightly re-
duced, our LRF-SLSVM technique still improve over 18%
on the regular RF-SVM method and over 11% on the LRF-
QEX technique.

In order to further evaluate the impact of the number of
log sessions on our proposed algorithm, we evaluate two log-
based relevance feedback algorithms with different number
of log sessions. The experimental results on 20-Category and
50-Category are shown in Fig. 5.3 and Fig. 5.3, respectively.
From these two figures, we can observe that the retrieval per-
formance of log-based relevance feedback will be improved
while the number of log sessions is increased. We also ob-
serve some interesting and surprising results that even with
a very low number of log sessions, i.e., with 20 log sessions,
our proposed method improve over 8% on the typical rele-
vance feedback technique using SVM in 20-Category dataset
and over 5% in 50-Category dataset. However, in real-world
CBIR applications, thousands of log sessions can be avail-
able, hence more promising results for practical applications
of our approach can be expected.

Moreover, we understand noisy logs have important im-
pact on the performance of log-based algorithms. In order
to evaluate our algorithm for noisy logs, we inject about
15% noise into the 100 log sessions. Then, we evaluate the
relevance feedback algorithms employing SVM and SLSVM
with or without noisy logs. From Table 1, we can see that
our SLSVM algorithm is more robust than the regular SVM
algorithm although it also suffers from the noisy logs.

Finally, we also notice that the kernel plays an important
role for the SLSVM training. In order to evaluate the im-
pact of kernels in our proposed algorithm, we conduct exper-
iments to compare the performance between several popu-
lar kernels: Linear kernel (Linear), Polynomial (Polynomial-
2: Degree 2 Polynomial and Polynomial-4: Degree 4 Poly-
nomial), Radial Basis Function (RBF) and Sigmoid kernel
(Sigmoid). In these experiments, parameters for each indi-
vidual kernel are determined by a validation set (40 runs)
and are tested with 160 rounds of executions of each one.
From the experimental results shown in Table 2, we can ob-
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Table 1: Retrieval performance of proposed algorithms on noisy logs

20-Category 50-Category
Methods Top 20 Top 50 Top 100 Top 20 Top 50 Top 100
Baseline 0.405 ± 0.019 0.301 ± 0.015 0.235 ± 0.012 0.350 ± 0.018 0.256 ± 0.014 0.194 ± 0.010
SVM without logs 0.554 ± 0.021 0.427 ± 0.018 0.315 ± 0.014 0.476 ± 0.021 0.342 ± 0.016 0.250 ± 0.012
SVM with logs 0.608 ± 0.021 0.413 ± 0.017 0.295 ± 0.014 0.512 ± 0.021 0.330 ± 0.016 0.222 ± 0.011
SLSVM with logs 0.653 ± 0.021 0.448 ± 0.018 0.317 ± 0.014 0.543 ± 0.021 0.356 ± 0.017 0.242 ± 0.012

Table 2: Retrieval performance of different kernels on the 20-Cat and 50-Cat datasets

20-Category 50-Category
Kernels TOP 20 TOP 50 TOP 100 TOP 20 TOP 50 TOP 100
Linear 0.573 ± 0.026 0.379 ± 0.020 0.253 ± 0.014 0.370 ± 0.023 0.208 ± 0.014 0.126 ± 0.009
Polynomial-2 0.604 ± 0.025 0.387 ± 0.020 0.257 ± 0.014 0.381 ± 0.022 0.210 ± 0.014 0.130 ± 0.009
Polynomial-4 0.612 ± 0.025 0.397 ± 0.020 0.262 ± 0.014 0.383 ± 0.023 0.212 ± 0.014 0.133 ± 0.010
RBF 0.700 ± 0.022 0.483 ± 0.019 0.334 ± 0.014 0.574 ± 0.022 0.388 ± 0.018 0.267 ± 0.013
Sigmoid 0.597 ± 0.025 0.359 ± 0.020 0.224 ± 0.014 0.422 ± 0.022 0.212 ± 0.014 0.120 ± 0.009

serve that the RBF kernel obviously outperforms others in
all cases, which shows that RBF kernel is more suitable to
learn the feature space in our problem. The performance of
the Sigmoid kernel is similar to the Polynomial kernels in
which the Degree-4 Polynomial is slightly better than the
Degree-2 Polynomial one. The remaining Linear kernel ob-
tains the worst performance in most cases.

6. DISCUSSIONS
In the experiments, we have evaluated the retrieval per-

formance of our proposed log-based relevance feedback al-
gorithm over the traditional approaches. Although we have
shown the effectiveness of our proposed methods, some fur-
ther work can be extended in the future.

First, dimension of the logs should be considered when
the number of collected log sessions are very large. Thus,
we may need to study some dimension reduction techniques
for investigation in the future work. From some previous
study on this problem, singular value decomposition (SVD)
is regarded as a popular technique for the dimension reduc-
tion [8]. We could incorporate the method to our proposed
scheme in the future work.

Second, we understand the noisy logs should be well con-
sidered in real-world CBIR applications and how to filter the
noise from the logs is an important future work. Some previ-
ous work showed that incorporating the SVD technique can
help reduce the impact of noise [8]. Also, it is encouraged to
study more advanced filtering techniques for removing the
noise from the logs.

Furthermore, when dimension of the log sessions and num-
ber of images in datasets are very large, complexity of our
proposed algorithm should be addressed and the efficiency of
our proposed algorithm may be reduced. Thus, we have to
study the efficiency problem and solve it with more sophis-
ticated technique for speeding up the retrieval task. More-
over, we need to enlarge our database and conduct more
sophisticated evaluations on varied cases. Nevertheless, our
current experimental results produce enough evidences in
demonstrating the effectiveness of our proposed algorithm.

7. CONCLUSIONS
In this paper, we suggest to study the users’ feedback logs

for improving the relevance feedback algorithms. We pro-

pose a novel scheme for log-based relevance feedback learn-
ing in CBIR using modified SVM techniques. Contributions
of our work can be summarized as follows:

First, we propose and formulate a modified support vector
machine called soft label support vector machine for solving
the log-based relevance feedback task in CBIR. The pro-
posed technique is generic and may also be applied to other
fields.

Second, we conduct detailed empirical evaluations in our
experiments, in which we study the users’ feedback logs and
show how our approaches improve the retrieval performance
of relevance feedback in CBIR. From the experimental re-
sults, we show that the log-based relevance feedback em-
ploying SLSVM is promising and effective in CBIR.

Finally, we discuss several important problems for formu-
lating the log-based relevance feedback algorithms. We show
that the noisy logs problem will degrade the performance of
log-based algorithms and should be considered in real-world
applications. We also indicate that kernel function plays
an important role on the performance of our proposed al-
gorithm, in which we show that the RBF kernel is more
effective than other kernels.
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