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Abstract. In this paper, we propose a heterogeneous committee ma-
chine for face processing including face detection and recognition. Our
proposed system consists of two components, Face Detection Committee
Machine (FDCM) and Face Recognition Committee Machine (FRCM),
which employs three and five well-known state-of-the-art approaches re-
spectively. We engage different methodologies to solve the face detection
and face recognition problems. We provide a rigorous architecture set-up
and experimentation protocol to demonstrate the improved performance
of FDCM and FRCM over the individual experts.

1 Introduction

In recent years, the committee machine, an ensemble of estimators, has proven
to give more accurate results than the use of a single predictor. The basic idea
is to train a committee of estimators and combine the individual predictions to
achieve improved generalization performance. Different approaches are proposed
by researchers within the last ten years such as ensemble averaging, bagging,
gating network and hierarchical mixtures of experts [1]. Recently, researchers
have applied the committee machine in face processing, Gutta et al. used an
ensemble of Radial Basis Function (RBF) network and decision tree in the face
processing problem [2]. Huang et al. formulated an ensemble of neural networks
for pose invariant face recognition [3].

Previous researchers applied homogeneous experts (neural networks or RBF)
trained by different training data sets to arrive at a union decision. However,
no one has yet focused on heterogeneous experts on face detection and recogni-
tion problems in the current status. We propose the engagement of committee
machine with heterogeneous experts in this paper. This is the first effort to em-
ploy different state-of-the-art algorithms as heterogeneous experts on committee
machines in face detection and recognition. We include neural networks (NN),
Sparse Network of Winnows (SNoW) algorithm, and SVM in face detection to
validate any possible face images. In face recognition, we investigate Eigenface,
Fisherface, EGM, SVM and NN to classify a face image. All the algorithms
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Fig. 1. The system architecture

used are well-known in the field. The results based on the committee machine
approach are satisfactory.

2 Background

Within these few years, numerous face detection and recognition methods were
proposed by researchers. Turk and Pentland applied Principal Component Anal-
ysis (PCA) to face detection [4]. In [5], Rowley et al. used neural networks to
learn face and non-face patterns for face detection. Support Vector Machine
(SVM) was studied by [6] and demonstrated for the success in detecting frontal
faces. Roth et al. proposed Sparse Network of Winnows algorithm [7], which
applied the primitive feature space for the learning process. Among the face
recognition methods, Eigenface [8] is the most popular one due to its effective-
ness. It made use of PCA to find a feature space for projection of face images. A
similar approach, Fisherface [9], was proposed later which makes use of Fisher’s
Linear Discriminant (FLD) instead of PCA. Apart from template matching ap-
proaches, Elastic Graph Matching (EGM) [10] was proposed to take into account
the human facial features by extracting the features with Gabor wavelet trans-
form. Recently, SVM [11] has gained a wider acceptance in face recognition and
were proven with impressive result.

3 A face processing system

We propose a face processing system consisting of three main modules: 1) Pre-
processing, 2) Face Detection and 3) Face Recognition. The system archi-
tecture is shown in Fig. 1. We employ the color model to reduce the search space
for face finding in the Face Detection module. The detected face is then passed
to the Face Recognition module for further recognition.
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Fig. 2. The image for (a) original image, (b) binary skin mask, (¢) binary skin mask
after morphological operation and (d) face candidates are found
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Fig. 3. The distribution of confident value of the training data from (a) NN, (b) SNoW
and (c) SVM

3.1 Pre-processing

Firstly, image data from the capture device or video file are transformed from
RGB color model to YCrCb color model. In many studies, human skin color is
not a uniform distribution around the whole color space. Most of human skin
tone can be represented by an elliptical equation in the YCrCb color space
[12]. We use the ellipse color model to locate all the flesh color to form a binary
mask. Morphological operation is then applied to the binary mask to form a new
binary mask. This step can reduce noisy components especially when taking
image data from the web camera. The skin segmentation is performed to the
image by applying the new binary mask to find out face candidates regions from
the image. The pre-processing steps are shown in Fig. 2. This module uses the
color information to reduce the search space for finding face candidates. New
face candidate regions will be passed into the FDCM.

3.2 Face Detection Committee Machine (FDCM)

The FDCM works according to the confidence value T; of each expert i. However,
the confidence value Tj; from each of the experts cannot be used directly. Figure
3 shows that the distribution of the confidence value of each expert varies in
a large range. Thus, we need to normalize the value T; by using the statistical
information obtained from the training data:

a; = (T; — ps) /o4, (1)



where T; is the confidence value from expert 4, p; is the mean value of training
face pattern data from expert ¢, and o; is the standard derivation of training
data from expert .

One of the reasons why we need to normalize the confidence value is that
they are not a uniform function. Another reason is that not all the experts have
a fixed range of confidence value e.g., [-1,1] or [0,1]. Using statistical approach
to model the problem, the information of confidence value from experts can be
preserved. The output value of the committee machine can then be calculated
using equation:

ﬂszi*(ai—i—Ui*éi), (2)

where §; is the criteria factor for expert ¢ and w; is the weight of the expert i.
The data is classified as face when the value of 3 is larger than 0 and non-face
pattern when the value is smaller than or equal to 0.

3.3 Face Recognition Committee Machine (FRCM)

Our proposed FRCM adopts the static structure with five well-known experts.
As shown in Fig. 1, input image is sent into the five experts for recognition.
Apart from using result of each expert, we introduce the use of confidence as a
weighted vote for the voting machine to avoid low confidence result of individual
expert from affecting the final result. Due to different nature of the experts, we
adopt different approaches to find the results and the associated confidence.

— Eigenface, Fisherface and EGM: We employ K nearest-neighbor classi-
fiers, where five nearest training set images with the test image are chosen.
The final result for expert ¢ is defined as the class j with the highest votes
v in J classes among the five results:

r; = arg max(v(j)), (3)
J
where its confidence is defined as the number of votes of the result class
divided by K, i.e.,
v(r;)

— SVM: As SVM was originally developed for two-class classification, multi-
class classification can be extended by using ” one-against-one” approach. To
recognize a test image in J different classes, ;Cs (i.e., %) SVMs are
constructed. The image is tested against each SVM and the class j with
the highest votes in all SVMs is selected as the recognition result r(7). The
confidence is defined like Equation 4 with J — 1 (the maximum number of
votes a class) instead of K.

— NN: We choose a binary vector of size J for the target representation. The
target class is set to one and the others are set to zero. The class j with
output value closest to 1 is chosen as the result and the output value is

chosen as the confidence.




Table 3. Experimetal results on images
Table 1. CBCL face database from the CBCL testing set

[ [Training Set[Testing Set)|

False Alarm Rate |

[Face Pattern [ 2429 [ 472 | _ |
[Non-face Pattern]| 1548 | 33573 | [Detection Rate] NN [SNoW ]| SVM [FDCM|
Table 2. CBCL results 10% 0.56% | 0.41% | 0.05% [ 0.02%
20% 1.37% | 1.00% | 0.16% | 0.07%
[ [True Positive[False Positive| 30% 2.54% | 1.67% [ 0.44% | 0.14%
0% I11% | 2.02% | 0.83% | 0.41%
NN 71.4% 15.2% 50% 6.32% | 4.01% | 1.60% | 0.77%
SNoW 71.6% 15.1% 60% 9.47% | 8.47% | 3.07% | 1.41%
Ps,‘lglgM Si‘ia fi”i@ 70% 13.80% | 14.67% | 5.98% | 3.90%
. . 80% 26.97%|27.62%|12.32%] 7.79%
90% 38.95% [ 49.26% | 28.60% | 22.92%

The weights w in FRCM are evaluated in our testing for different algorithms un-
der ORL and Yale face database (shown in Table 4 and Table 7 respectively). We
take the average accuracy for the algorithms from prior cross validation experi-
ments and normalize them with weights by an exponential mapping function:

_ exp(a;) 5
ST explar) ®)

where a; is the average accuracy of expert i. The use of weights in the voting
machine further reduces the chance for an expert who performs poorly on average
from affecting the ensemble result even if it has high confidence on the result.
The voting machine assembles the results by calculating the score s of each class

as follows: .

Sj:Zwi*Ci,VjGT‘i. (6)
i=1
We define the score in such a way that only experts with high performance on
average and high confidence on the result would take the most significant score
in the final decision.

4 Experimental Results

4.1 FDCM

We applied the CBCL face database from MIT for training and testing each of
the expert systems to control the condition. Table 1 shows some data for the
CBCL face database. The outputs from each single approach are determined by
a threshold. When the threshold increases, the detection rate and the number
of false detection will increase at the same time. For the FDCM, output value is
calculated based on the experts’ confidence values. When we change the value
of criteria factor d;, the sensitivity of the committee machine will be affected.
Input images classified as face patterns will be increased if we increase the value
of criteria factor §;. This property is shown in Fig. 4.
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Fig. 4. The ROC curves of three different approaches and committee machine

The Receiver Operating Characteristics (ROC) curves are employed to show
the characteristic of each approach. The area under the ROC curve provides
a convenient way to compare classifiers. Table 3 shows the false alarm rate of
each approach under the same detection rate. The false alarm rate of FDCM is
nearly half of the other approach with 80% detection rate. FDCM archives lower
false alarm rate than the other methods with same detection rate. Table 2 lists
the best operating point of each classifier. Our approach obtains the highest true
positive rate while maintaining the lowest false positive rate. By observation, the
statistical model of the committee machine can be engaged in the face detection
problem and can improve the accuracy in classifying face and non-face pattern.

4.2 FRCM

Two sets of experiments are presented to evaluate the performance of FRCM and
the individual algorithms. We adopt leaving-one-out cross validation method for
the experiment to produce a thorough result. Table 6 lists the average running
time for the algorithms and FRCM on the face databases.

The ORL Database of Faces The experiment is performed on the ORL face
database (400 images) from AT&T Laboratories in Cambridge. From Table 4,
FRCM (98.8%) achieves improvement in accuracy over the individual algorithms
in the testing. We notice that Fisherface and SVM obtain higher accuracy (over
97%) than the others. This is due to the fact that both Fisherface and SVM
inherit better classification ability in general cases. Table 5 shows the details of
the underlying data in Image Set 1 and 7 to demonstrate how the committee
machine works. We can see the effect of the committee machine in Set 7 that
none of the experts has 100% accuracy but FRCM achieves it.



Table 4. ORL recognition results

[ Set [Eigenface[Fisherface[EGM[ SVM [ NN [FRCM]

1 92.5% 100.0% [90.0%] 95.0% [92.5% | 95.0%
2 85.0% 100.0% [72.5%|100.0%|95.0% [100.0%
3 87.5% 100.0% [85.0%|100.0%|95.0% [100.0%
4 90.0% 97.5% |70.0%[100.0%] 92.5% |100.0%
5 85[.0% 100.0% |82.5%|100.0%]|95.0% |100.0%
6 87.5% 97.5% |70.0%| 97.5% | 92.5% | 97.5%
7 82.5% 95.0% |75.0%]| 95.0% |95.0%|100.0%
8 92.5% 95.0% |80.0%| 97.5% | 90.0% | 97.5%
9 90.0% 100.0% |72.5%| 97.5% |90.0% [100.0%
10 85.0% 97.5% [80.0%| 95.0% |92.5% | 97.5%

Average| 87.5% 98.3% [77.8%| 97.8% |93.0% | 98.8%

Table 5. Result explanation FRCM in Image Set 1 and 7

[ [ [ Recognized Class(Confidence) |
[Set|Tmage|Eigenface[Fisherface] EGM [ SVM [ NN [FRCM |
T[] 0 | 15(0.40) | 0(0.60) [20(0.20)[15(1.00)]23(0.44)[15(0.29)
34 | 14(0.60) | 34(0.80) |28(0.40)|14(1.00)|14(0.63)|14(0.46)
7| 25 | 27(0.40) | 27(1.00) |10(0.20)|25(1.00)]25(0.51)[25(0.32)
34 | 26(0.40) | 18(0.60) |34(0.40)|34(1.00)|34(0.37)|34(0.36)

Yale Face Database The experiment is performed on Yale face database (165
images) from Yale University. From Table 7, FRCM (86.1%) also outperforms
all the individuals on average. The main reason for some non-satisfactory re-
sults (i.e., leftlight and rightlight) is due to the fact that Yale database contains
variations in strong left and right lighting. The accuracy for both leftlight and
rightlight in FRCM is 33.0% only. For algorithms taking the whole image as
input like Eigenface, the accuracy would drop significantly because the lighting
would greatly affect the pixel values. Without the lighting variations, FRCM
achieves 97.8% accuracy, which is comparable to the ORL result (98.8%).

5 Conclusion

In this paper, we present a heterogeneous committee machine based face process-
ing system which can automatically recognize people from camera. We employ
the confidence information on experts’ results and weight function on the FDCM
and FRCM which can reduce the chance for poor result of certain expert from
affecting the ensemble result. The success of the FDCM and FRCM has been
demonstrated on the result of CBCL database, and ORL and Yale database, re-
spectively. In our experiment, FDCM achieves 84.1% for true positive rate and
11.4% for false positive rate, which perform better than other three individual
approaches. FRCM achieves 98.8% accuracy in ORL test and 97.8% accuracy
in Yale test (without lighting variation), which also outperforms other state-of-
the-art algorithms. These results show that the use of committee machine works
in improving the accuracy of face detection and face recognition.



Table 6. Average running time(s)

[ [Eigenface[Fisherface[EGM[SVM[NN[FRCM]
[ORL] 21 [ 15 [163] 6 [14] 27.3 |
[Yale] 09 | 02 | 65 |06 03] 85 |

Table 7. Yale recognition results

[ Set [Eigenface[FisherfacelEGM] SVM [ NN [FRCM]

centerlight] 53.3% 93.3% [66.7%] 86.7% | 73.3% | 93.3%
glasses 80.0% 100.0% [53.3% | 86.7% | 86.7% [100.0%
happy 93.3% 100.0% [80.0% [100.0%| 93.3% [100.0%
leftlight 26.7% 26.7% |33.3%]| 26.7% | 26.7% | 83.3%
noglasses | 100.0% 100.0% [80.0% [100.0%[100.0%[100.0%
normal 86.7% 100.0% |86.7% [100.0%| 93.3% [100.0%
rightlight | 26.7% 40.0% [40.0%| 13.3% | 26.7% | 33.3%
sad 86.7% 93.3% [93.3% [100.0%]| 93.3% [100.0%
sleepy 86.7% 100.0% |73.3% |100.0%|100.0%|100.0%
surprised | 86.7% 66.7% 33.3% | 73.3% | 66.7% [86.67%
wink 100.0% 100.0% [66.7% | 93.3% | 93.3% [100.0%
Average 75.2% 83.6% [64.2%] 80.0% | 77.6% | 86.1%
No Light| 85.9% 94.8% |70.4% | 93.3% | 88.9% | 97.8%
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