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Abstract

Recent advances in neural architecture search inspire many channel number search
algorithms (CNS) for convolutional neural networks. To improve searching ef-
ficiency, parameter sharing is widely applied, which reuses parameters among
different channel configurations. Nevertheless, it is unclear how parameter sharing
affects the searching process. In this paper, we aim at providing a better under-
standing and exploitation of parameter sharing for CNS. Specifically, we propose
affine parameter sharing (APS) as a general formulation to unify and quantitatively
analyze existing channel search algorithms. It is found that with parameter sharing,
weight updates of one architecture can simultaneously benefit other candidates.
However, it also results in less confidence in choosing good architectures. We
thus propose a new strategy of parameter sharing towards a better balance between
training efficiency and architecture discrimination. Extensive analysis and experi-
ments demonstrate the superiority of the proposed strategy in channel configuration
against many state-of-the-art counterparts on benchmark datasets.

1 Introduction

Convolutional neural networks (CNNs) have achieved great success in various areas, but substantial
computational overhead limits their applications on resource-constrained platforms, e.g. mobile de-
vices. To design light-weighted CNNs, neural architecture search (NAS) has been broadly adopted for
channel number search (CNS) in CNNs [21416]. As NAS generally consumes extensive computation
resources [39} [12], parameter sharing [[25] is widely applied to improve the searching efficiency.

In the context of CNS, parameter sharing refers to reusing convolutional kernels of multiple network
architectures. While this is intuitively believed to accelerate network training during searching [37, 6],
no analysis is conducted to study its underlying mechanism. Existing parameter sharing methods
largely rely on hand-crafted heuristics. For instance, as shown in Figure[I, ordinal selection takes
channels ordinally from a shared super kernel to construct different candidates of that convolutional
layer [6, 137,131} 128118 129]]. Independent selection, as another common practice, instantiates different
candidates of a layer as distinct trainable variables [7, [18} [24]. Though these heuristics are widely
applied, it is still not well understood how parameter sharing benefits the searching process, and
what the potential drawback is.
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In this paper, we formally investigate these ques- Ordinal selection Independent selection

tions. We first establish affine parameter shar-  kernelsize,~

ing (APS), which unifies previous heuristics as ?f @
applying different affine transformations on net- max ‘

work parameters. The unified formulation facilitates input

quantitative analysis of the effect of parameter shar- ~ channels
ing. We thus define a metric to measure how much
parameters are shared (a.k.a. sharing level), which
is based on the cross-covariance matrix between dif-
ferent candidate kernels in APS. It is theoretically
found that previous heuristics of ordinal sharing and independent sharing attain the maximum and
minimum of the defined metric respectively. We show that a higher level of sharing accelerates the
searching process (i.e. faster accuracy rise) by better aligning the gradients of different candidates.
However, this also results in coupled optimization among different candidates, making architectures
less discriminative. On the contrary, a lower level of sharing can better distinguish architectures
but requires more iterations for searching. Therefore it remains a trade-off between the searching
efficiency and architecture discrimination. Towards a better balance between the two aspects, we
propose a transitionary strategy for APS. Specifically, the sharing level is initialized at maximum such
that network parameters can be rapidly optimized in the early stage. Then it is gradually annealed
during the searching process such that good architectures can be better distinguished.

max output channels selected channels

Figure 1: Previous parameter sharing heuristics.

We conduct extensive experiments to study the effects of parameter sharing on channel number search.
Besides, the transitionary sharing strategy is shown to achieve a better balance between efficient
searching and architecture discrimination. Experimental results on both CIFAR-10 and ImageNet
datasets show that our approach outperforms a number of competitive counterparts.

In summary, the contributions of this paper are threefolds:

* We establish affine parameter sharing (APS) as a versatile framework to unify previous
hand-crafted parameter sharing heuristics in channel number search (CNS) problems.

* We define a metric to quantitatively measure the level of parameter sharing in the proposed
framework, and analyze its effect on CNS algorithms.

* Based on the analysis, we propose transitionary APS, a new parameter sharing strategy
that balances searching efficiency and architecture discrimination. Extensive experiments
demonstrate the superiority of transitionary APS against previous methods.

2 Preliminaries

2.1 Problem Setup

Channel number search (CNS) refers to the problem of finding the optimal channel numbers of con-
volutional neural networks within the computational overhead constraint. Prevalent CNS algorithms
adopt a controller 7 () parameterized by 6 for architecture selection, as well as a super-net containing
all possible architectures parameterized by w. For a L-layer neural network, layerwise channel
number decisions are sampled from 7(0), i.e. a = [a1,...,ar] ~ 7(0), where a; € A= {1,2,..., A},
and A represents the index set of channel number choices C = {¢1, ¢a, ..., ¢4 }. Here we formulate
CNS based on reinforcement learning (RL) [23, 30] and take 7(6) as an LSTM controller, while
other NAS approaches such as gradient-based formulation [20, 6] can be similarly established. Given
channel decision a and its associated parameter w(a), we seek to maximize the expectation of reward
function R(a, w* (a)) (e.g. the accuracy on the validation set) as follows:

mgmxIEaNmR(a,w*(a)), s.t. w*(a) = argmin £(a, w(a)) and B(w(a)) < B, (1)

w(a)

where £ (a,w(a)) is the training objective such as cross-entropy, B(w(a)) is the network budget
function (e.g. FLOPs) and B is the budget constraint. The controller 7(#) is updated with policy
gradient [34]]. As searching with explicit constraint is infeasible, one can adopt the objective developed
in [30] and penalize computation-intensive models softly in the reward function.
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(a) The overall framework of APS. (b) Parameter sharing heuristics under APS.

Figure 2: (a) The overall framework of the proposed affine parameter sharing (APS) for CNS. We
take A = {1, 2} for illustration; (b) A 2-dimensional illustration of affine parameter sharing with
ordinal selection (up) and independent selection (down). The candidate kernel is constructed by
transforming the meta-weights into proper shapes with two transformation matrices.

2.2 Parameter Sharing for CNS

Equation|[I]forms a typical bi-level optimization problem. To avoid training the associated parameter
w(a) to exact convergence before evaluating the architecture, parameter sharing [25]] is widely applied
in various efficient CNS algorithms. Below we summarize two commonly used sharing heuristics in
CNS, which is outlined in Figure

Ordinal Selection [6] 37, [31] 28] [8]] maintains a super kernel with a sufficiently large width for
each layer. For layer [, parameters of different decisions a; are obtained by ordinally selecting the
top cq, channels from that kernel. Thus channels with lower indices are multiplexed across different
width decisions.

Independent Selection  [7, 18, 24] instantiates independent convolutional kernels for each can-
didate a; € A in layer [. It is assumed that different channel configurations should be treated
individually. Channels of different candidates are non-multiplexed in independent selection scheme.

3 Methodology

To investigate the role of parameter sharing for CNS, we first establish affine parameter sharing (APS),
a general framework that unifies previous heuristics. Within APS, we quantitatively evaluate the
level of parameter sharing, and demonstrate how it affects the searching dynamics. Based on our
findings, we propose transitionary APS, a new strategy that dynamically adjusts the trade-off between
efficient training and architecture discrimination. In the following discussion, we follow the standard
notations: For a matrix A € R™*", a, € R™ is the z-th column; and a; ,, is the (z, y)-th element
of A. || - || refers to the Frobenius norm, and || - ||2 is the l2-norm. We denote the range of a matrix
A e R™™asR(A) = {Ax|x € R"}.

3.1 Affine Parameter Sharing

To facilitate the analysis of parameter sharing, a first step is to unify previous parameter sharing
heuristics. Towards that end, we propose affine parameter sharing (APS), a general framework
that allows flexible parameter sharing. Specifically, for each convolutional layer we maintain a
meta-weight W € Re*¢*kXk aq the shared parameter pool for all candidates, where ¢, k are the
number of filters and kernel size respectively. To transform W to different sizes, we keep two sets
of transformation matrices P = {P!, .., P4} and Q@ = {Q!, ..., Q"*}, where P*, Q% € R**

(c > ¢,) are designed to be semi-orthogonal [’|such that the distinctiveness in c,-dimensional space is

3A e R s semi-orthogonal if ATA =1, form > n.



maximally preserved. Given decisions on input and output width 7, 0 € A, the candidate parameter
Wie ¢ Reixcoxkxk can be obtained by affine transformation as:

W = (Q) T x2 W x1 P, )

where x4 denotes mode d multiplication [16], i.e, the matrix multiplication along the d-th dimension.
The scheme of affine parameter sharing is visualized in Figure [2(a).

Remark APS can be easily reduced to previous parameter sharing heuristics with different P
and Q. Suppose {e;}{_; are standard basis in R°. For Vo,i € A, APS is reduced to ordinal
selection [6] 211 [37, 311 28| 8] by choosing P° = [e1,...,e.,] and Q' = [eq,...,e.]. On the
other hand, by taking disjoint sets of {e; }521 in P° or Q’, APS is equivalent to independent
selection [7, 18, [24]. A 2-dimensional illustration is presented in Figure 2(b)L

3.2 Quantitative Measurement

Given the formulation of APS, we are able to quantitatively measure the level of parameter sharing.
For notation simplicity, we treat meta weight W € R¢*¢ as 2-D matrix and perform matrix
multiplication.

Definition 3.1. Assuming each element of meta weight WV follows the standard normal distribution,

the level of affine parameter sharing of two candidate decisions (i,0) and (i, 0) is defined as the

Frobenius norm of cross-covariance matrix'| between candidate parameters W° and W, i.e.
. T o~ i s 2

@(i,0;1,0) = H COV(W“’,W“O) HF

In other words, the sharing level can be quantitatively reflected by the squared sum of pairwise
correlations of two candidate parameters. A large sharing level indicates high coupling between two
candidates and vice versa. Taking the entire search space C into consideration, we are interested in the
overall level of parameter sharing ® = 3. =3~ _. (i, 0;1,6), as well as its maximal and minimal
conditions. Without loss of generality, assu?ning ¢ < c; for i < j, we have the following theorem:

Theorem 3.1. For Vi < i and Yo < 6, the overall level ® of APS is maximized if R(Qi) C R(Q;)
and R(PO) C R(P5) . @ is minimized lfR(Q’) CR* (Ql) and R(P") CR*: (Pa).

The proof is left in Appendix [B| The theorem connects the level of parameter sharing with the
range of transformation matrices PP and Q. Notably, previous heuristics of ordinal selection and
independent selection attain maximum and minimum & respectively. With various designs of P
and Q, APS allows more flexible patterns of parameter sharing.

3.3 Parameter Sharing and the Searching Dynamics

The effects of parameter sharing can be reflected by the impact of different parameter sharing level ®
in the searching process. Specifically, we have the following observations:

Parameter Sharing Benefits Efficient Searching We first investigate the impact of sharing level
® on searching efficiency. Given two candidates (¢, 0) and (4, 6), we check the relationship between
® and their gradients alignment on meta-weights W, which is computed by the cosine similarity:

g'g

M’ where g = VW‘C(WLO)v g = VW,C(Wi’a). (3)

cos(g, §) =

A positive cosine value indicates that Vyy £(W?*°) stands in the same side with Vyy £ (W), thus

the gradient update on candidate (i, 0) is also a descent direction for the other configuration (¢, 0).
We plot the sharing level ® against the averaged cosine similarity on a 20-layer residual network,
shown in Figure[3(a)} It can be observed that a larger ® gives more alignment of gradients. In other
words, each gradient update simultaneously benefits multiple architectures with parameter sharing,
and thus accelerates the searching process in the sense of accuracy raise.

*The cross-covariance matrix between X € R™*™ and Y € R™*" is defined as Cov(X,Y) = E[(X —
E(X)) ® (Y —E(Y))T] € R™*"X™X% where ® is the Kronecker product.
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Figure 3: The variation of ® against the cosine similarity (left) and the norm of coupled gradients
(right). We take the training of a 20-layer residual network for demonstration.

Parameter Sharing Couples Architecture Optimization As a side effect of efficient searching,
sharing parameters inevitably couples the update of multiple architectures. We temporarily clean the
notation by abbreviating the forwarding kernel W = W%t transformation matrices P* = P
and Q' = Q' at time step ¢t. Given decisions (i, 0;), the forwarding kernel can be updated as
Wt = (Qt)TWt_lpt — n(Qt)TQt_l (Vwﬁ(Wt_l)) (Pt_l)TPt. For it = it—l and 0t = O¢—1,
the semi-orthogonality constraints on P; and Q; reduce the update to the gradient descent on the
same architecture. However, when i; # i;_1 or o; # 0;_1, the update from other candidates interfere
the current candidate. By expanding all historical updates and re-arranging them properly, we have:

W' =(Q) WP — 1 3 (@) Q(VwLW))(P) P~ S Q) Q' (VwL(WH) (PP
ip=ig ipFit,0r
Of=oy o;Fot

Normal updates on the current candidate Coupled updates from other candidates

In Figure we compare the sharing level ® against the Frobenius norm of coupled gradient (i.e,
the third term) on the same 20-layer residual network. A larger ® gives rise to more coupling among
candidates, which could make the controller less discriminative to distinguish different architectures.

3.4 Transitionary Strategy

With the above analysis, we see that a higher level of sharing accelerates the searching process but
couples the optimization of different candidates, making them less discriminative to the controller. It
is thus critical to balance these two aspects. Towards that end, we propose a transitionary strategy for
APS. We initialize P, @ with ordinal selection, where ® attains its maximum and gradually anneal it.
A large ® in early stages quickly warms up the network, while the annealed ® later on decouples the
optimization and thus gives higher confidence to good architectures. The transition can be realized by
minimizing the APS sharing level ® with regard to P, Q as follows:

win @2 323 || cov(wie, wie) | =SS QT Q- P TR,

i<i o< i<i 0<6 4

s.t. Hp;H; =1, Hq;Hz =1, for z €{l,....,co,y €{l,...,¢;} and i,0€ A

where the unit length constraints prevent the trivial zero solution. Note that the original semi-
orthogonality constraints on P°, Q' lead to a Stiefel manifold optimization [33] problem, which is
computationally expensive. Instead, Equation @ provides an feasible reformulation to the problem.
For more details on both the derivation and efficient implementation of Equation 4, please refer to
Appendix We apply projected gradient descent to update P° and Q° as:

P, < Iy (py — 7Vpe @), qZ — Hu(qZ —7Vq: ®), where U ={uc RE| [ullz =1}. (5)
The learning rate 7 controls the transition rate of ®. In summary, P, Q control the transition of

parameter sharing, and W is updated for the task-specific loss, both of which are optimized in a
decoupled way. An overall workflow is shown in Algorithm [T]of Appendix [A.



4 Related Work

Channel configuration has long been a research focus in academia to design light-weighted and
efficient deep learning models. Our work follows the recent trend in neural architecture search (NAS)
and adopts a new kind of parameter sharing in the proposed algorithm. Thus we summarize the
related literature from these two strands of research in the following.

NAS-based Approaches The widely developed area of neural architecture search [39} 125} 13,32} 136}
14] has inspired a number of automatic algorithms for channel configuration [[12} 21} 16} 37]. Different
from earlier works that determines the pruning strategy in a hand-crafted way [13} 5} [10; L1} [1]],
NAS-inspired approaches typically search for the optimal configuration and saves much manual labor.
Conventional NAS paradigm involves joint optimization of a controller (that outputs the strategy)
and a supernet (that is updated for the task specific loss). Under this paradigm, common searching
approaches include differentiable search [6, [22]], evolutionary algorithms [21}|19]] and reinforcement
learning [[12}35]]. Our work follows this paradigm and adopts reinforcement learning as a searching
engine due to its superiority in run-time and memory efficiency. One-shot NAS is the other paradigm
that updates the supernet and search the strategy in two disjoint stages [2, |8, 137]]. Note that our work
can be readily extended to the one-shot paradigm by first updating the meta parameters and then
training the RL controller separately. Besides, we highlight that our analysis of parameter sharing is
fundamental and agnostic to the paradigm of NAS.

Parameter Sharing NAS-based methods typically rely on parameter sharing [25] techniques to
enable efficient searching. In the context of automatic channel configuration, existing approaches
can be mainly categorized into two heuristic schemes: ordinal selection [6} 137, 29} |31 28| 18] and
independent selection [7} [18} 24], both of which adopt linear projection as discussed in previous
sections. To better interprete the role of parameter sharing, there are some preliminary discussions [2}
38,1264 14, 23] but grounded in general NAS. In this paper, we target an automatic channel number
search and seek for a better understanding of parameter sharing specifically. We establish a unified
view and formally investigate the effects of different parameter sharing schemes. Our analysis leads
to a transition-based algorithm, which enjoys both efficient and discriminative searching.

Finally, we remark that parameter sharing can also be realized by using a meta-network to generate
weights of different candidate models [21]]. However, the meta-network could be memory consuming
as its output dimension of fully connected layers matches the maximum number of model parameters.
Moreover, while a meta-network allows more flexibility in parameter sharing, it is less interpretable
and controllable comparing to our discussion.

S Experiments

In this section, we first demonstrate the effect of parameter sharing and the advantage of the proposed
transitionary strategy for CNS in Section Then we compare to state-of-the-art algorithms in
Section[5.3| Code is available at https://github.com/haolibai/APS-channel-search.

5.1 Experimental Setup

We conduct experiments on CIFAR-10 [17] and ImageNet 2012 [15]], following standard data pre-
processing techniques in [9} 27]. A brief summarization of experimental setup is introduced below,
while complete hyper-parameter settings and implementation details can be found in Appendix [C]

CIFAR-10 Experiments For CIFAR-10, we take ResNet [9]] as base models similar to [6} [12].
To be consistent with [6]], the total searching epoch is set to 600, which can be finished within 6.9
hours for ResNet-20 and 8.6 hours for ResNet-56 on a single NVIDIA Tesla-P40. The first 200
epochs are used for warm-up training with fixed P, Q, and candidate architectures are uniformly
sampled from C. The rest 400 epochs are left for transition and training of the RL controller. We set
C ={16,32,64,96} for the analysis of parameter sharing in Sectionand 100% FLOPs search,
and C = {4, 8,16, 32,64} when searching for more compact model to compare to other baselines in
Section[5.3. Note that in CIFAR-10 experiments all convolutional layers share the same search space,
which is free from domain expertise on the search space design.

ImageNet Experiments For ImageNet experiments, we choose ResNet-18 and MobileNet-v2 as
base models. For memory efficiency, we increase candidate channels after each down-sampling layer
according to default expansion rates of base models. The initial candidates C are set to {32, 48, 64, 80}
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Figure 5: The left three figures show the layer-wise decision probabilities of controller m on ResNet-20
over the last 100 training epochs. The solid line denotes the expected logit values, and shadowed areas
are 95% confidence intervals. The rightmost figure shows the averaged norm of coupled gradients of
APS-O, APS-I and APS-T respectively, as well as the change of the corresponding parameter sharing
level ® for APS-T along the searching trajectory.

for ResNet18 and {8, 12,16, 20} for MobileNet-v2 respectively. We search for 160 epochs where
the first 80 epochs are for warm-up training. The whole searching process can be finished within 24
hours for ResNet-18 and 48 hours for MobileNet-v2 on four NVIDIA Tesla-P40s.

5.2 The Effect of Parameter Sharing

We use ResNet-20 on CIFAR-10 for illustration. We denote the transitionary strategy as APS-T,
and compare it against APS-O (ordinal selection) and APS-I (independent selection), which attain
maximum and minimum of ® respectively. Given no FLOPs constraint, the oracle architecture is
supposed to attain the maximum channel capacity. Therefore, we perform the search without FLOPs
constraint to compare how close the searched architecture is to this optimal oracle solution.

Network Optimization To inspect the optimization dynamics, we plot the accuracy curvature
of training, evaluation, the variation of averaged alignment of gradients (cos(g, g)) as well as the
parameter sharing level ® in Figure[d. It can be found that the accuracy of both ASP-O and ASP-T
raises much faster than ASP-I. This indicates that the maximized parameter sharing can indeed
accelerate the optimization especially during the warm-up period (first 200 epochs). From the
rightmost figure, the alignment of gradients decreases with the annealed sharing level ® when APS-T
is applied. Nevertheless, it does not affect the accuracy much in late stages when APS-O, APS-I, and
APS-T are mostly overlapped.

Architecture discrimination The architecture discrimination can be reflected by the probabilities
of layer-wise channel decisions from the controller after searching. From Figure[5, APS-O cannot
effectively distinguish the best choice (96) and the second best choice (64) throughout all layers.
APS-I separates different candidates by a large margin especially in deep layers but is sometimes
stuck in incorrect local optim This is possibly due to the incorrect reward from the insufficiently
trained meta weights to the controller, such that the controller cannot explore better solution space.
Finally, our APS-T confidently separates each candidate, and the optimal solution of maximum
channel capacity can be stably attained across different runs. We also plot the variation of the
averaged norm of coupled gradients and parameter sharing level ® in the rightmost of Figure[5] The
transitionary strategy successfully decreases the norm of coupled gradients that facilitates better
architecture discrimination.

Due to limited space we only present one group of results, and more results are shown in Appendix@
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Transition Rate We study the learning rate 7 of P, Q that controls the speed of the transition. We
enumerate over 7 € {le-1, le-2, le-3, le-4}, and the converged values of ® are: 2.78e4, 2.20e3,
2.70e2, 5.05e4 respectively. We first plot accuracy curvatures in Figure[6] It can be found that with a
large 7 (e.g. le-1) makes the transition non-smooth, which leads to a sudden drop of accuracy. Then
we plot the probabilities of layerwise channel decisions under different learning rates in Figure|/| We
see that either large or small 7 cannot separate different architectures with insufficiently optimized @,
while only a proper learning rate (e.g. le-3) produces more discriminative candidates with lower ®.

Sampled Architectures For practical deployment, it is necessary to check the overall qualities of
sampled architectures. We generate top-/V architectures via beam search according to the sequence
likelihood by the controller, and train them from scratch to obtain the final performance. We conduct
both unlimited FLOPs budget search and 2.05e¢7 FLOPs constraint (~50% of the original ResNet-20)
search, and plot the accumulated accuracies of top-N likely models in Figure[8. Both mean and
standard deviation are reported. It can be found that given no FLOPs constraint, APS-T clearly
outperforms APS-O and APS-I, as the top-N models of APS-T distribute around the optimal solution.
Under FLOPs constraint, APS-T still outperforms the other two. The improvement decreases as N
increases, indicating that with APS-T, better architectures can be picked with higher probabilities.

5.3 Comparisons with state-of-the-arts

Finally, we compare APS-T against many state-of-the-art methods ranging from hand-crafted (HC)
channel pruning [[13} 15, [10]], to automatic (Auto) channel search [6} 21} [37]. We perform the search
under different FLOPs constraints, and then apply beam search to generate top-N architectures
according to the sequence likelihood from the RL controller. We choose the architecture closest to
the target FLOPs from the top-/V candidates, and train it from scratch to obtain the final performance.
The results on CIFAR-10 and ImageNet are shown in TableT]and Table 2] respectively.

From Table|1} APS-T discovers architectures with better or comparable performance under various
FLOPs constraints. Note that this is achieved with all layers sharing the same set of candidate widths,
without domain expertise on the design of search space. Moreover, searching with 100% FLOPs
of ResNet-20 and ResNet-56 increase 0.36% and 0.26% accuracy respectively comparing to base
models. Finally, APS-T also outperforms APS-I and APS-O by a clear margin, demonstrating the
effectiveness of the proposed transitionary method.

For ResNet-18 on ImageNet, APS-T consistently outperforms baselines under similar computational
FLOPs. For instance, it achieves 69.34% top-1 accuracy given 41.8% reduction of FLOPs, surpassing
the most competitive TAS by 0.19%. For MobileNet-v2, it achieves more than 0.7% gain of accuracy
with only 3% more FLOPs comparing to MetaPrune, and higher accuracy to MetaPrune and AutoSlim
without knowledge distillation under 314M FLOPs. Meanwhile, APS-T surpasses APS-I and APS-O
under similar FLOPs constraints on both models. We also visualize the channel configuration of both
ResNet-18 and MobileNet-v2 in Appendix [E.

To further demonstrate APS-T, we draw the accuracy curvature of ResNet-20 and ResNet-18 against
different FLOPs constraints in Figure[9] It can be found that our APS-T mostly outperforms TAS as
well as uniform scaling strategy on both base networks.



Table 1: Comparison of different algorithms for ResNet-20 and ResNet-56 on CIFAR10. Drops]
denotes the decrease of accuracy comparing to base models, and Ratio/. is the reduction of FLOPs. -
stands for unavailable records. * denotes the results reported with knowledge distillation/depth search
and T indicates results reported with pre-trained model, both of which are absent in our model.

ResNet-20 ResNet-56

Methods Types

Accuracy Drop| FLOPs Ratio] Accuracy Dropl FLOPs Ratio]
Original - 92.78% - 40.8M  0.0%  94.28% - 126.0M  0.0%
CP [13] HC - - - - 91.80% 1.00% 629M 50.0%
LCCL [3] HC 91.68% 1.06% 26.1M 36.0% 92.81% 1.54% 78.1M 37.9%
SFP [10] HC 90.83% 137% 243M 422% 9335% 024% 594M  52.6%
FPGM [11] HC 91.09% 1.11% 243M 422% 9293% 0.66% 59.4M 52.6%
FPGM7 [11] HC - - - - 93.49%  0.10% 59.4M  52.6%
AMC [12] Auto - - - - 91.90% 090% 629M 50.0%
TAS-W [6]  Auto 91.99% 0.89% 199M 513% 92.87% 1.59% 63.IM 49.9%
TAS-W* [6]  Auto 9231% 0.57% 199M 513% 93.69% 0.77% 59.5M  52.7%
APS-O Auto 91.61% 1.17% 19.IM 53.4% 9293% 135% 577M 53.9%
APS-I Auto 91.24%  1.54% 21.5M  475% 92.85% 1.43% 57.8M 53.8%
APS-T Auto 92.02%  0.76% 20.6M 49.6% 93.42% 0.86% 60.3M  51.8%
APS-T Auto 93.14% -036% 41.M -23% 9454% -0.26% 122.5M  2.7%

Figure 9: Comparison under dif-
ferent FLOPs constraint.

Table 2: Comparison for ResNet-18 and MobileNet-V2 on Im-
ageNet. * denotes original results with knowledge distillation.

Uniform TAS-W == ASP-T|

Methods Types Top-1 Acc Top-5 Acc FLOPs Ratio]

Resnet-18 [9] - 69.76% 89.08% 1.82G  0.0% ResNet-20@CIFAR-10
LCCL [5] HC  6633%  86.94% 1.19G 34.6% 7 Tx
SFP [10] HC  67.10% 87.78% 1.06G 41.8% o200 .
FPGM [11] HC 68.41% 88.48% 1.06G 41.8% grr PR APt e
TAS [6] Auto  69.15% 89.19% 121G 33.3% g oo 175

APS-O Auto 68.60% 88.44% 1.04G 42.9% gozes e

APS-1 Auto  68.32% 88.21% 1.05G 41.8% 92.00 { =

APS-T Auto 69.34% 88.89% 1.05G 41.8% 91.75

APS-T Auto 70.17% 89.59% 136G 24.9% 20 25 30 35 40
APS-T Auto  71.67% 90.36% 1.83G -0.9% FLoPs X107
MobileNet-V2 [27] - 71.80% 91.00% 314M 0.0%

% 0.65 scaling HC 67.20% - 140M  55.4% ResNet-18@ImageNet
MetaPrune [21]] Auto 68.20% - 140M 53.3% 700 _
MetaPrune [21]] Auto 72.70% - 300M  4.4% e iR ¢
AutoSlim [37] Auto  72.49% 90.50% 305M 2.9% 2695 pr i

AutoSlim* [37] Auto  74.20% - 305M  2.9% gsgo . =
APS-O Auto T2.58%  90.76% 316M 0.6% Dl ke

APS-I Auto  72.38% 90.54% 311M 1.0% oo

APS-T Auto  68.96% 88.48% 156M 50.3% '

APS-T Auto 72.83% 90.75% 314M 0.0% ot l20 13 14

FLOPs x10°

6 Conclusion

In this paper, we pioneer to provide analysis of the effect of parameter sharing in automatic channel
number search, and conduct a preliminary research on exploiting the strength of parameter sharing and
avoiding its weakness. We first propose a general framework named affine parameter sharing (APS)
to unify previous parameter sharing heuristics. Then we quantitatively measure APS and demonstrate
how it affect the searching process. Empirical results show that parameter sharing brings efficient
searching of network parameters but also results in less discrimination of architectures. Thus we are
motivated to propose the transitionary APS strategy, such that a proper balance between searching
efficiency and architecture discrimination can be achieved. Extensive experiments and analysis are
conducted to demonstrate the effectiveness of our strategy.



Broader Impact

The goal of this paper is to build better understanding of parameter sharing in neural architecture
search. Based on the observation and analysis, we propose a new parameter sharing scheme that
enjoys both efficient searching and better architecture discrimination. Although the discussion is
restricted to the channel number search for now, we hope it can shed more light in the general
setting, and thereon inspire more general NAS algorithms that are both efficient and accurate. This
research may benefit the recently popular area of automatic machine learning (AutoML). In AutoML,
it saves much manual costs and eliminates repetitive labor to automatically design compact and
high-performance models for various resource constrained platforms. These Al services can be
readily applied in various applications and deployed on edge devices like smart phones. Abuse of
these Al services, however, may bring excessive collection of personal data and increase the risk of
malicious capturing private information. Besides, too little human intervention may leads to excessive
trust in the model. The problem can be serious in cases such as automobile navigation. We believe
that it is necessary for the community to conduct research to mitigate potential risks in AutoML.
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