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Abstract Many state-of-the-art wireless sensor net-
works have been equipped with reprogramming mod-
ules, e.g., those for software/firmware updates. System
migration tasks such as software reprogramming, how-
ever, will interrupt normal sensing and data process-
ing operations of a sensor node. Although such tasks
are occasionally invoked, the long time of such tasks
may disable the network from detecting critical events,
posing a severe threat to many sensitive applications.
In this paper, we present the first formal study on
the problem of downtime-free migration. We demon-
strate that the downtime can be effectively eliminated,
by partitioning the sensors into subsets, and let them
perform migration tasks successively with the rest still
performing normal services. We then present a series
of effective algorithms, and further extend our solution
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to a practical distributed and localized implementation.
The performance of these algorithms have been eval-
uated through extensive simulations, and the results
demonstrate that our algorithms achieve good balance
between the sensing quality and system migration time.
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1 Introduction

Wireless sensor networks (WSNs) are usually em-
ployed to sense the physical-phenomenon data of in-
terest and accordingly perform environmental event
detection tasks [1]. There are many potential applica-
tions of WSNs. Examples include forest fire detection
where a number of nodes equipped with thermoelectric
and hygrometric sensors work collaboratively in raising
a fire alarm, and borderline surveillance where many
nodes equipped with infrared and acoustic sensors are
deployed to conduct intruder detection.

It is usually expensive, if not impractical, for human-
attended operations on a sensor node (especially for
the WSNs applied in battle-field or habitat monitoring
[12]). As a result, in most application scenarios, WSNs
are expected to work in an unattended manner for a
long period of time (usually several months) once the
sensor nodes have been deployed.

Although sensing/processing environmental data is
the major task of a WSN, during its month-long life-
time, it is inevitable for the WSN to perform cer-
tain system tasks in addition to the sensing/processing
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task, e.g., system maintenance [2], diagnosis [5], and
upgrading [16]. However, typical sensor platforms are
simple and low-cost in nature. Multi-thread is usually
not supported due to the capacity limitation of a sensor
node [9]. As a result, these system tasks are exclusive
to the data sensing/processing operations, i.e., a sensor
node has to cease data sensing/processing operations
in performing these tasks. The most critical example
of such system tasks is the WSN reprogramming task,
which typically takes a network with one hundred sen-
sor nodes a few hundred seconds to complete [16].
We use the term system migration tasks to include
these long-term exclusive system processes for recon-
figuring, upgrading, or re-initializing existing network
components or software/firmware, e.g., reprogramming
a sensing software-unit or re-initializing a communica-
tion protocol.

Although there have been significant research ef-
forts on implementing efficient online migration tasks
for WSNs [16], they largely ignored the interruption
of the major sensing/repoting task caused by such a
system migration task. This can be a critical threat in
many application scenarios. For example, if a WSN
for fire or intruder detection is being reprogrammed,
it may fail to detect and alarm a fire/intrusion event
which happens during the process. A reprogramming
interval of hundreds of seconds is long enough to cause
severe problems. Regular system migration tasks that
occur periodically would further open this back-door
for intruders to explore. Hence, it is very important to
develop a seamless scheme for performing the exclusive
system tasks, which avoids the downtime of normal
network operations so as to maintain the uninterrupted
event detection functionality of the network.

A natural way for downtime-free system migration
is to divide the network into several subsets and let the
subsets perform the exclusive system migration task in
turn, while the rest of the subsets still remain normal
operations in sensing and processing environmental
data. Obviously, the more the number of subsets is, on
one hand, the longer the time is to finish the system
migration task for the whole networks; on the other
hand, the less the performance degrades during the
system migration. The number of the subsets thus can
serve as a flexible parameter to fine-tune the system
migration process. Given this number, the critical prob-
lem then becomes how the sensor nodes are partitioned
into subsets so as to achieve the best tradeoff between
system migration time and performance degradation.

Although various sensor grouping problems have
been studied (e.g., work in [3, 15, 17, 18]), their ob-
jectives are generally to maximize the number of the
subsets while maintaining the performance of each sub-
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set. This is quite different from the problem context
here, and the conventional algorithms thus cannot be
applied. In this paper, we formulate the new sensor net-
work reconfiguration problem for downtime-free sys-
tem migration. We prove that the problem is NP-hard
with a general probabilistic sensing model. We then
present a series of heuristics and further extend one
of them to a distributed and localized implementation.
The performance of these algorithms have been eval-
uated through extensive simulations, and the results
demonstrate that our algorithms achieve satisfactory
balance between the sensing quality and the system
migration time.

The rest of the paper is organized as follows.
Section 2 briefly introduces the related work. In
Section 3, we provide a formal description of this prob-
lem and justify its formulation. We then analyze this
problem and shows its NP-hardness. Section 4 provides
several algorithms in attacking this problem. The per-
formance of these algorithms is studied in Section 5. We
conclude this paper in Section 6.

2 Related work

Implementing system migrations such as reprogram-
ming is crucial to the success of WSN applications, with
which bugs can be eliminated and functionalities of a
network can be updated. See a survey paper and the
references therein [16]. However, existing work has not
notified the problem that the major sensing/repoting
task would be interrupted by a system migration task.
Our proposal is to divide sensor into subsets and
let each subset perform the migration task in turn.
This scheme is then orthogonal to a reprogramming
approach. It can be easily adopted in many existing
reprogramming protocols, especially those that sup-
port the reprogramming of a selected group of nodes
(e.g., [13]).

Much work has been done on how to divide the sen-
sor nodes in a network into disjoint subsets where each
subset can maintain the required sensing tasks. In [15],
a sensing field is divided into regions. Sensor nodes are
grouped with the most-constrained least-constraining
algorithm, in which the priority of selecting a sensor to
a subset is determined by how much uncovered area
this sensor covers and the redundancy caused by this
sensor. In [4], the problem is modeled as disjoint dom-
inating sets, which is known as NP-complete. It then
proposes a graph-coloring based approximation. A sim-
ilar problem of covering target points are studied in
[3], which is again NP-complete and mixed integer pro-
gramming (MIP) approximation has been proposed.
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Work in [17, 18] shows that maximizing the normalized
minimum distance between sensors of a subset results
in low redundancy of the subset, based on which fast
algorithms are proposed to find the low-redundancy
subsets of sensor nodes. These approaches, however,
are unapplicable to our problem, as the objectives are
generally different.

3 Models and problem formulations
3.1 Preliminaries

We consider a WSN composed of n stationary sensor
nodes {s;}_; randomly deployed in a uniform manner in
anetwork area ¢. Let the status of s; be denoted by a bi-
nary variable ¢;. ¢; is 1 if 5; is conducting event detection
work, and 0 if s; is performing a system migration task
such as being reprogrammed. For the convenience of
our discussion, we say that a sensor s; is on if ¢; = 1, and
off if c; = 0. We call a collection of sensors a division,
which can be represented by a sequence of n binary
variables. For example, ¢; (i = 1, 2, ..., n) can represent
a division D, which contains s; if and only if ¢; = 1, i.e.,
all the on-sensors.

We consider a general probabilistic sensing model
[11, 18]: The probability that an event e can be detected
by a sensor s; is related to the distance between e and
s; if the sensor is on; otherwise, it is zero since off-
sensors can never detect an event. As the location of
each s; is fixed, the probability is determined by the
event location (x, y) when the sensor is on. Let p;(x, y)
denote this probability. Given the location of an event
(x, y), the probability that the event can be detected by
at least one sensor in D is:

n

P, y) =1-[]0 —capix, y). (1)

i=1

Note that the network is employed to detect events
and the events of interest can take place in any ran-
dom location of the network area ¢. As a result, the
minimum value of pp(x, y) among all in-network loca-
tions (x, y) is a natural index to capture how badly the
network division D might perform in event detection,
which can then be considered as the network division
D’s capability on event detection. Formally, we define
that the event detection capability Pp of the network
division D is the minimum value of pp(x, y) among all
locations (x, y) in the entire network area ¢, i.e.,

Pp= min pp(x,y). (2)

V(x,y)eg

This is a pessimistic measure, in which we pick the worst
case as the representative case.

3.2 Problem formulation

We consider that the network should be divided into
N subsets, denoted by Si (k =1, 2, ..., N). In order to
enforce downtime-free system migration, let each of the
subsets perform the exclusive system migration task in
turn, while the rest of the subsets still remain normal
operations in sensing/processing environmental data.

Let d;; denote whether s; is in subset Si. dj; is 0
if 5; belongs to Sy, and 1 otherwise. In other words,
when subset Sy is off (that a subset is off/on means all
the sensors in the subset are off/on), sensor s; is on if
and only if dj = 1. So actually each sequence of dj
(i=1,2,...,n) denotes the working division Dy during
the system migration of sensors in Sy, i.e., let:

Dk = {S,‘}?:] — Sk. (3)

In other words, D; denotes the division of the sen-
sor nodes which are conducting normal sensing and
processing work when S is performing a migration
task. d;; then denotes whether s; is in Dy.

N is naturally a parameter of such a downtime-
free migration scheme. On one hand, a larger subset
number means the longer time it requires for the whole
network to finish the system migration task as the task
is performed by each subset in turn. On the other
hand, a larger subset number also means there are a
smaller number of nodes in each subset. Since each
time only a subset is off in performing event detection
task, fewer nodes in each subset implies that the system
performance (in terms of event detection capability)
degrades less during the system migration task.

The number of subsets N can thus serve as a flex-
ible parameter for a system maintainer to fine-tune
the system migration process. Considering the tradeoff
between the system migration time and how much a
system can tolerate the degrading of event detection
capability during a system migration task, a system
maintainer can determine how many subsets the net-
work should be divided. Given an N by the system
maintainer, the critical problem then becomes how the
sensor nodes should be partitioned into subsets so as
to achieve the best tradeoff between system migration
time and performance degradation.

Suppose during a system migration, the network
has to be reconfigured into N disjoint subsets S (k =
1, ..., N) and let each D, work successively. The event
detection capability of the entire network in this mi-
gration interval is defined as the minimum among the
event detection capability values of all the N divisions
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Dy (Vk). This actually continues the pessimistic consid-
erations as how Pp is defined in Eq. 2.

The sensor network reconfiguration problem is thus
how to divide the sensors so that the event detection
capability of the network in this migration interval is
maximized. Given the event detection capability mea-
sure Pp in Eq. 2, the problem can be formulated as
follows.

Problem 1 The sensor network reconfiguration
problem.
Given,, {s;}iL; and p;(x, y)

Partition the set {s;}iL, into N disjoint subsets Si
(k=1,2,..., N)such that.

n
P = min Pp, = min {V(Tyl)nal) [1 - E(l — dypi(x, y))} }

1s maximized.

3.3 The difficulty of the sensor network
reconfiguration problem

Given the situation that the number of the schemes to
group n into N subsets is related to the permutation
of n, while the event location is a continuous variable
taken a value in the whole network area, the network
location that results in n\}}{n Pp, can be anywhere in the

network. This makes it difficult to handle the sensor
network reconfiguration problem.

Instead of dealing with all the network locations, let
us confine our considerations such that events can just
take place at a finite set of discrete points in the net-
work area. Suppose we have m such discrete points in
the network area, denoted by {7;}7L,. We call them the
sampling points of the network area ¢. The probability
that an event taking place at ¢; can be detected by s; is
then denoted by ¢;p;;.

The minimum probability value among the sampling
points, denoted by P, is then:

D= mm |:1 — l_[(l - Clplj)] 4)

This P’ thus serves as a simplified measure of the event
detection capability Pp for division D. Then the sensor
network reconfiguration problem turns to a simplified
one given the practical measure P, in Eq. 4, which can
be formulated as follows.

@ Springer

Problem 2 The simplified sensor network reconfigura-
tion problem.

Given: {s;}i_;, {t;}',, and pj; (Vi, ))
Partition the set {s;}/; into N disjoint subsets Si
(k=1,2,...,N)so that.

P = n\}}{n Py, = rnm imm [1 - 1_[(1 zkpij)i| }

is maximized.

Unfortunately, even this simplified problem is gen-
erally NP-Hard. To prove this, let us consider the de-
cision version of this problem in which given the same
problem settings, it asks whether the set {s;}/_, can be
partitioned into N disjoint subsets so that the event
detection capability of the network in the migration
interval is not smaller than a given value u. If the
decision version of this problem is NP-Complete, then
the sensor networks reconfiguration problem is NP-
Hard [7]. In fact, we have the following lemma to prove
the NP-Hardness of the simplified sensor network re-
configuration problem.

Lemma 1 The decision version of the simplified sensor
network reconfiguration problem is NP-Complete.

Proof See Appendix. m]

4 Heuristics for downtime-free system migration

Given the difficulty of the sensor network reconfigu-
ration problem, we resort to heuristics that can find
the approximation solutions efficiently. We start from
investigating this question: What should we make the
resulting subsets look like, if we want to design a good
approximation algorithm?

Let us again consider the simplified sensor network
reconfiguration problem (Problem 2) first. For each
solution to this problem, there exists one sample point
t, where the event detection capability of some division
results in the minimum value, i.e.,

X = argmin {n\}}{n |:1 - l_[(l - szz/)j| } ()

vi i=1

Suppose division D, results in the minimum event
detection capability at ¢, i.e.,

y= argmln |:1 — l_[(l - szzx):| (6)

i=1
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Let rr denote the event detection probability for
each set Sy at £,. We get:

n
re=1-[]0 = dupit)), (7)
i=1
where p;(t,) denotes the event detection probability of
sensor I at location #,.
The event detection probability for each division Dy
at t,, denoted by p/Dk (ty), is then:

N
N [T —mr)
ppto=1- ] a-m=1-"2—\ (8)
l_ll:[;ék l—rk

N
[1(1 — rp) is a constant based on Eq. 7 because
I=1

N

N n n
[Ta=rm=TII]0 - dupie)) =] = pitt)). (9)
i=1

=1 =1 i=1

which is irrelevant to how we group the sensor nodes.

Then based on Eq. 8, if the event detection probabil-
ity of D, is the minimum among all Dy, 1 —r, should
be the smallest among all 1 — r (Vk). In other words,
ry, i.e., the event detection probability of subset S, at ¢,
must be the largest among all the subsets Sk.

The larger the event detection probability of S, at
ty, the smaller the event detection probability of D, at
t,. To maximize the event detection probability of D,
at t,, the event detection probability of S, at 7, should
be minimized. Therefore, a good heuristic algorithm
should let 7, be as close as possible to the event detec-
tion probability of other subsets at z,.

4.1 Greedy algorithm (GA)

The above consideration can be directly applied to
an algorithm that solves the simplified sensor network
reconfiguration problem (Problem 2): After initially
grouping nodes into each Sy, we can greedily move the
nodes in subset S, to other subsets so as to reduce r,.
Algorithm 1 demonstrates the mechanism of this
greedy algorithm (GA). It first randomly selects
nodes for each subset Sk (line 2). Let p,,;, denote the
minimum event detection probability among the event
detection probabilities of any division Dy (Vk) at any
sampling point (line 5). GA locates the sampling point
t, at which the event detection probability of some
division (denoted by D)) is p,, (line 6). Based on the
above discussions, the event detection probability of
S, is the maximum among all Sy at z,. Now suppose
the event detection probability of S, is the minimum

among all Sy at .. GA improves p,,;, by moving a node

from §, to S, which results in the largest improvement
of puin (lines 7-9). p,iy is thus improved iteratively
until it cannot be further improved (lines 4-10).

Algorithm 1 Greedy Algorithm (GA)
1: Input:
{si}%,: the set of sensor nodes
{r;}}L,: the set of sampling points
P: the n by m matrix, where each element p;;
denotes the event detection probability of s;
att;.

2: Randomly selects §; nodes for each subset S

3: Dy« {si}?:l — Sk

4: repeat

5:  Pmin < the minimum event detection probability
among the event detection probabilities of any
divisions at any sampling points

6:  t, < the sampling point at which the event detec-
tion probability of a division is py-

7: Dy < the division that results in p,;, at t,

8: S, < the subset whose event detection probabil-
ity is the minimum at ¢,.

9:  Move a node from §, to S;. A node is selected
if it results in the largest improvement of p,;,
comparing with selecting any other node. Ties
are broken arbitrarily.

10: until p,,;, cannot be further improved

Although Algorithm 1 is to solve Problem 2, with
a set of well-designed sampling points {;},, its out-
put can be deemed as a solution of Problem 1.
The prerequisite is that the sampling points can
well represent the event detection probability of the
whole network. Quasi-random sequences, such as
Hammersley sequence, which have asymptotically op-
timal discrepancy (a measure of uniformity for the dis-
tribution of the points) possess been widely employed
in Quasi Monte Carlo methods [8]. In this regard,
they are reasonably good sampling-point generators.
We adopt Hammersley sequence [8] to generate the
sampling points for Algorithm 1. We linearly map the
2-dimensional Hammersley sequence into the network
area to generate the locations of the sampling points
{t;}iL, as the input of Algorithm 1.

4.2 Simple partitioning and picking algorithm
and minimum spanning tree-based
grouping algorithm

In the greedy algorithm, ¢, is found in the set of
sampling points. In fact, given the original settings of
Problem 1, i.e., the event location is a continuous vari-
able which can be anywhere in the network, actually
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Algorithm 2 Simple Partitioning and Picking Algorithm
(SPP)
1: Input:
{s;}’_,: the set of sensor nodes
2: The whole network area is deemed as a region

3: repeat
4:  for all regions do
5: draw a line parallel to the x-axis to partition

the region into two so that the difference be-
tween the node numbers in both partitions is

at most one.
end for
if there are more than 2N nodes in each region
then
8: for all regions do
9: draw a line parallel to the y-axis to partition

the region into two so that the difference be-
tween the node numbers in both partitions is

at most one.
10: end for
11:  endif

12: until there are less than 2N nodes in each region
13: randomly select nodes in each region to
Sktk=1,...,N)

14: repeat

15:  randomly assign two neighboring regions as
A and B

16:  for each randomly-picked subset A in region A
do

17: Couple Ay with a subset B, in region B, such

that the couple results in the largest ¢ com-
paring with the other couples formed by Ay
and any other subsets in B. Ties are broken
arbitrarily.

18:  end for

19:  each couple is deemed as a subset, and thus A

and B are merged into a larger region.
20: until there is only one region

a possible #, can also be anywhere in the network.
To minimize ry, it would therefore be better if all the
subsets have a closer event detection probability at
any point in the network as we do not know where ¢,
should be.

In order to make the event detection probability of
all the subsets close to each other at any points, the
resulting subsets should look similar in a dispersive
manner. It is therefore necessary that nodes in the same
subset should be dispersedly distributed. Nodes that are
near each other should not be grouped into the same
subset so as to avoid high event detection probability
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of the subset at locations around these nodes. In other
words, if we examine an arbitrary area in the network,
there should not be outstanding dominant-population
of any one of the subsets.

Based on this consideration, we design the other
two algorithms, namely, the Simple Partitioning and
Picking (SPP) algorithm and the Minimum Spanning
Tree-Based Grouping (MSTBG) algorithm.

SPP tries to maximize the ¢ index, i.e., the minimum
distance over the average distance between each node
pair [17, 18], of the resulting subsets. Because the ¢
index can serve as a good microscope in indicating
the existing of a high redundancy area [17], by max-
imizing this fan-out index, SPP aims at avoiding high
redundancy of some subsets comparing to the others at
anywhere in the network.

Algorithm 2 shows the details of SPP. It performs
two procedures in turn: the partitioning procedure
(lines 2-13) and the merging procedure (lines 14-20). In
the partitioning procedure, first consider all nodes are
in one region. Supposing there is a Cartesian coordinate
system in the network area, SPP iteratively cuts each
region into two until there are less than 2N nodes in
every region (lines 4-12). Then nodes in each region
are randomly selected into N different subsets (line
13). In the merging procedure, neighboring regions are
merged into one till there is only one region. During the
merge procedure, one subset in a region is coupled to
anther subset in another region if the couple can result
in the largest « comparing to the other possible couples.
Ties are broken by picking randomly. This coupling
process continues until all N couples are generated,
since each region has N subsets (lines 16-18). Then
each couple is deemed as a subset, and thus two neigh-
boring regions are merged into a larger region (line 19).

Algorithm 3 Minimum Spanning Tree-Based Grouping
Algorithm (MSTBG)
1: Input:
{si}7,: the set of sensor nodes
2: T < the tree composed by two nearest nodes.
3: group the two nodes into two arbitrary subsets.
4: repeat
5: s < the nearest node to the tree among all the
nodes that are not in the tree.
6:  calculate the distance between s and each subset
in the tree
7. § < the farthest subset (ties are arbitrarily
broken)
8 groupsto S,andaddsto T
until all nodes are in T

e
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Similarly, MSTBG constructs a minimum spanning
tree (MST) of the network incrementally, and groups
each newly-joining node to its farthest subset in the
tree.! Thus MSTBG tries to group nodes that are near
each other to different subsets so as to avoid the close-
gathering of the nodes in the same subset. The algo-
rithm is illustrated in Algorithm 3.

MSTBG first builds a tree that is composed only by
the two nearest nodes among all the in-network nodes.
These two nodes are grouped into two different subsets
(lines 2-3). Select a node which is the nearest to the
tree among all the nodes that are not in the tree (line
5). Group this node to the subset which is the farthest
to this node. Then add this node to the tree (lines 6—
8). This procedure is thus iteratively conducted until
all nodes are in the tree. Such a process of building a
tree is exactly how Prim’s algorithm works in building a
minimum spanning tree (MST) [14]. This is why we call
this algorithm an MST-based grouping algorithm.

4.3 SNRP: a distributed and localized sensor network
reconfiguration protocol

The algorithms discussed above (i.e., GA, SPP, and
MSTBG) are all centralized approaches. A global pic-
ture of the network is required to run these algorithms.
However, WSNs are usually large-scale networks which
contain hundreds of nodes. Global information is not
easy, if not impossible, to be obtained. According to
the features of WSNs, a distributed and localized so-
lution for the sensor reconfiguration problem is surely
of practical interests.

Although some well-investigated mechanism can
help implement the above algorithms in a distributed
way, for example, a distributed MST algorithm (e.g.,
[6]) can be applied to decentralize MSTBG, global
information is still inevitably required in constructing
an MST [10]. We therefore design a new distributed and
localized algorithm called the Sensor Network Recon-
figuration Protocol (SNRP). It is based on a mechanism
similar to that in MSTBG. But instead of constructing
an MST of the whole network, in SNRP, each node
builds its local MST of its neighborhood graph (i.e.,
the graph consisting of the node and its one-hop neigh-
bors). The node then groups neighboring nodes to the
subsets based on the local MST.

SNRP is an event (packet) driven algorithm. There
are four types of packets involved in this algorithm,
i.e., ASK, CANCEL, ANSWER, and RESULT pack-

IThe distance between a node and a subset is defined the distance
between the node and its nearest node in the subset.

ets. Figure 1 demonstrates SNRP with a finite state
machine. Details on the protocol are as follows.

Initially, a node does not belong to any subset (S0).
The base station (i.e., the network control center) will
firstly send a RESULT packet to a randomly selected
node, telling it that it belongs to subset 1 and let it begin
to perform the subset discovery procedure.

When a node (suppose it is node s) receives a
RESULT packet (S0—S3), it starts its subset discovery
procedure by firstly sending ASK packets to enquire
its neighbors which subset they belong to (S4—S5).
It waits until every neighbor has replied with an
ANSWER packet (S6—S8). Then node s constructs a
local MST of its neighborhood graph. Based on the
same mechanism as that in MSTBG, it groups each
of the nodes which do not belong to any subset into
a subset (S8—S7). Then node s notifies these nodes
the grouping results by sending them RESULT pack-
ets (S7—S12). Thus the subset discovery procedure is
handed over to the neighboring nodes of node s and
node s comes to the final state (S12).

If a node receives an ASK packet from a neighbor
(suppose the neighbor is node s), the node will behave
differently according to whether or not it is currently
conducting the subset discovery procedure. If this is
true, i.e., when the node is waiting for collecting all
ANSWER packets in the subset discovery procedure
(S5 or S6), in order to avoid deadlocks it will send

Replyan
ANSWER packet

—————— -
Group myself |
according to the result

i Sobset aiscovery procedire !

L T T

packets

ANSWER packet
Receive an -1
ASK packet
I
I
I
I
Al ANSWER |
ackets have
bpeen collected G oup the ungrouped |
neighbors based on |
eceive an my local MST
ANSWER packet s RESULT)
I
I

START

Fig. 1 The finite state machine of SNRP
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CANCEL packets to all the neighbors to which it has
sent ASK packets (S9—S10) before it sends an AN-
SWER packet to node s’ in reporting which subset it
belongs to (S10—S2). Otherwise, (S0 or S12), it will
directly send an ANSWER packet to node s" (S1—S2
or S11—S12).

Then after sending the ANSWER packet to node ¢/,
the node will return to the final state if the node has
successfully performed the subset discovery procedure
before (S12). Otherwise, it waits for a RESULT packet
or a CANCEL packet from node s’ (S2). Note that
the node will also queue the ASK packets from other
neighbors without reply during this waiting time. This
can avoid the node to be grouped into different subsets
by different neighbors. Now if a CANCEL packet is
received, the waiting is canceled (S2—S0) and the node
returns to the initial state (SO0).

5 Performance study

To study the effectiveness of our algorithms in solving
the sensor network reconfiguration problem, we cus-
tomize a sensor network simulator. Detailed settings of
the simulation networks are shown in Table 1. 8, § and
€ in the table are parameters of the probabilistic sensing
model [18] in which if an event is L meters away from a
sensor, the sensor can detect the event with probability
p that satisfies:

5 .
m lfoRs,

p= (10)
0 otherwise.

This model implies that the event detection probabil-
ity is determined by the event-signal strength received
by a sensor, while the signal fades exponentially with a
factor § in its way from the event location to the sensor
location. This is a realistic consideration.

We employ SPP, GA, MSTBG, and SNRP to re-
configure the in-network sensor nodes into N subsets.
We study the event detection capability (EDC) of the

— RP
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g GA
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-0- SNRP

-8~ Upper Bound
Original
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N: Number of Subsets

The Event Detection Capability of the Network
o
~

Fig. 2 EDC as a function of N (Node Number = 100)

network during a system migration task where each
subset has to cease to work for a given period of time
successively. For each network setting, simulations are
performed for 100 times with different random seeds
and the results are averaged.

For comparison purpose, we also draw another three
curves. The first curve (named “Original” in the figures)
shows the EDC of the entire network when no subset
is off. The second curve (named “Upper Bound” in the
figures) shows the EDC upper-bound of the network
when one subset cease to work, which is computed by:

1—(1—Py)'~ (11)

where P, is the EDC of the entire network when no
subset is off. This is, however, a non-achievable upper-
bound, as it considers the non-achievable but optimum
case where each subset has equal event detection prob-
ability at any point of the network. Lastly, the third
curve (named “RP” in the figures) is the EDC of the
network when reconfigured by the Random Pick algo-
rithm (RP), in which we randomly select n/ N nodes for
each subset without any performance considerations.
This serves as a baseline in our simulation study.

We first study how the value of N influences our
algorithms. Figures 2, 3, and 4 show the EDC of the

Table 1 Simulation Settings Area of sensor field

Rode deployment scheme

Sensing range Ry
Communication range R,
B, 68 and €

Number of sampling points
Sampling method

200 m x 200 m
Randomly deployed
in a uniform manner
40 m

40 m

2.0,1.0 and 40.0

100

2-dimensional
Hammersley sequence
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networks composed of different numbers of nodes.
We can see that the naive RP algorithm performs by
far the worst, which is what we have expected. SPP,
MSTBG, and SNRP always perform better then GA,
which verifies that it is necessary to disperse the nodes
in the same subset.

Also it can be found out that when N is large enough
(N > 4 in our simulations), improving N cannot ef-
fectively improve the EDC of the network. This is
not strange as the difference between the ratios %
and NL_H gets smaller as N increases. As a larger N
incurs longer time for the entire network to complete
a migration task, the price of improving the EDC of
the network during system migration becomes higher
and higher as N increases. This should be an important
consideration for a system maintainer to select a proper
value of N.

When the node-density becomes higher, the differ-
ences among the performances of these algorithms be-
come smaller. This is not surprising, either. The more
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Fig. 5 EDC as a function of node number

the in-network nodes, the higher the redundancy of the
network with respect to event detection. As a result,
when the node density is high, if one subset of the
nodes is off, it does not have a great impact on the
performance of the network. Figure 5 further demon-
strates this idea. We let N = 3 and change the number
of nodes from 100 to 200. We can see that the EDC of
the network gradually approaches the original curve.
To see how the neighborhood graph size influences
the results of SNRP, we change the communication
range R, from 40 m to 80 m (i.e., from one time to
two times of the sensing range). Figure 6 demonstrates

The Event Detection
Capability of the Network

0.9
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Fig. 6 EDC as a function of communication range
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the experimental results of SNRP where N = 3 and the
node numbers are 125 and 150, respectively. We can
find out that SNRP performs almost the same when
R, is larger than the sensing range. As usually the
communication range of a node is larger than its sens-
ing range, these results verify that grouping based on
the local MST is good enough comparing to grouping
based on the global MST. It shows that SNRP, as a
distributed and localized algorithm, works very well as
such a specifically-tailored design does not degrade the
resulting performance much.

6 Conclusions

Seamless system migration without downtime is neces-
sary for wireless sensor networks that perform critical
event detection tasks. Unfortunately, to our knowl-
edge, this important problem has not been addressed
in the literature. In this paper, we presented the first
formal study on this problem. We demonstrated that
the downtime can be eliminated by partitioning the
sensors into a collection of subsets, and let each subset
conduct the system migration tasks successively with
the rest still performing normal event detection ser-
vices. We proved the optimal partitioning of sensors
in this context is NP-hard and then proposed a series
of heuristics. We further extended our solution to a
distributed implementation called the Sensor Network
Reconfiguration Protocol (SNRP). Simulation results
showed that these algorithms work well in various
performance evaluations.

Appendix: Proof of Lemma 1

First, this problem is in NP: Given a partition scheme,
a nondeterministic algorithm only needs to calculate
the event detection capability (EDC) of each division
so as to get the EDC of the network during the time
interval 7. And then it can verify whether this value
is smaller than u or not. So now we need to prove
that this problem is harder than a known NP-Complete
problem.

We transform the provably NP-Complete set parti-
tion problem [7] to the decision version of the simplified
sensor network reconfiguration problem. Given a set of
non-negative numbers {g;}?_ |, the set partition problem
asks whether it is feasible to partition the set so that the
sum of numbers in each partition is equal.

As pjj € [0, 1), we can construct an n by m matrix Q
of which each element is defined as g;; = —log>(1 — p;j).

@ Springer

We can know ¢;; > 0. Based on the property of dj;, we
get:

1— dikpij = 2_‘1""’1’7. (12)
Let us construct an instance of the sensor network
reconfiguration problem in which N = 2, g;; is equal to
each other given the same i/ and equal to the g; in the set
partition problem, and u = 1 — 2~®=19)/2, Now we can
always have d;; = 1 — d;; because a sensor should be in
either division D; or division D, but not in both. Also
we can write g;; as g; without the subscript j. Therefore,
we get:

P —u= m1n {mln |:1 — 1_[(1 — ,kpl,)j| }

= min | min(1 — 2~ Zi=1 iy | —
vk | Vi

= min (1 X dfkqi> —u
vk

Y ai min(}_;, dikqi
21 ) [ (Z dikqi il

If the answer to whether P’ > u is yes, we get:

Zqz
min (j{:ttkql> > -

Zdllql > !—lql

ZdiZqz — Z(l - zl)qt jl I ]l[,
i=1

i=1

i=14 i=19 ?: qi
#>Zdﬂq,_ i1 l:;dﬂq,_zzl =

(14)

Therefore, the answer to the set partition problem is
also yes.

On the other hand, if the answer to the set partition
problem is yes, in the same way we can partition the
sensors in the simplified sensor network reconfigura-
tion problem so that:

Z dllgl = ,_141

ZdiZqz Z(l - zl)% - I |¢I:

i=1 i=1

. < Y]
= n\}kn (; d,kq,> ==5 (15)
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According to Eq. 13, P’ = u. Therefore, the answer to
the decision version of the simplified sensor network
reconfiguration problem is also yes.

The above reduction requires only O(n) steps to be
completed (for calculating p; and u with g;). Therefore,
the decision version of the simplified sensor network re-
configuration problem is both NP-Hard and NP. Then
it is NP-Complete. The lemma is proved.

References

1. Akyildiz I, Su W, Sankarasubramaniam Y, Cayirci E (2002)
A survey on wireless sensor networks. IEEE Commun Mag
40(8):102-114

2. Cao Q, Stankovic J (2008) An in-field-maintenance frame-
work for wireless sensor networks. In: Proc of the IEEE
DCOSS, Santorini Island, 11-14 June 2008

3. Cardei M, Du D (2005) Improving wireless sensor network
lifetime through power aware organization. ACM J Wirel
Netw 11(3):333-340

4. Cardei M, MacCallum D, Cheng X, Min M, Jia X, Li D,
Du DZ (2002) Wireless sensor networks with energy efficient
organization. J Interconnect Netw 3(3-4):213-229

5. Chen J, Kher S, Somani AK (2006) Distributed fault detec-
tion of wireless sensor networks. In: Proc of the ACM work-
shop on dependability issues in wireless ad hoc networks and
sensor networks, Los Angeles, September 2006

6. Gallager PG, Humblet PA, Spira PM (1983) A distributed
algorithm for minimum-weight spanning tree. ACM Trans
Program Lang Syst 5(5):66-77

7. Garey MR, Johnson DS (1979) Computers and Intractability:
A Guide to the Theory of NP-Completeness. W H Freeman,
New York

8. Hammersley JM (1960) Monte-Carlo methods for solving
multivariable problems. Ann N 'Y Acad Sci 86:844-874

9. Levis P (2008) Tinyos programming manual. http:/www.
tinyos.net/tinyos-2.x/doc/pdf/tinyos-programming.pdf

10. Li XY, Wang Y, Wan PJ, Song WZ, Frieder O (2004) Lo-
calized low-weight graph and its applications in wireless ad
hoc networks. In: Proc of the 2004 IEEE INFOCOM, Hong
Kong, 7-11 March 2004

11. Liu B, Towsley D (2004) A study of the coverage of large-
scale sensor networks. In: Proc of the IEEE MASS, Fort
Lauderdale, 24-27 October 2004

12. Mainwaring A, Polastre J, Szewczyk R, Culler D, Anderson
J (2002) Wireless sensor networks for habitat monitoring. In:
Proc. of the ACM international workshop on wireless sensor
networks and applications, Atlanta, September 2002

13. Marron PJ, Lachenmann A, Minder D, Gauger M, Saukh O,
Rothermel K (2005) Management and configuration issues
for sensor networks. Int J Netw Manage 15(4):235-253

14. Prim RC (2001) Shortest connection networks and some gen-
eralisations. Bell Syst Tech J 36:1389-1401

15. Slijepcevic S, Potkonjak M (2001) Power efficient organi-
zation of wireless sensor networks. In: Proc. of the IEEE
International Conference on Communications (ICC01),
vol. 2, Helsinki, June 2001

16. Wang Q, Zhu Y, Cheng L (2006) Reprogramming wireless
sensor networks: challenges and approaches. IEEE Netw
20:48-55

17. ZhouY,Lyu MR, Liu J (2008) A sensor-grouping mechanism
for field-coverage wireless sensor networks. In: Proc of the
IEEE ICC, Beijing, 19-23 May 2008

18. Zhou Y, Yang H, Lyu MR, Ngai ECH (2006) A point-
distribution index and its application to sensor-grouping in
wireless sensor networks. In: Proc of IWCMC, Vancouver,
3-6 July 2006

Yangfan Zhou is a PhD student in the Computer Science and
Engineering Department at The Chinese University of Hong
Kong. He received the B.Sc. (2000) degree in electronics from
Peking University and the M.Phil (2005) degree in computer
science and engineering from the Chinese University of Hong
Kong. He also worked in industrial area as hardware engineer
and later software engineer in China from 2000 to 2003. His
research interests are in wireless ad hoc and sensor networks.

@ Springer


http://www.tinyos.net/tinyos-2.x/doc/pdf/tinyos-programming.pdf
http://www.tinyos.net/tinyos-2.x/doc/pdf/tinyos-programming.pdf

252

Mobile Netw Appl (2009) 14:241-252

Michael R. Lyu received the B.S. (1981) in electrical engineer-
ing from National Taiwan University, the M.S. (1985) in com-
puter engineering from University of California, Santa Barbara,
and the Ph.D. (1988) in computer science from University of
California, Los Angeles. He is a Professor in the Computer
Science and Engineering Department of the Chinese University
of Hong Kong. He worked at the Jet Propulsion Laboratory,
Bellcore, and Bell Labs; and taught at the University of lowa.
His research interests include software reliability engineering,
software fault tolerance, distributed systems, image and video
processing, multimedia technologies, and mobile networks. He
has published over 200 papers in these areas. He has partic-
ipated in more than 30 industrial projects, and helped to de-
velop many commercial systems and software tools. Professor
Lyu was frequently invited as a keynote or tutorial speaker
to conferences and workshops in U.S., Europe, and Asia. He
initiated the International Symposium on Software Reliability
Engineering (ISSRE), and was Program Chair for ISSRE’1996,
Program Co-Chair for WWW10 and SRDS’2005, and General
Chair for ISSRE’2001 and PRDC’2005. He also received Best
Paper Awards in ISSRE’98 and in ISSRE’2003. He is the editor-
in-chief for two book volumes: Software Fault Tolerance (Wiley,
1995), and the Handbook of Software Reliability Engineering
(IEEE and McGraw-Hill, 1996). He has been an Associate Ed-
itor of IEEE Transactions on Reliability, IEEE Transactions on

@ Springer

Knowledge and Data Engineering, and Journal of Information
Science and Engineering. Professor Lyu was elected to IEEE
Fellow (2004) and AAAS Fellow (2007) for his contributions to
software reliability engineering and software fault tolerance. He
was also named Croucher Senior Research Fellow in 2008.

)€

Jiangchuan Liu received the BEng degree (cum laude) from
Tsinghua University, Beijing, China, in 1999, and the PhD degree
from The Hong Kong University of Science and Technology in
2003, both in computer science. He was a recipient of Microsoft
Research Fellowship (2000), a recipient of Hong Kong Young
Scientist Award (2003), and a co-inventor of one European
patent and two US patents. He co-authored the Best Student
Paper of IWQo0S’08. He is currently an Assistant Professor in the
School of Computing Science, Simon Fraser University, British
Columbia, Canada, and was an Assistant Professor in the De-
partment of Computer Science and Engineering at The Chinese
University of Hong Kong from 2003 to 2004. His research inter-
ests include multimedia systems and networks, wireless ad hoc
and sensor networks, and peer-to-peer and overlay networks. He
is an Associate Editor of IEEE Transactions on Multimedia, and
an editor of IEEE Communications Surveys and Tutorials. He is
a Senior Member of IEEE and a member of Sigma Xi.



	On Sensor Network Reconfiguration for Downtime-Free System Migration 
	Abstract
	Introduction
	Related work
	Models and problem formulations
	Preliminaries
	Problem formulation
	The difficulty of the sensor network reconfiguration problem

	Heuristics for downtime-free system migration
	Greedy algorithm (GA)
	Simple partitioning and picking algorithm and minimum spanning tree-based grouping algorithm
	SNRP: a distributed and localized sensor network reconfiguration protocol

	Performance study
	Conclusions
	Appendix: Proof of Lemma 1
	References




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


