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Abstract—With the increasing amount of web services on the Internet,

personalized web service selection and recommendation are becoming more and

more important. In this paper, we present a new similarity measure for web service

similarity computation and propose a novel collaborative filtering approach, called

normal recovery collaborative filtering, for personalized web service

recommendation. To evaluate the web service recommendation performance of

our approach, we conduct large-scale real-world experiments, involving 5,825

real-world web services in 73 countries and 339 service users in 30 countries. To

the best of our knowledge, our experiment is the largest scale experiment in the

field of service computing, improving over the previous record by a factor of 100.

The experimental results show that our approach achieves better accuracy than

other competing approaches.

Index Terms—Service recommendation, collaborative filtering, recommender

system, QoS

Ç

1 INTRODUCTION

WEB service is a software system designed to support interoperable

machine-to-machine interaction over a network. Web service

discovery that deals with functional properties has been exten-

sively studied [25]. However, web service discovery cannot

differentiate services with identical or similar functionalities.

Facing large amount of functionally equivalent services, it is

difficult and expensive for service users to identify the optimal one,

since the user-received performance of web services is highly

related to user locations. Designing effective approaches for

personalized web service selection and recommendation is becom-

ing more and more important in the field of service computing [30].
Quality-of-Service (QoS) is usually defined as a set of nonfunc-

tional properties, such as round-trip time (RTT), price, failure-rate,

and so on. QoS is usually considered when making service

selection [17], [19]. The values of some web service QoS properties

(e.g., RTT and failure-rate) are influenced by the communication

links and usually differ from user to user. It is not practical to

measure QoS information (e.g., RTT, failure-rate) of all service

candidates for each user, since it is money-spending, resource-

consuming, and time-consuming to conduct real-world web

service invocations for evaluation purposes [31]. It will be very

attractive if we can make personalized QoS value prediction for a

service user using a small amount of available web service QoS
values. Based on the predicted QoS values, personalized web
service recommendation can be conducted for service users.

Personalized web service recommendation provides valuable
information for service users. First, it assists users in making
decision when selecting optimal service from a set of functionally
equivalent web services. To obtain the optimal service, a user can
select the top 1 recommended service immediately, or select the
one from k best services after testing them one by one. Second, it
helps discover good performing web services for the current user,
and recommends potential users to service providers.

Extended from its previous conference version [27], this paper
proposes a novel collaborative filtering (CF) approach for
personalized web service recommendation that takes advantage
of the small amount of available QoS information. By our CF
methods, QoS values of web services for an active user can be
automatically predicted by employing the QoS information from
other similar users who have similar historical QoS experience on
the web services to the active user.

There are several challenges when applying CF methods to
service recommendation. First, the existing CF methods are usually
designed for product recommendation (e.g., movie recommenda-
tion, book recommendation), and they do not take characteristics
of web service QoS into consideration. Second, the scale of
experiments of the existing web service recommendation ap-
proaches [5], [23], [31] is too small to verify the recommendation
results. As far as we know, the largest scale experiment in the
field of service computing only contains 150 users and 100 web
services [31]. To attack these challenges, this paper proposes a
normal recovery collaborative filtering approach and conducts
large-scale experiments to advance the current state-of-the-art in
service recommendation.

The remainder of this paper is organized as follows: Section 2
introduces related work. Section 3 presents our normal recovery
collaborative filtering approach. Section 4 shows experiments and
Section 5 concludes the paper.

2 RELATED WORK

Collaborative filtering (CF) approaches are widely adopted for the
recommender systems [20]. According to [3], collaborative filtering
algorithms can be grouped into two classes: memory-based and
model-based. Memory-based collaborative filtering approaches are
usually classified into user-based approaches [3], [7], [9], item-
based approach [6], [13], [22], and their combined approaches [15],
[29]. Similarity measures have been discussed in several investiga-
tions [3], [10], [20], [22], [24]. In memory-based collaborative
filtering approaches, the Pearson correlation coefficient (PCC) [20],
[24] and the cosine-based approach (COS) [3], [22] are the two most
popular approaches [1] to measure the similarity.

Several kinds of approaches have been proposed for the
service recommendation, containing semantic-based approach
[12], context-based approach [14], syntactic-based approach [2],
and CF-based approach. For presenting the nonfunctional proper-
ties of the web services, the QoS models of web services have been
discussed in a number of research investigations [4], [8], [16], [18],
[21], [28]. In recent years, a number of tasks have been proposed in
employing collaborative filtering techniques for the QoS-aware
web service selection and recommendation [5], [11], [23], [25], [31],
[32]. These approaches predict the QoS values for an active user
based on QoS values from similar users or similar web services.
Investigations in [11], [25] mention the idea of applying user-based
collaborative filtering techniques for web service recommendation.
However, it is not convincing enough to employ the MovieLens
(a publicly available film rating data set) for conducting experi-
ments, since film ratings are quite different from web service QoS
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values. Shao et al. [23] proposed a user-based PCC method for the

web service QoS value prediction and conduct experiments on

20 web services. Zheng et al. [31] combined the user-based and

item-based approaches to achieve better prediction accuracy and

used PCC for the similarity measure. However, as shown in our

experiments, the performance of the PCC for the similarity

measure is not good enough. Moreover, the experiments only

include 150 users and 100 services, which is too small compared

with real-world situations.
Compared with the previous work, we propose a new

similarity measurement approach and a novel collaborative

filtering approach, named NRCF, for the QoS-based web service

recommendation. The contributions of this paper can be summar-

ized as follows:

1. We design a new similarity measure for memory-based
collaborative filtering, which takes characteristics of web
service QoS into consideration and can achieve more
accurate QoS value prediction results.

2. We propose a new collaborative filtering approach, which
significantly improves the recommendation performance
compared with the other well-known approaches.

3. We collect a large-scale web service QoS data set, which
contains 339 users and 5,825 real-world web services.
Based on this data set, comprehensive experiments are
conducted to study the performance of our approach.

3 NORMAL RECOVERY COLLABORATIVE FILTERING

In this section, we present our normal recovery collaborative

filtering approach. Given a web service recommender system that

contains M users and N items (web services), we obtain an M �N
user-item matrix, in which entry rm;n denotes the QoS value (e.g.,

RTT values) of the web service n observed by user m. If the entry

rm;n is empty, then rm;n ¼ �, denoting that the web service n has

never been invoked by user m before.

3.1 Traditional Similarity Measures

There are two types of similarity measures, i.e., the functional

similarity measure and the nonfunctional similarity measure.

Input/output/operation names are usually employed to measure

the functional similarity between two web services. In this

paper, instead of the functional similarity, we focus on the

nonfunctional similarity (QoS similarity).
In user-based collaborative filtering, the PCC can be employed

to measure the similarity between two users u and v by

Simðu; vÞ ¼
P

i2I ðru;i � �ruÞðrv;i � �rvÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i2I ðru;i � �ruÞ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i2I ðrv;i � �rvÞ2

q ; ð1Þ

where I ¼ Iu \ Iv is the set of items coinvoked by users u and v, ru;i
is the QoS value of item i observed by user u, and �ru denotes the

average value of user u on items in I. From the above equation, we

can see that the values of the PCC are in the interval of �1 and 1.
The PCC can also be employed to measure the similarity

between two items i and j by

Simði; jÞ ¼
P

u2U ðru;i � �riÞðru;j � �rjÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
u2U ðru;i � �riÞ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
u2U ðru;j � �rjÞ2

q ; ð2Þ

where U ¼ Ui \ Uj is the set of users who invoked both items i and

j, ru;i is the QoS value of item i observed by user u, and �ri denotes

the average value of item i observed by users in U .
In the cosine-based approach, the similarity between users or

items can be measured by calculating the cosine of the angle

between them:

Simðu; vÞ ¼
P

i2I ru;irv;iffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i2I r

2
u;i

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i2I r

2
v;i

q ; ð3Þ

Simði; jÞ ¼
P

u2U ru;iru;jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
u2U r

2
u;i

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
u2U r

2
u;j

q ; ð4Þ

where I ¼ Iu \ Iv is the set of items coinvoked by users uand v and

U ¼ Ui \ Uj is the set of users who invoked both items i and j.

Equation (3) is for calculating the similarity between users, while

(4) is for calculating the similarity between items. Similarity values

calculated by (3) and (4) are in the interval of �1 to 1.

3.2 Normal Recovery Similarity Measure

As shown in Fig. 1, let us consider a simple user-item matrix that

includes five users (u1 to u5) and five items (i1 to i5), where 1 and 6

are the lowest and the highest QoS values (e.g., RTT values in

seconds) of the user-item matrix, respectively. When adopting PCC

as shown in (1), we calculate the similarity between users and

obtain the arithmetic expression as follows:

Simðu1; u2Þ > Simðu3; u2Þ:

According to this similarity computation result, u1 is more similar

to u2 than u3 is. However, as shown in Fig. 1, u1 is actually less

similar to u2 than u3 is, because the values from u2 and u3 both

range between 2 and 4, while the values from u1 range between 1

and 5. In this example, the similarity calculation result by the PCC

is inconsistent with this fact. This contradiction is caused by the

fact that the PCC does not properly handle the QoS style difference

between users.
Let us consider another example. When adopting COS in (3) for

computing the similarity between u4 and u5, we obtain

Simðu4; u5Þ ¼ 0:9701:

According to this computation result, we can infer that u4 and u5

are very similar. However, as shown in Fig. 1, u4 and u5 are almost

opposite because the QoS values of u4 are close to the lowest value

of the user-item matrix (i.e., 1), while the QoS values of u5 are close

to the highest value in the user-item matrix (i.e., 6). In this example,

the similarity calculation result is inconsistent with the fact, which

is caused by the case that COS overlooks the length of vectors.
There are several shortcomings when applying the existing

well-known similarity measurement approaches for the web

service recommendation. The PCC does not properly handle the

QoS style difference of vectors in different vector spaces, while

COS only measures the angle between two vectors and neglects

length difference of different vectors. To overcome these short-

comings, we propose a new similarity measure named normal

recovery (NR). Our NR approach first normalizes the user QoS

values to the same range, and then unifies similarity of the scaled

user vectors (or item vectors) in different multidimensional vector

spaces. The precondition of NR is that neither of the two vectors

has the same value on all dimensions.
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In our approach, to measure the similarity between users, we
first normalize each row of the original user-item matrix P by
the lowest and the highest QoS values of the same row, so that
each row has a value range of [0, 1]. As a result, we map the
original user-item matrix P into row-normal user-item matrix
Pnu. Assume users u and v coinvoke num items, and vectors ~u
and ~v are the observed value vectors of users u and v in the
matrix Pnu, respectively. distð~u;~vÞ calculates the euclidean
distance between ~u and ~v in the num-dimensional vector space,
while distmax calculates the maximal euclidean distance in the
num-dimensional vector space where each dimension ranges
from 0 to 1. Let nru;i and nrv;i be the value of item i from users u
and v in Pnu, respectively. Extended from our previous work
[26], we propose the formula of NR to measure the similarity
between two users u and v as follows:

Simðu; vÞ ¼ 1� distð~u;~vÞ
distmax

¼ 1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i2I ðnru;i � nrv;iÞ

2
q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPjIj
k¼1 ð1� 0Þ2

q

¼ 1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i2I

ru;i�rumin
rumax�rumin �

rv;i�rvmin
rvmax�rvmin

� �2
r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPjIj
k¼1 1

q ;

i.e.,

Simðu; vÞ ¼ 1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i2I

ru;i�rumin
rumax�rumin �

rv;i�rvmin
rvmax�rvmin

� �2
r

ffiffiffiffiffi
jIj

p ; ð5Þ

where I ¼ Iu \ Iv is the set of items coinvoked by users u and v; jIj
is the number of I; ru;i is the value of item i from user u in the
original user-item matrix P ; rumin and rumax denote the lowest and
the highest values from user u in P , respectively; and rvmin and
rvmax denote the lowest and the highest values from user v in P ,
respectively. In (5), Simðu; vÞ 2 ½0; 1�, where Simðu; vÞ ¼ 0 repre-
sents that two users are dissimilar and Simðu; vÞ ¼ 1 indicates that
two users are the same. For the motivating example mentioned in
Section 3.2, adopting (5) we obtain

Simðu1; u2Þ < Simðu3; u2Þ; Simðu4; u5Þ ¼ 0;

which are consistent with the facts.
Specially, the situation when user u (or v) has the same value

for all items make (5) fail to work. But this special situation exists
in theory and does not exist in reality, because the users’ QoS
values (e.g., RTT values) of web services distributed all over the
world cannot be all the same. Therefore, we ignore this special
situation in reality.

To calculate the similarity between two web services, similarly,
based on normalizing the items’ QoS values, we map the original
user-item matrix P into the column-normal user-item matrix Pni,
where each column is in the range of [0, 1]. The formula of NR to
measure the similarity between two items i and j is as follows:

Simði; jÞ ¼ 1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
u2U

ru;i�rimin
rimax�rimin �

ru;j�rjmin
rjmax�rjmin

� �2
r

ffiffiffiffiffiffiffi
jU j

p ; ð6Þ

where U ¼ Ui \ Uj is the set of users who invoked both items i and
j; jU j is the number of U ; ru;i is the value of item i from user u in the
original matrix P ; and rimin, rimax, rjmin, and rjmax denote the
lowest value of item i, the highest value of item i, the lowest value
of item j, and the highest value of item j in the original matrix P ,
respectively. In (6), Simði; jÞ 2 ½0; 1�, where Simði; jÞ ¼ 0 represents
that two items are completely dissimilar, and Simði; jÞ ¼ 1
represents that two items are the same.

Especially, the situation when item i (or j) has the same value
for all the users makes (6) fail to work.But this special situation

exists in theory and does not exist in reality, because the items’ QoS

values (e.g., RTT values) from users located all over the world

cannot be all the same. Therefore, we ignore this special situation

in reality.
During the similarity measure (e.g., using the PCC, COS, or

NR), when a user has not invoked any web services (or a web

service has not been invoked by any user), we do not calculate its

similarities with other users (or web services).

3.3 Normal Recovery Collaborative Filtering

Based on our NR similarity measurement approach, we propose an

innovative memory-based CF method, named normal recovery

collaborative filtering (NRCF).
When predicting the unknown QoS value r̂u;i of user u on item

i, our NRCF recovers the original scale of user u or item i. In the

user-based QoS value prediction, we define our user-based NRCF

as follows:

r̂u;i ¼ rumin þ ðrumax � ruminÞ
P

u02U Simðu; u0Þ � nru0 ;iP
u02U Simðu; u0Þ

; ð7Þ

where U denotes the set of similar users to user u, who have

invoked item i; nru0 ;i is the value of item i from user u0 in the row-

normal matrix Pnu; rumin and rumax are the lowest and the highest

values from user u in the original matrix P , respectively; and

Simðu; u0Þ can be computed by (5).
In the item-based value prediction, we create item-based NRCF

whose formula is given as

r̂u;i ¼ rimin þ ðrimax � riminÞ
P

i02I Simði; i0Þ � nru;i0P
i02I Simði; i0Þ

; ð8Þ

where I denotes the set of similar items to item i, which have been

invoked by user u; nru;i0 is the value of item i0 from user u in the

column-normal matrix Pni; rimin and rimax are the lowest and the

highest values of item i in the original matrix P , respectively; and

Simði; i0Þ can be computed by (6).
To make use of the information from both similar users and

similar items, a parameter �ð0 � � � 1Þ is employed to determine

how much does the prediction rely on user-based NRCF or item-

based NRCF. Our NRCF approach makes prediction by employing

the following equation:

r̂u;i ¼ �� rumin þ ðrumax � ruminÞ
P

u02U Simðu; u0Þ � nru0 ;iP
u02U Simðu; u0Þ

� �

þ ð1� �Þ � rimin þ ðrimax � riminÞ
P

i02I Simði; i0Þ � nru;i0P
i02I Simði; i0Þ

� �
:

ð9Þ

When � ¼ 1, our approach only uses information of similar

users to make prediction. When � ¼ 0, our approach uses

information of similar web services for making missing value

prediction. When 0 < � < 1, our approach systematically combines

the user-based NRCF approach (see (7)) and the item-based NRCF

approach (see (8)) to fully utilize the information of both similar

users and similar web services.

3.4 NRCF for Web Service Recommendation

The predicted QoS values via our NRCF approach can be

employed for the web service recommendation and selection.

When the target web services are functionally equivalent, the one

with the best predicted QoS performance can be recommended to

the current user. By this way, personalized web service selection

can be achieved without conducting the expensive and time-

consuming real-world web service invocations. When the target

web services have different functionalities, our NRCF approach

can help make personalized QoS performance prediction of the
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unused web services for the current users and recommend the

good performing ones to the users.
In the web service recommender system, service users and web

services are located in many countries that are far from each other.

In addition, the network through which web services are invoked

is highly dynamic. Thus, the user QoS styles and the item QoS

styles are very different from each other. Our NRCF approach can

adapt to different environment easily, since it considers the QoS

style difference and makes use of information of both similar users

and similar items for making the prediction.

4 EXPERIMENTS

4.1 Web Service QoS Data Set

The experiments are conducted by employing our web service QoS

data set [33], which contains 1,873,838 real-world route-trip time

(RTT) records from 339 distributed users on 5,825 real-world web

services. To collect the data set, we use 339 distributed planet-lab1

computers from 30 countries to monitor the 5,825 web services in

73 countries. As far as we know, the scale of this data set is the

largest in the field of service computing.
Given an M �N user-item matrix that contains T records on N

items from M users, we define density of the matrix as

density ¼ T
M�N . Based on this definition, the density of our user-

item matrix is 94.9 percent.

4.2 Evaluation Metric

To evaluate the QoS value prediction accuracy, we use the well-

known mean absolute error (MAE) metric. The MAE is the average

absolute deviation of predictions to the ground truth values. The
MAE is defined as

MAE ¼
P

u;i jru;i � r̂u;ij
N

; ð10Þ

where ru;i denotes the actual RTT of web service i observed by user

u, r̂u;i denotes the predicted RTT of web service i for user u, and N

denotes the total number of predicted RTTs. Smaller MAE values

indicate better prediction accuracy.

4.3 Experimental Setup

To study the RTT value prediction accuracy of different prediction

approaches, we randomly remove RTT records from the original

user-item matrix to produce 10 sparse matrices. The densities of

these sparse matrices range from 2 percent to 20 percent with a

step of 2 percent. The reason why we use small density values is

that a user usually only invokes a small number of web services in

real-world. Therefore, the user-item matrix is typically very sparse.
We use five-fold cross validation in the experiments. For each

one of the 10 sparse matrices, we separate its RTT records into
two parts, i.e., training set (80 percent of the RTT records in the
matrix) and test set (the remaining 20 percent of the RTT records
in the matrix). The separating process is repeated five times, and
for each time we predict RTTs in the test set based on the RTTs
in the corresponding training set. The advantage of this method
is that all RTT records are used for training and validation, and

each RTT record is used for validation exactly once. For
obtaining a reliable evaluation, we repeat the five-fold cross-
validation process five times and report the average MAE of
25 folds (5 folds � 5 times).

4.4 Performance Comparison of Similarity Measures

To show the effectiveness of our NR similarity measure (see (5)
and (6)), we compare it with two other well-known similarity
measures, i.e., PCC (see (1) and (2)) and COS (see (3) and (4)),
which have been introduced in Section 3.1. We combine NR, PCC,
and COS with the formula shown in (9) for the missing RTT value
prediction, respectively.

In this experiment, we set density ¼ 0:1, neighborhood size

k ¼ 30, and vary the value of � from 0.1 to 1 with a step value of

0.1. Table 1 shows the prediction accuracy of different similarity

measures. From Table 1, we can see the following:

1. Our NR approach outperforms all the competing ap-
proaches consistently under different � values.

2. The worst case of NR (0.4278) is superior to the best ones
of the competing approaches (0.4322 for PCC and 0.4612
for COS).

3. The best MAE performances of PCC, COS, and NR are
0.4322, 0.4612, and 0.3473, respectively. Compared with
PCC and COS, our NR approach significantly improves the
prediction accuracy (24.45 percent and 32.80 percent better
than PCC and COS, respectively).

4.5 Performance Comparison of Prediction Approaches

To show the effectiveness of our NRCF approach, we compare it

with five well-known prediction approaches:

. User-mean (UMEAN). UMEAN predicts the missing RTT
values by employing the average RTT value of other web
services invoked by the same user.

. Item-mean (IMEAN). IMEAN predicts the missing RTT
values by employing the average RTT value of the web
service observed by other users.

. User-based CF adopting PCC (UPCC). UPCC employs the
information of similar users for making missing value
prediction [11], [23], [25]. Equation (1) is employed by
UPCC when making a prediction.

. Item-based CF adopting PCC (IPCC). IPCC employs the
information of similar web services for making prediction
[13], [20]. Equation (2) is employed by IPCC when making
a prediction.

. WSRec. WSRec is a memory-based CF approach, which
systematically combines the UPCC and IPCC ap-
proaches [31].

In the six prediction approaches, the missing value predictions
of UPCC, IPCC, WSRec, and NRCF are influenced by the
neighborhood size. In this experiment, we vary the neighborhood
size from 10 to 50 with a step value of 10. Since there are no
parameters for the six approaches except NRCF and WSRec, we
set � ¼ 0:1 for NRCF, confidence weight ¼ 0:1 for WSRec.
(In WSRec, a parameter called confidence weight is employed to
determine how much the prediction relies on the user-based
method or item-based method, and it reaches the best performance
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when confidence weight is 0.1 according to our experiments, in
which we vary confidence weight from 0 to 1 with a step of 0.1.)

Table 2 shows the experimental results of all evaluated
approaches in terms of prediction accuracy measured by MAE.
In Table 2, there are five subtables corresponding to the
neighborhood size of 10, 20, 30, 40, and 50. In each subtable, we
present the MAE values of different matrix densities (i.e., we vary
the user-item matrix density from 0.02 to 0.2 with a step of 0.02).
The last row of each subtable shows the improvement of NRCF
over the best result of all the competing approaches.

As shown in Table 2, we can see the following:

1. Our NRCF significantly outperforms all the competing
approaches consistently, with an improvement of

27.17 percent to 41.08 percent better than the best
results of other competing approaches.

2. With the increase of the user-item matrix density from 0.02
to 0.20, the improvement percentages of our NRCF decline
in general. When the user-item matrix becomes sparser,
there are more vectors with less covalued dimensions,
which leads to NRCF’s better improvement compared with
the competing approaches.

3. For each subtable, the range between the lowest MAE
of NRCF and the highest MAE of NRCF is small, i.e.,
NRCF keeps a smooth MAE performance under
different user-item matrix densities, since NRCF con-
siders dimension-number difference of vectors.

IEEE TRANSACTIONS ON SERVICES COMPUTING, VOL. 6, NO. 4, OCTOBER-DECEMBER 2013 577

TABLE 2
MAE Performance Comparison of Different Prediction Approaches (Smaller Value Means Better Performance)

Authorized licensed use limited to: Chinese University of Hong Kong. Downloaded on December 28,2020 at 02:57:06 UTC from IEEE Xplore.  Restrictions apply. 



These experimental results indicate two aspects of NRCF: On one

hand, the more sparse the user-item matrix is, the better

performance improvement NRCF achieves compared with other

prediction approaches. On the other hand, NRCF is not sensitive to

the increase of user-item matrix density, indicating that our NRCF

approach can provide good prediction performance even with

limited available QoS values. Since in real web service recommen-

der systems, the user-item matrix is usually very sparse, our NRCF

can provide more stable and accurate QoS value prediction

services compared with other approaches.

4.6 Impact of ��

The parameter � balances the information from similar users and

similar items. If � ¼ 0, we only extract information from items for

making the prediction, and if � ¼ 1, we only employ information

of similar users. In the other cases, we fuse information from users

and items to make the prediction. To study the impact of the

parameter � on the prediction results, in this experiment, we vary

� from 0.1 to 1 with a step of 0.1. We set k ¼ 30 and density ¼ 0:1.

Fig. 2a shows the impact of � on the prediction results.
As shown in Fig. 2a, the MAE value first declines slightly and

then rises sharply. It reaches bottom when � ¼ 0:2. This experi-

mental result indicates that by systematically fusing the informa-

tion of similar users and similar web services (i.e., set � ¼ 0:2), the

prediction accuracy can be enhanced.

4.7 Impact of Neighborhood Size kk

The neighborhood size k plays an important role in our NRCF

approach, which determines how many users or items are

employed to predict missing values. To study the impact of

parameter k, in this experiment, we vary the value of k from 10 to

50 with a step of 10. We set � ¼ 0:2 and density ¼ 0:1. Fig. 2b

shows the impact of neighborhood size k on the prediction results

of our NRCF approach.
As shown in Fig. 2b, the curve declines with the increase of

value k, indicating that our NCRF achieves the better performance

when more neighbors are employed to make the prediction.

4.8 Impact of User-Item Matrix Density

The performance of NRCF is also influenced by the user-item

matrix density. The user-item matrix density means how many

records in the matrix can be employed to predict the missing

values. To study the impact of the matrix density, in this

experiment, we vary density from 0.04 to 0.2 with a step of 0.04.

We set � ¼ 0:2 and k ¼ 30. Fig. 2c displays the impact of the

user-item matrix density on the prediction accuracy of our

NRCF approach.
As shown in Fig. 2c, the curve declines with the increase of

density. This experimental result indicates that our NRCF

achieves more accurate prediction accuracy with the increase of

the user-item matrix density, since a denser matrix provides

more information for making the missing value prediction.

5 CONCLUSION

In this paper, we propose a normal recovery collaborative
filtering approach (named NRCF) to address the problem of
personalized web service recommendation. Our NRCF approach
investigates the characteristics of web service QoS values and
proposes a new similarity measure, which finds similar users
(or web services) more accurately and leads to better QoS value
prediction accuracy. Moreover, by systematically fusing the
information of similar users and similar web services, our NRCF
approach can achieve better prediction accuracy. Comprehensive
experiments are conducted on a large-scale real-world web
service QoS data set. The experimental results show that our
method significantly improves the QoS value prediction accuracy
compared with other existing approaches.

The Internet environment is highly dynamic and the QoS value

of web services may change over time. By taking advantages of the

latest advanced technologies in machine learning, we will design

an online version of our algorithm to effectively handle this

dynamic QoS changing problem in our future work. Furthermore,

we also plan to investigate additional QoS properties of web

services and apply our NRCF approach to other application

domains, such as service recommendation for the field of cloud

computing in which everything can be seen as a service.
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