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Abstract

The widespread deployment of deep models necessitates
the assessment of model vulnerability in practice, espe-
cially for safety- and security-sensitive domains such as au-
tonomous driving and medical diagnosis. Transfer-based
attacks against image classifiers thus elicit mounting inter-
est, where attackers are required to craft adversarial im-
ages based on local proxy models without the feedback in-
formation from remote target ones. However, under such a
challenging but practical setup, the synthesized adversar-
ial samples often achieve limited success due to overfitting
to the local model employed. In this work, we propose a
novel mechanism to alleviate the overfitting issue. It com-
putes model attention over extracted features to regularize
the search of adversarial examples, which prioritizes the
corruption of critical features that are likely to be adopted
by diverse architectures. Consequently, it can promote the
transferability of resultant adversarial instances. Extensive
experiments on ImageNet classifiers confirm the effective-
ness of our strategy and its superiority to state-of-the-art
benchmarks in both white-box and black-box settings.

1. Introduction

Deep neural networks (DNNs) have emerged as a

cutting-edge solution to a broad spectrum of real-world ap-

plications, such as object detection, speech recognition, and

machine translation [27]. Despite the impressive perfor-

mance of these deep learning techniques, they are surpris-

ingly vulnerable to the so-called adversarial samples [36].

For example, by imposing human-imperceptible noises on

legitimate images purposefully, the resultant adversarial in-

put can incur erroneous predictions from state-of-the-art im-

age classifiers. It raises growing concerns over the reliabil-

ity of these high-performance black boxes and hinders the

deployment of these models in practice, especially in safety-

and security-sensitive domains such as autonomous driving

and medical diagnosis [3].

∗Corresponding author.

Attacks thus play an important part in evaluating a model

and revealing its blind spots before deployment, and one of

the most fundamental and recognized tasks is to generate

adversarial images against DNN image classifiers [3]. To

simulate the threat a DNN image classifier may face, there

are generally two kinds of threat models considered in the

literature [20]. One is white-box settings, where attackers

have full access to the victim model, such as the model

architectures and parameters. The other one is black-box

settings, where attackers only possess query access to the

target model, namely, offering input images and obtaining

output predictions.

Corresponding to the threat models that they are tailored

for, there exist two sorts of attacks: white-box attacks and

black-box ones [20]. White-box attacks can exploit the ex-

act gradient information of the victim model to craft mali-

cious instances [36, 9, 5], while black-box attacks can be

further divided into two categories according to the mecha-

nism attackers adopt [8]. One is query-based, and the other

one is transfer-based. Query-based black-box attacks usu-

ally require excessive queries before a successful trial [16].

On the contrary, without the feedback information from the

target model, transfer-based black-box attacks devise adver-

sarial samples with off-the-shelf local models (i.e., source

models) and directly harness the resultant example to fool

the remote target model (i.e., victim models) [41, 8].

Among these two sorts of black-box attacks, the

transfer-based one has attracted ever-increasing attention

recently [8]. In general, only costly query access to de-

ployed models is available in practice. Therefore, white-

box attacks hardly reflect the possible threat to a model,

while query-based attacks have less practical applicability

than the transfer-based counterparts due to the prohibitive

query cost they may incur [8].

Thanks to the observed cross-model transferability of ad-

versarial samples, a popular practice is to freely employ

any white-box attack strategy as transfer-based black-box

attacks [21]. Unfortunately, the malicious images synthe-

sized by such a scheme are prone to overfit to the exclu-

sive blind spots of the source model [39, 8, 41, 7]. Specif-

ically, although the crafted adversarial samples can attack
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Inception V3 VGG 16 ResNet V2 

Figure 1: The attention heatmaps of three representative

models (VGG 16 [33], ResNet V2 [12, 13], and Inception

V3 [35]) for a cat prediction. The visualization is generated

with the technique of [30] as detailed in Section 4.2. Redder

regions possess higher importance to the model decision.

the source model with near 100% success rates, they suffer

from limited success against the target model.

In this work, we aim to promote such transfer-based at-

tacks, which requires improving the transferability of ad-

versarial samples crafted with white-box attack strategies.

We expect that the crux is to guide the search of adversarial

images towards the common vulnerable directions of both

the source and the target models. Therefore, it inspires us to

seek for the common characteristics of diverse models and

exploit such information to ameliorate the overfitting issue.

We discover that before different models arrive at a cor-

rect decision, they should first extract various features and

then weigh these features appropriately, namely, allocating

suitable attention over extracted features1. Although some

models may adopt exclusive feature extractors, the most

critical features that diverse architectures employ tend to

overlap largely in our numerous observations. For instance,

as demonstrated in Figure 1, when different models recog-

nize a cat image, albeit one of the models (Inception V3)

also looks for features extracted from the cat neck, all of

them tend to pay attention to the face-related features spon-

taneously.

The similarity among different models in the employed

features inspires us to exploit the model’s attention to

guide the search of adversarial perturbations. Figure 2 il-

lustrates the proposed strategy. In short, we first adopt

back-propagated gradients to approximate the importance

of different features to model decisions (i.e., attention ex-
traction). Then we require the adversarial manipulation to

contaminate attention-weighed feature outputs. As a result,

the synthesized malicious noise can focus on undermining

the most vital image features that the local source model

employs (i.e., critical feature destruction). Since differ-

ent models strongly rely on such features, we can alleviate

overfitting to a specific source model and boost the transfer-

ability of resultant adversarial samples.

In summary, we would like to highlight the following

1In this work, we consistently employ the term “feature” to refer to

the hidden representations of images extracted by middle layers of DNNs,

rather than the raw image pixels.

Face 

 ଵߙ

 ௡ߙ

 ଶߙ

ଵߙ ଶߙ + ∗ ௡ߙ + + ∗ ∗ 

Cat 

Cat 

Gradient  
Backpropagation 

Attention  
Extraction 
( ଶߙ ( > ௡ߙ > ⋯ 

 

 

 

 

 

Critical Feature 
Destruction 
( ) 

Figure 2: The proposed procedure of model attention ex-
traction and its application to guide the search of decep-

tive samples towards critical feature destruction. See Sec-

tion 4 for details.

contributions of this work:

• We propose a novel strategy to boost the transferabil-

ity of adversarial images. It features an introduction

of model attention to regularize the search of decep-

tive noises, which mitigates overfitting to specific blind

spots of the source model.

• Extensive experiments show that our attention-guided

transfer attack (ATA) can severely compromise di-

verse top-performance image classifiers and defended

ones. Empirical results also witness the superior per-

formance of our proposal to state-of-the-art bench-

marks in both white-box and black-box scenarios.

• We show that our strategy is generally compatible with

other transfer-based attacks and can be conveniently

integrated into several state-of-the-art approaches to

improve their performance.

2. Related Work
According to the knowledge of attackers, there are gen-

erally two categories of threat models in the literature [3].

One is white-box settings where attackers acquire full ac-

cess to the victim model, for example, the model architec-

ture and parameters. The other one is black-box settings

where adversaries only obtain query access, namely, image

input uploading and prediction output downloading. Under

both scenarios, attackers aim to synthesize adversarial sam-

ples to mislead learning algorithms by perturbing legitimate
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images in a human-unnoticeable manner. Corresponding

to the setting that they are tailored for, attacks are coined

white-box attacks and black-box ones [3].

The white-box attack enjoys great popularity among

early work on attacking DNNs [36, 9, 18, 5]. Different from

the process of model training, they feature an optimization

in input space to elevate training loss. Fast gradient sign

method (FGSM) alters clean seed images by taking one step

along with the sign of the gradient of the model loss func-

tion [9]. Its successor, basic iterative method (BIM), itera-

tively applies FGSM perturbations of smaller magnitude to

improve attack success rates [18]. Projected gradient de-

scent (PGD) extends BIM with random start to diversify the

synthesized adversarial instances [22]. Carlini and Wag-

ner attacks (C&W) devise a novel attack object to absorb

the perturbation budget constraint [5], which also admits

the employment of sophisticated optimizers like Adam [17]

during the search for deceptive noises. Jacobian-based

Saliency Map Attack (JSMA) [25] is tailored for seeking

the adversarial noise with the minimal l0 norm. Therefore,

it proposes to prioritize the modification of the most impor-

tant image pixels to model decisions.

However, white-box attacks hardly reflect the threat to

models in practice since only query access is allowed in

most realistic cases. Therefore, black-box attacks have at-

tracted increasing attention recently. There are roughly two

sorts of black-box attacks according to the mechanism they

adopt. One is query-based [24, 2, 10], and the other one is

transfer-based [41, 39, 8, 21, 23].

Query-based black-box attacks can settle the suscepti-

ble direction of the victim model as per the response of

the target model to given inputs [10]. Alternatively, attack-

ers can approximate the loss gradient of the target model

through training a local replica [24] or finite difference tech-

niques [2]. However, such attacks usually require excessive

queries before a successful trial and thus have limited appli-

cability in practice [8].

Transfer-based black-box attacks are motivated by the

transferability of adversarial samples across different mod-

els. Concretely, attackers first launch attacks on off-the-

shelf local models to which they have white-box access.

Then the deceptive samples are directly transferred to fool

the remote victim model. Therefore, attackers can apply

any white-box attack algorithm in this task, such as FGSM

and BIM. Unfortunately, such a straightforward strategy

frequently suffers from overfitting to specific weaknesses

of local source models and manifesting limited success. We

show that by introducing regularizers into the optimization

process of adversarial samples, we can significantly im-

prove the performance of such transfer-based black-box at-

tacks.

There also exist two sorts of methods to promote ad-

versarial transferability. Ensemble-based mechanisms of-

ten require the deduced distortion to remain harmful for

an ensemble of models [21, 32] or images [39, 8, 23].

More related to our work is the regularization-based ap-

proach: transferable adversarial perturbation (TAP) intro-

duced by [41]. TAP injects two regularization terms into

the vanilla training loss function of the model to guide the

search of adversarial manipulations, which alleviates the is-

sue of vanishing gradient and reduces the variations of re-

sultant adversarial samples. We reveal that different mod-

els share similar attention when making correct predictions.

Therefore, we can exploit this property to boost the trans-

ferability of malicious images.

There is a huge body of parallel proposals to enhance the

robustness of deep models. Unfortunately, defenders appear

to lag far behind in the arms race against adversaries due to

the prevailing reactive defense methodology [3]. Failed at-

tempts include pre-processing the input images to diminish

malicious noises [11, 1], defensive distillation to mask gra-

dients [26, 6], and feature squeezing to detect adversarial

samples [40, 14, 38]. Adversarial training arguably remains

the most effective and promising defense to date, where de-

fenders proactively craft deceptive images for their model

and augment the clean training data with such instances to

train the model [9, 22, 20]. Moreover, exploiting the ma-

licious examples tailored for diverse hold-out models can

further strengthen defense and confer robustness to transfer-

based black-box attacks [37]. Therefore, we also employ

state-of-the-art adversarial trained models to investigate the

performance of our strategy against defended models.

3. Preliminaries

We represent a DNN image classifier as a function f(x),
which is usually a hierarchical composition of layers of neu-

rons. It outputs the probability vector for a given image x,

where f(x)[i] denotes the probability of the image x be-

longing to class i. We signify the hidden representation of

x in layer k as Ak(x) = fk(x), which consists of multiple

feature maps. We will omit the input x when it is clear from

the context. Therefore, Ac
k is the cth feature map in layer

k, and Ac
k[m,n] is the output of the neuron with the spatial

position [m,n] therein.

Given a model f , an adversarial counterpart x′ of the

clean image x with ground truth label t should satisfy the

following two conditions:

argmax f(x′) �= t, (1)

and

||x′ − x||p ≤ ε. (2)

The first condition formulates the attack object, namely,

misleading the target model to a wrong prediction with the

malicious instance x′. The second condition ensures that
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the induced distortion to the original image x is impercep-

tible, since ε is usually a fairly small number. We adopt l∞
norm in this work, as it is the most widely advocated in the

community [9]. We also note that our method is generally

applicable to other norm choices.

Let l(f(x), t) signify the loss function to guide the train-

ing of model f . Attackers can harness the training loss

function as a surrogate for the attack object in Eq. (1) and

formulate the generation of an adversarial image x′ as the

optimization problem below:

maximize l(f(x′), t),
subject to ||x′ − x||p ≤ ε. (3)

4. Method
Under the setup of transfer-based black-box attacks, at-

tackers can only exploit off-the-shelf local models to man-

ufacture deceptive samples. However, the solution to the

above optimization problem of Eq. (3) usually exhibits lim-

ited transferability due to overfitting to the source model.

To overcome the pitfall, we propose to augment the

vanilla training loss function with an attention-based reg-

ularization term in Eq. (3). It encourages the search toward

harmful directions common to different deep architectures

when updating the deceptive perturbations.

As illustrated in Figure 2, we will first approximate

model attention over extracted features with correspond-

ing back-propagated gradients (Section 4.1). Then we for-

mulate the destruction of attention-weighed combinations

of feature maps as a regularization term to Eq. (3) (Sec-

tion 4.3). Finally, we explain the algorithm we employ to

solve the reformulated optimization problem for adversar-

ial sample generation (Section 4.4).

4.1. Attention Extraction

We suppose that transfer-based attackers can benefit

from explicitly attacking hidden feature detectors within

DNN image classifiers. Different from traditional image

classification approaches that count on hand-designed fea-

tures, deep learning-based image classifiers are renowned

for their competence to automatically extract discriminative

features from images [15]. We can thus separate a DNN im-

age classifier into two parts: a hierarchical feature extrac-

tion module and a softmax classifier. The learned feature

extractors of a DNN image classifier are often so generic

that they can adapt to different domains and tasks [31]. In-

spired by the fact, we expect that lots of feature descrip-

tors are shared among different architectures for the same

task, for example, the edge detector for face recognition.

Therefore, if the synthesized adversarial noise can not only

fool the final prediction of a target model, but also severely

contaminate the extracted intermediate features, it is more

likely to transfer across different models.

However, polluting the intermediate features under a re-

stricted perturbation budget may still suffer from overfitting

to a specific model, since there are some feature filters ex-

clusive to the source model. To address the issue, we ask

the deceptive noise to focus on undermining critical features

for the model prediction. We assume that although different

models may seek for distinct feature evidence to arrive at

the final decision, the most crucial features one model pays

attention to are frequently shared among various architec-

tures. For example, for a cat image, it is very likely that

different models all need to exploit the face-related features

when making a correct prediction (Figure 1).

Consequently, we need to derive the importance of di-

verse features to model decisions, namely, the model’s at-

tention. We regard one whole feature map as basis fea-

ture detectors. Therefore, we approximate the importance

of feature map Ac
k (i.e., the c-th feature map in layer k) to

class t with spatially pooled gradients:

αc
k[t] =

1

Z

∑

m

∑

n

∂f(x)[t]

∂Ac
k[m,n]

. (4)

Here Z is a normalizing constant such that αc
k[i] ∈ [−1, 1].

We name αk[t] the attention weight of the model to various

features extracted in layer k regarding class t.

4.2. Attention Visualization

Built upon the deduced attention weights, we propose

to visualize the attention maps of various models with the

technique of [30]. Such visualization aims to explore what

the model attention looks like and examine whether distinct

models showcase similar attentions for the same correctly

classified image. Therefore, it serves as a proof of concept

for our idea.

Specifically, we first scale different feature maps with

corresponding model attention weights αc
k[t]. Then we per-

form channel-wise summation of all feature maps in the

same layer. After that, we proceed with a ReLU operation

to derive the attention map for the label prediction t:

Ht
k = ReLU(

∑

c

αc
k[t] ·Ac

k). (5)

We apply the ReLU operation here to remove negative

pixels in the attention map so that we can focus on support-

ive features, which have a positive influence on the class of

interest. Negative pixels probably stands for features from

other classes. We note that Ht
k is of the same spatial reso-

lution as the feature maps in layer k. Since the size of the

feature maps varies across different layers and models, we

finally bilinearly interpolate the attention map to the same

resolution as the input image for better comparison.

For the same cat image, Figure 1 displays the attention

heatmaps of various ImageNet classifiers regarding the cat
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prediction. We note that all these models correctly classify

the cat image. It corroborates our assumption that diverse

models exhibit similar attention when making a correct pre-

diction.

4.3. Critical Feature Destruction

After obtaining the model attention, we can now ask the

adversarial samples to not only mislead the final decision

of the target model, but also destroy the vital intermediate

features. We combine both goals as a novel surrogate attack

object function for Eq. (1):

maximize J(x,x′, t, f),
where J(x,x′, t, f) = l(f(x′), t)+

λ
∑

k

||Ht
k(x

′)−Ht
k(x)||2. (6)

Here the first term in J is the vanilla training loss (i.e.,
the cross-entropy loss), and we maximize it to achieve the

first goal. The second term measures the distance between

attention-weighed combinations of original feature outputs

and the corrupted counterparts. It corresponds to preferring

great alterations to features with large attention weight and

thus accounts for the second goal. λ is a tunable weight to

control the regularization effect of the second term.

4.4. Optimization Algorithm

After substituting the proposed attack object function

(Eq. (6)) for that in Eq. (3), we can now reformulate the

manufacture of transferable adversarial samples as the fol-

lowing optimization problem:

maximize J(x,x′, t, f),
where J(x,x′, t, f) = l(f(x′), t)+

λ
∑

k

||Ht
k(x

′)−Ht
k(x)||2,

subject to ||x′ − x||p ≤ ε. (7)

Therefore, we can freely apply different backbone opti-

mization algorithms to acquire a solution. For fair com-

parisons, the optimization strategy we apply in this paper is

the same as the white-box benchmark (BIM), which is an

iterative refinement of FGSM.

Concretely speaking, BIM extends FGSM into an itera-

tive procedure with a smaller step size ε′ in each run:

x′
k+1 = clipx,ε{x′

k + ε′ sign(
∂l(f(x′

k), t)

∂x
)}, (8)

where x′
0 = x, and clipx,ε{x′} conducts pixel-wise clip-

ping for the resultant image x′. Accordingly, it guarantees

that x′ stays within the l∞ ε-neighborhood of the seed im-

age x.

Algorithm 1 Attention-guided Transfer Attack (ATA)

Require: A classifier f , attack object function J (Eq. (6)),

a clean image x, and its ground-truth label t
Require: The perturbation budget ε, iteration number K
Ensure: ||x′ − x||∞ ≤ ε

1: ε′ =
ε

K
2: x′

0 = x
3: for k = 0 to K − 1 do
4: x′

k+1 = clipx,ε{x′
k + ε′ sign(

∂J(x,x′
k, t, f)

∂x
)}

5: end for
6: return x′ = x′

K

Algorithm 1 summarizes our algorithm to craft transfer-

able adversarial samples. In short, it features an introduc-

tion of attention-based regularization term to the optimiza-

tion procedure of BIM.

5. Experiments
In this section, we first elucidate the experimental setup

in Section 5.1. Then we report the results of our attack

against diverse top-performance models and make compar-

isons with numerous state-of-the-art benchmark approaches

in Section 5.2. Subsequently, we investigate the effect of

hyper-parameters on our attack success rates in Section 5.3.

Finally, we verify the complementing effect of our strategy

on compatible algorithms in Section 5.4.

5.1. Experimental Setup

We focus on attacking image classifiers trained on Im-

ageNet [29], which is the most broadly recognized bench-

mark task for transfer-based black-box attacks [20, 4]. We

follow the protocol of the baseline method [41] to curate ex-

perimental datasets and target models for fair comparisons.

Dataset. We need two sorts of datasets to develop and

assess our attacks, respectively. The development dataset is

the ILSVRC 2012 validation dataset [29], where we fine-

tune our hyper-parameters. The test data adopted to assess

our technique is the ImageNet-compatible dataset released

by the NeurIPS 2017 adversarial competition [20]. This test

set contains 1000 images that are not included in the orig-

inal ImageNet dataset. Therefore, it satisfies the require-

ment of evaluating the generalization capability of attack

algorithms in practice.

Target model. We examine our technique with both un-

defended and defended models. As for undefended mod-

els, we employ numerous top-performance models with di-

verse architectures, including ResNet V2 [12, 13], Inception

V3 [35], Inception V4 [34], and Inception-ResNet V2 [34]2.

2These pre-trained models are all publicly available at https://
github.com/Cadene/pretrained-models.pytorch.
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Attack ResNet V2 Inception V3 Inception V4 Inception-ResNet V2 Ensemble

No Perturbation 89.6% 96.4% 97.6% 100% 99.8%

Random Noise 84.5% 91.7% 94.6% 97.8% 98.1%

ResNet V2

FGSM 14.6% 56.3% 64.8% 66.8% 63.1%

BIM 4.4% 53.2% 62.0% 63.8% 54.3%

C&W 37.7% 94.5% 96.4% 98.5% 98.5%

JSMA 27.2% 59.3% 65.2% 62.1% 64.4%

TAP 9.5% 51.2% 60.1% 55.5% 50.3%

ATA 8.7% 52.9% 58.3% 55.1% 49.4%

Inception V3

FGSM 65.7% 27.2% 70.2% 72.9% 76.2%

BIM 76.8% 0.01% 67.7% 70.2% 73.6%

C&W 86.9% 24.5% 93.5% 96.2% 96.0%

JSMA 66.4% 22.4% 57.2% 60.3% 68.9%

TAP 48.2% 0.1% 24.5% 26.3% 34.2%

ATA 47.2% 0.1% 22.1% 25.7% 31.9%

Inception V4

FGSM 68.3% 67.1% 50.3% 72.8% 76.4%

BIM 62.1% 40.9% 0.9% 69.1% 55.5%

C&W 86.7% 91.7% 49.5% 93.2% 92.9%

JSMA 70.7% 68.9% 30.0% 65.2% 68.9%

TAP 58.4% 27.3% 1.8% 24.2% 51.7%

ATA 59.9% 24.8% 0.9% 22.1% 50.3%

Inception-ResNet V2

FGSM 71.7% 69.0% 76.5% 57.2% 78.7%

BIM 60.4% 41.5% 51.5% 1.2% 54.5%

C&W 85.6% 91.7% 92.4% 49.0% 93.5%

JSMA 55.4% 62.7% 66.8% 50.3% 64.9%

TAP 53.3% 25.9% 33.2% 4.8% 48.2%

ATA 49.8% 22.1% 30.1% 1.2% 45.3%

Table 1: Accuracy of undefended models under attacks. The first column shows the source model employed, while the first

row states the remote target models.

We also attack the corresponding ensemble model (referred

to as Ensemble), whose prediction is the average probabil-

ity output of all the above models.

When it comes to the defended models, we adopt mul-

tiple state-of-the-art adversarially trained models as remote

targets [37, 19], since adversarial training is arguably the

most promising and effective defense to date [22]. These

adversarially trained models include adversarially trained

Inception V3 (Adv-Inc-v3), adversarially trained Inception-

ResNet V2 (Adv-IncRes-v2), adversarially trained Incep-

tion V3 with deceptive samples from an ensemble of three

models (Ens3-Adv-Inc-v3) and four models (Ens4-Adv-

Inc-v3), respectively3.

Baseline. We compare the performance of our attack

with three kinds of benchmark techniques. As a naive base-

line attack, we attach Gaussian noise under the same norm

constraint to clean images, which is denoted as the Random
Noise attack. More importantly, we compare our strate-

gies with diverse state-of-the-art white-box attacks, includ-

3These models are all publicly available at https://github.
com/tensorflow/models/tree/master/research/adv_
imagenet_models.

ing FGSM [9], BIM [18], C&W [5], and JSMA [25], to

showcase the effectiveness of our algorithm in alleviating

the overfitting issue and improving the transferability of

white-box attacks. Since the original C&W implementation

cannot strictly meet the l∞ budget, we employ the modified

l∞ version of C&W as introduced by [41], which can ex-

plicitly satisfy the l∞ norm constraint. Similar to our strat-

egy, TAP [41] boosts adversarial transferability through two

regularization terms and is the state-of-the-art approach un-

der this category. Therefore, we also include TAP in the

competing benchmarks.

Metric. We compare different attacks via the top-1 ac-

curacy of target models. Accordingly, lower accuracy of

victim models on the synthesized adversarial samples rep-

resents better attack performance.

Parameter. We only include the last convolutional layer

of the source model in our regularization term based on

our preliminary experiments. For fair comparisons, we

adopt default parameters as recommended in benchmark ap-

proaches and Foolbox [41, 28]. The random noise is sam-

pled from a clipped normal distribution with mean 0 and

variance 1.
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Attack

Adv- Adv- Ens3- Ens4-

Inc- IncRes- Adv- Adv-

v3 v2 Inc-v3 Inc-v3

FGSM 62.1% 85.7% 77.4% 77.8%

BIM 64.7% 82.6% 72.3% 74.7%

ResNet C&W 94.0% 96.3% 92.8% 90.5%

V2 JSMA 58.2% 80.3% 75.2% 75.9%

TAP 49.2% 66.5% 59.1% 56.0%
ATA 49.2% 60.3% 57.8% 58.2%

FGSM 72.1% 93.6% 85.1% 86.4%

BIM 82.4% 93.9% 88.2% 88.5%

Inception C&W 93.0% 96.4% 92.3% 90.0%

V3 JSMA 81.4% 93.6% 89.5% 87.4%

TAP 55.8% 68.8% 61.3% 60.6%

ATA 54.1% 61.3% 60.2% 60.2%
FGSM 74.8% 93.8% 88.1% 86.9%

BIM 71.9% 92.9% 85.3% 85.3%

Inception C&W 92.8% 94.8% 91.9% 90.0%

V4 JSMA 70.6% 91.7% 87.9% 88.4%

TAP 65.3% 90.4% 83.2% 87.3%

ATA 69.1% 89.8% 80.9% 82.9%
FGSM 73.9% 92.7% 86.9% 87.3%

Inception- BIM 70.8% 92.9% 84.8% 86.9%

ResNet C&W 91.8% 94.9% 91.9% 89.3%

V2 JSMA 72.1% 94.9% 83.3% 84.6%

TAP 60.5% 87.8% 81.2% 84.3%

ATA 58.9% 85.9% 80.9% 81.4%

Table 2: Accuracy of adversarially trained models under at-

tacks. The first column shows the source model employed,

while the first row states the remote target models.

Following [41], we fix the perturbation budget ε to 16 for

all methods. We conduct grid search on the development

dataset to settle the best hyper-parameter for our algorithm.

In all our experiments, the attack iteration number K is set

to 5. The regularization weight λ roughly balances the con-

tribution of each term in the loss function J (Eq. (6)).

5.2. Transferability of Attacks

Here we study the performance of our attack against both

undefended and defended models. Specifically, we first fix

a source model and run our algorithm on the model to pro-

duce adversarial samples. The resultant samples are then di-

rectly fed to the source model and other different models to

simulate the white-box and black-box setups, respectively.

We first attack undefended models, and Table 1 reports

the results. We make the following observations. First, all

these models possess impressive clean accuracy and appear

resistant to random noise. Models with higher capacity usu-

ally exhibit better performance. Second, under white-box

setups, BIM is the winning attack. Our algorithm achieves

matching results to BIM and significantly outperforms the

others. Third, under black-box settings, our attack sig-

nificantly boosts the transferability of BIM. For example,

(a) Clean (b) ATA

Figure 3: A clean source image and the corresponding ad-

versarial image crafted with the proposed ATA. The tar-

get model is Inception V3. Although the perturbation

is imperceptible to humans, it can successfully fool top-

performance models.

when employing Inception V3 as the source model, our at-

tack witnesses an average gain of 40.4% on attack success

rates compared to BIM. Moreover, we defeat all the other

benchmark methods with a significant margin, except for

two cases, where we only lag a little behind TAP. We note

that TAP employs two regularization terms, one for maxi-

mizing internal feature distances and the other for smooth-

ing resultant perturbations. Contrarily, by applying only one

regularization term to maximize attention-weighed internal

feature distances, our method outperforms TAP in almost

all cases.

We next attack models defended by adversarial training.

For fair comparisons with the baseline approach [41], we

stick to employing undefended models as local source mod-

els. Therefore, we explore a more challenging black-box

scenario where the source and target models possess more

distinct property. We present the results in Table 2. We draw

the following conclusions. First, we consistently improve

the transferability of BIM to a great extent. For example, we

increase the attack success rate of BIM by 29.3% on aver-

age, when applying Inception V3 as the source model. Sec-

ond, our ATA remarkably outperforms all the other bench-

marks except for two cases, where we only slightly lag be-

hind TAP.

Figure 3 displays one generated adversarial image

against Inception V3 with our attack. We note that the de-

duced manipulations to the clean image are hardly visible.

It confirms that our attack is stealthy.

5.3. Effect of Hyper-parameters on Attack Success
Rates

The regularization weight λ is the dominant hyper-

parameter in our algorithm, and here we explore its effect

on our attack success rates. Specifically, we vary λ while

keeping the other parameters fixed to synthesize adversar-

ial samples. Similar to previous experiments, we report the

top-1 accuracy of target models on the resultant malicious
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Attack
ResNet Inception Inception Inception-

Ensemble
Adv- Adv- Ens3-Adv- Ens4-Adv-

V2 V3 V4 ResNet V2 Inc-v3 IncRes-v2 Inc-v3 Inc-v3

TAP 58.4% 27.3% 1.8% 24.2% 51.7% 65.3% 90.4% 83.2% 87.3%

TAP+ATA 53.6% 22.7% 0.8% 19.8% 48.1% 57.9% 85.3% 73.2% 72.9%

TI 57.1% 30.9% 2.1% 26.9% 58.3% 62.7% 91.4% 81.9% 83.5%

TI+ATA 56.2% 24.9% 0.7% 24.2% 50.1% 57.9% 88.2% 76.9% 77.6%

Table 3: Accuracy of models under attacks that combine the proposed ATA and compatible algorithms.
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Figure 4: The effect of hyper-parameter λ on our attack

success rates.

examples to measure the attack success rates.

Figure 4 illustrates the effect of λ on attack success rates

against all undefended and defended models, where the

source model is Inception V3. We vary λ from 1 × 10−4

to 1 with a step size of 1 in log scale. We observe sim-

ilar trends when employing other source models and thus

omit such results. We note that there is generally a trade-

off between the two terms in J (Eq. (6)). Because under

a restricted perturbation budget, it is crucial to balance the

contribution from each term to alleviate overfitting.

5.4. Complementing Effect of the Proposed Strategy

In principle, our strategy is compatible with other

transfer-based black-box attacks. Therefore, we can con-

veniently integrate the proposed technique with such algo-

rithms. We select two sorts of cutting-edge transfer-based

attacks to corroborate the complementing effect introduced

by our strategy. One is the ensemble-based translation-

invariant attack (TI) developed by [8], and the other one

is the regularization-based transferable adversarial pertur-

bation (TAP) proposed by [41]. With the integrated attacks,

we conduct experiments similar to Section 5.2.

Specifically, the combination of TI and ATA will only

modify the update rule of Algorithm 1 as:

x′
k+1 = clipx,ε{x′

k+ε′ sign(W∗ ∂J(x,x
′
k, t, f)

∂x
)}, (9)

where W is a pre-defined kernel, and ∗ signifies convo-

lution operation. The integration of TAP and ATA only

adds the following term into the attack object function J
(Eq. (6)):

η||S ∗ (x′ − x)||1, (10)

where S is a pre-defined convolution filter. We abandon the

other term in TAP for simplicity because we do not have the

issue of vanishing gradients.

Table 3 shows the results with Inception V4 as the source

model. In black-box settings, our strategy promotes the av-

erage attack success rate of TAP and TI by 6.8% and 4.6%,

respectively. In white-box settings, our strategy can also

further improve their attack success rates. Therefore, it cor-

roborates the complementing effect of our technique to ex-

isting efforts.

6. Conclusion
In this work, we introduce an attention-guided transfer

attack to synthesize adversarial samples against black-box

DNNs without any feedback information from the target

model. The proposed strategy exploits the attention of the

source model to regularize the search direction for adver-

sarial samples. Consequently, it can focus on undermining

critical features that different models count on and mani-

fest remarkable transferability. We conduct extensive ex-

periments to validate the effectiveness of our approach and

confirm its superiority to state-of-the-art baselines. There-

fore, our attack can more faithfully expose the vulnerability

of deep models and serve as a strong benchmark when ex-

amining defenses.
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