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b : To two-di ional ized hy (CT) images from a small amount of projection data is a very difficult tasl
this paper, two methods based on radial basis funcuon (RBF) neural network are investigated to perform such a work. In the first ‘method,
projection data as the input and original image as the output of the network, after trained with some samples, the network can be
reconstruct CT image in the same class. In the second method, we adopt coordinate and a cross-section image as the input and
respecnvely For converting the i image to its projections, an additional integral module is cascaded with the network. To evaluate these t

study is p d. A pixel-wise error estii is adopted to calculate the overall error of the reconstructed images.
show that the second method is the best for moderate projection data in practice.
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1. Introduction based on RBF neural network to practical pmblem.

The problem of computerized tomography (CT) image evaluate these two methods, we also compare than :
reconstruction has become important during the last traditional ART method under a same criteria.
decades. Though in some medical fields the techniques
attain a sophisticated level of completion, there are still 2, SR Busge Ricomicton A urnn
many issues to be solved or improved. One of them isto  2.1. Method One

develop a method of an ima'ge reconstruction from data e propose this new method to reconstruct mediea}%
of a small amount of the projection paths [1][2]. medical image. In this method, the input data sets are
In practice, there often occur the problems with  oonoced with KxL dimension vectors, which. are

insufficient sets of projection data. Traditionally, transformed from projection data of samples, and the
Algebraic Reconstruction Technique (ART) can be output data sets are with MxN dimension vectors {

adopted need to solve these problems [5]. But its image samples. So the network output stands

applied domain is limited because of some deficiencies, sample image, and the corresponding input %
such as a relatively high time complexity, the demand expresses projection of the sample image. The M
for distribution of the projection paths, etc. Therefore it is trained with some samples, which come from a same
is worthy for us to investigate more effective new class of CT image. The parameters of the Wukém
methods. be determined during a network learning process
The RBF neural network can be considered as a The trained network can be applied to reconstruct
nonlinear function, which maps a point in a R" input image.
data space into a point in a R” output data space. The The structure of the RBF neural network is m
procedure to determine the parameters of the network in Fig. (1). The Gaussian function is selected as b‘j
from given data sets of the input-output relations is function for RBF networks, which is given by .
called learning [3][4]. As interpolation and smoothing
processes are inherently included in the learning process, Gi(y) Slnker
the above problem of the CT image reconstruction for a RN 20}
small amount of the projection data are relaxed
considerably. In this work, we investigate two methods
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Where r; is the Euclidian distance between the
image vectors and the hidden neural vectors. It is
defined as

ri =[|X - Cil|. @)

And ¢, and C; are a standard deviation and the
center location of the i-th function respectively [2][3].
During the learning process, the pseudo-inverse
algorithm is adopted to estimate the parameters of the
network [1][4].
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Figure 1. RBF network structure

2.2. Method Two

In this method, the cross-sectional image is represented
by a RBF network, the image reconstruction is achieved
from the learning process of the network. The learning
process is conducted based on the projections of the
image instead of the image itself.

The structure of the RBF network with integral
module is shown in Fig. (2). For this network, we adopt
coordinate as the input and a cross-section image as the
output, respectively. An additional integral module is
added end on the RBF network output for converting
the image to its projections [3]. Total error is given in
Eq. (3). Applying a gradient descent rule to the defined
error, the network gets close to a local minimum error,
which means that the images are adequately

reconstructed.
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Figure 2. RBF network structure

Here, the network plays a role of functional
mapping an image coordinate (x, y) to its intensity / (x,
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) as an output. r; is the Euclidian distance between the

image coordinate X (x, y) and the i-th center position C;

of basis function. In the network, Gaussian functions-

G{r;) given in equation (1) are used as basis functions,.
Total error is defined as:

1 & 3
E=;Z(’.-g..) (3)
m=1
The output layer implements a weighted sum of the
hidden-unit outputs, which can be computed as

N
1(x,) =), wG(y) @)
i=l
R 1 _IX —C,l
=2 Jznqm[ 20 ]
So, the projection of the m-th output is a line

integral along the m-th path obtained numerically by
using the output of the neural network as Eq. (5).

i=l

gn = [1Ce, )l =) wH " (x,y) ®)

H(x,y)=

[ ool tx=e!) =g, )20,
L, i

In the following we will introduce the rules of
updating the parameters of the network.

Weight updating process: the current weights w(f)
of the network are update to be w(#+1) in the next step
using the gradient descent rules, as shown in Eq. (6) .

JE,
w,(t+1)=m(f)—ﬂja—;£
i
i=12,.,N (6)
0E,, <&
—oual . _ -g YH"(x,
o Z}(r. g.)H/" (%)

Standard deviation of the radial basis function
updating process is show in the following equation.

oF,
a'(l+1)=q(t)—;ﬁ
i=1,2,.,N
aE_ml=..i(, < )ag- o A
P At B
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In Eq. (6) and Eq. (7), the H,"(x,y) is unknown,
but it can be approximated according to Eq. (5). We
compute it as follow.

The projection ray can be expressed by Eq. (8).

L, :y=k,x+b,. ®)

We assume that the object is located only within a
reconstruction area, and thus density value outside the
area is totally zero, the integral of infinite range should

be almost the same as that of reconstruction area [6].
Thus, the matrix H can be obtained from

H"(x,y)=
Jrek? j

+(k,x+b, —c,‘)’;/zqz]dx

exp[ {(x-¢/) ©®

=exp[~{(k,c, +b,~¢,)120; (1 +k,DY ]

exp[—-x"/2o‘,’]dx‘

i
o

=exp[~{(kc,' +b,~¢,)/20] Q+k,H¥

Where
x'=qI +k}x
(b~ ke, —e )P +R,

3. Results Analysis

Two new methods based on the RBF network are
employed to reconstruct CT image from a small amount
projection data. In the experiments, the two methods are
investigated from different points of view.

To compare the two methods with ART algorithm,
we select a pixel-wise error estimator as the criteria,
which is written in Eq. (11). The estimator can be used
to evaluate the quality of the reconstructed image.

[ T fog (50) = fe 5,
5‘ = width 2
v Zx=l f org (x’ Y. )
where
S 2): the pixel of the original image.
f.(x,y): the pixel of the reconstructed image.

It is obvious the &, can evaluate the difference
between the reconstructed image and the original image.

(10)

an

o, increases if the difference between f (x,y) nnd
f (x, y) increases.

In the experiments, the original image is obtampd
from CT image database on the internet, and the
projection data are obtained from a fan beam CT. The
original image and projection description are shown in
Table 1.

Table 1. Image and projection description

: angel number of | angel number of
Image size rojections(a) lection:
32X32 8 16

The origin image is shown in Fig. (3).

Figure 3 Original image

To compare the reconstructed image with the
original image, we transform the difference between
them into an error image, which is shown on the right of
reconstructed images in the Table 2 and Table 3. The
corresponding reconstructed image is on the left.
In our experiments, we investigated three methods
including the two RBF network methods (Method one
and Method two) and the ART (Method three). To
compare the reconstructed image on different conditions.
We implement the experiments under two kinds ef %
conditions, as shown in Table 1. :
In the first experiment, The projections data are
achieved through eight projection paths with equal
space between 0 and 180. The expenmentresult is 88

shown in Table 2:
Table 2 The difference, original image and §,

8 projection directions(a)
Method | ™Reconstructed Hivir inies 5
image s

Method i 3

one G‘ 12.87%
Method

o 8.13%
Method

three 123.84%




From this experiment, g, shows that the better
reconstructed result are those two methods based on
RBF network. By examining on the reconstructed image
and error image, we can get the same conclusion. In
three methods, the second method is best on the
reconstructed precision.

In the second experiment, there are sixteen
projection paths, results are shown in Table 3.

Table 3 The difference, original image and 5’

16 projection directions(a)
Method ~ Reconstructed

Error image

image
Mathod 11.52%
one
Method
e 3.83%
Method S
three

When analyzing Table 3 only, we can find the
regularity is the same as the first experiment. But when
we study the results and compare the second experiment
to the first one, we can obtain more information. It is
obvious that the §, in the first experiment is small than
that in the second. We can know that the more
projection data there are, the more precise the
reconstructed image will be. The second method and
ART is notable influenced by the number of projection
data, but the Method one is not.

By analyzing the time complexity of the three
methods, we find that Method one can reconstruct CT
image very quickly. The reason is that after trained by
some samples, the network parameters have been
computed. But the Method one has a shortcoming: it
only can be used to reconstruct CT images in a same
class. In the second method, the cross-sectional image is
represented by a RBF network, image matrix is
converted to the weight vector. Generally, the number
of the weight is smaller than the number of image pixel.
Thus Method two has advantage over the ART on the
memories and the time complexity. To sum up, the
second method is feasible for CT image reconstruction.
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4. Conclusions

In this paper, we comparatively studied two efficient
image reconstruction method based on the RBF network
in a limited view tomography. These two methods have
several advantages over the conventional ART method.
First, the cross-sectional image can be expressed with
less number of elements compared to that of pixels in
the method two, and in the method one, we can
reconstruct the image by the trained network. These
make reduction of the time in computation and the
memories. Second, these two RBF network methods
relax the demand for distribution of the projection paths;
we can reconstruct the CT image from insufficient sets
of projection data.

But there are some shortages in these two methods.
If these two methods are employed to reconstruct the
simple and relatively small images, they show
advantage over the traditional ART. But if the object
images are too complexity, the superiority is not
obvious. Furthermore, the first method only can be used
to reconstruct CT images in a same class. We will
engage to develop more general techniques in the future
research work.
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