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ABSTRACT
Recently expertise retrieval has received increasing inter-
ests in both academia and industry. Finding experts with
demonstrated expertise for a given query is a nontrivial task
especially from a large-scale Web 2.0 systems, such as ques-
tion answering and bibliography data, where users are ac-
tively publishing useful content online, interacting with each
other, and forming social networks in various ways, leading
to heterogeneous networks in addition to the large amounts
of textual content information. Many approaches have been
proposed and shown to be useful for expertise ranking. How-
ever, most of these methods only consider the textual doc-
uments while ignoring heterogeneous network structures or
can merely integrate with one additional kind of information.
None of them can fully exploit the characteristics of hetero-
geneous networks. In this paper, we propose a joint regular-
ization framework to enhance expertise retrieval by model-
ing heterogeneous networks as regularization constraints on
top of document-centric model. We argue that multi-typed
linking edges reveal valuable information which should be
treated differently. Motivated by this intuition, we formu-
late three hypotheses to capture unique characteristics for
different graphs, and mathematically model those hypothe-
ses jointly with the document and other information. To
illustrate our methodology, we apply the framework to ex-
pert finding applications using a bibliography dataset with
1.1 million papers and 0.7 million authors. The experimental
results show that our proposed approach can achieve signif-
icantly better results than the baseline and other enhanced
models.

Categories and Subject Descriptors: H.3.3 [Informa-
tion Storage and Retrieval]: Information Search and
Retrieval—retrieval models; H.2.8 [Database Management]:
Database Applications—data mining

General Terms: Algorithm, Experimentation

Keywords: Expertise ranking, probabilistic model, hetero-
geneous bibliographic network, graph regularization
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1. INTRODUCTION
In the age of Web 2.0, online users play more and more

important roles in the internet, where they actively publish
text information online, participate in communities, post
comments, compose blogs, populate tags, and perform many
informative functions. In interactive applications of finding
experts, the knowledge and skills of experts have, in most
cases, made a significant and invaluable contribution to on-
line society as well as our real life. Moreover, the human
expertise is one of the most valuable resources in the world,
therefore it is natural to advance the information retrieval
from traditional document retrieval to advanced expertise
retrieval, which has recently received increasing interests in
both academia and industry. However, finding expertise in
real life requires a mix of individual, social and collaborative
practices, thus finding experts with demonstrated expertise
for a given query is a nontrivial task which remains much
harder than the generic document retrieval task.

In addition to the large amounts of textual content in-
formation, users usually interact with each other and form
social networks in various ways, which lead to heteroge-
neous networks along with the users. Taking community-
based question answering as an example, since users post
various questions and answers on online portals, we can
find a wide coverage of topics, a social network among the
users, as well as heterogeneous relationships among the ques-
tions/answers, categories and users. In another scenario, as
researchers are regularly publishing papers in various venues
(e.g., conferences, journals, etc.), we not only obtain tex-
tual information of the documents, but also have access to
co-authorship network, citation network and heterogeneous
networks among documents, authors as well as other prop-
erties. A sample heterogeneous network is shown in Fig-
ure 1(a). One can easily imagine many other examples of
the Web 2.0 applications that consist of a large number of
interacting, multi-typed components as well as users. There-
fore, it would be interesting to study how we can exploit and
incorporate the heterogeneous sources for expertise ranking.

Many approaches have been proposed and shown to be
useful for expertise ranking. The most popular and suc-
cessful approaches obtain their estimator of personal exper-
tise by aggregating the relevance scores of documents di-
rectly associated with a person, which could be classified
as document-centric models [1, 7, 10, 18]. These methods
share the underlying claiming that the relevance of the tex-
tual context of a person adds up to the evidence of his/her
expertness, but they only consider the textual documents
while ignoring the relations between experts as well as valu-
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Figure 1: Illustrations of (a) a sample heterogeneous
network and (b) a basic framework of our model.

able heterogeneous networks. Recently, several studies have
been proposed to extend the expertise retrieval by consider-
ing one or two additional kinds of information, for example,
the quality of documents [7], organizational hierarchy [13]
and social network [28] of persons. However, the character-
istics of the heterogeneous networks as shown in Figure 1(a)
are not fully exploited by these methods. On one hand, the
link structures among persons and documents are different
which should be treated differently. For example, the cita-
tion graph among documents is a directed graph and the
co-authorship graph among persons is an undirected graph.
On the other hand, it is nontrivial to utilize and combine
multiple graphs as well as different information sources ef-
fectively.

In this paper, we propose a joint regularization framework
to enhance expertise retrieval by modeling heterogeneous
networks as regularization constraints on top of document-
centric model. We focus on scientific disciplines although
the ideas developed in this paper can be applied to other
domains. Figure 1(a) presents an example heterogeneous
network according to a scientific bibliography, with undi-
rected authorship graph GDA linking authors and papers,
undirected publishing edges linking papers and venues, and
directed graph GD linking papers to other papers, as well
as co-authorship graph GA linking authors and other au-
thors. The linking edges among these components reveal
a lot of valuable information about the potential relevance
and expertise propagation over the network. Our idea is
that different types of edges provide different information
which should be treated differently. A basic framework of
our model is illustrated in Figure 1(b). First, the citation
graph GD can be used to refine the relevance in the docu-
ment level, then the relevance of documents of a person adds
up to the evidence of his/her expertise based on the undi-
rected authorship graph GDA. Second, the co-authorship
graph GA can be used to refine the expertise in the person
level. Third, it is essential to check whether the expertise of
persons can reinforce the relevance of their associated doc-
uments with respect to a query.

To exploit these heterogeneous networks efficiently, we for-
mulate three hypotheses to capture unique characteristics of
different graphs, including directed and undirected graphs,
and then mathematically model those hypotheses by devel-
oping regularization constraints on top of document-centric
model. Moreover, we propose a joint regularization frame-
work to incorporate these hypotheses together with the tex-
tual content information. Finally, we conduct extensive ex-
periments for the expertise ranking task on the DBLP bib-
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Figure 2: Three kinds of graphs in the heteroge-
neous network: (a) citation graph or directed affin-
ity graph of documents, (b) co-authorship graph
or social network of authors, and (c) author-paper-
venue relationship tripartite graph.

liography dataset. We test each of our hypotheses individ-
ually and validate the joint hypotheses, which shows the
effectiveness of the joint regularization framework.

The remainder of this paper is organized as follows. In
Section 2 we present the baseline model for expertise rank-
ing and describe some preliminaries. In Section 3, we outline
our proposed methods that exploit the heterogeneous bib-
liographic networks, formulate our hypotheses, and provide
the mathematical modeling. We then describe and report
the experimental evaluation in Section 4, and briefly review
some related work in Section 5. Finally, we present our con-
clusions and future work in Section 6.

2. BACKGROUND AND PRELIMINARIES

2.1 Baseline Model for Expertise Ranking
The basic idea of the document-centric model [1, 7] is

to estimate the expertise of a candidate by summing the
relevance of the associated documents. In the probabilistic
model, for a given query q, the problem of identifying experts
is defined by estimating the probability of a candidate ai

being an expert p(ai|q),
p(ai|q) =

∑
d∈Dai

p(ai|d)p(d|q) ∝
∑

d∈Dai

p(ai|d)p(q|d)p(d), (1)

where Dai denotes the subset of documents related to ai.
In this model, p(ai|d) represents the association between

the candidates and the documents, where we assume that
query q is conditionally independent to author ai given the
document d. Here the proof of the relation is an authorship.
Suppose document dj has ndj authors, each of whom is as-
sumed to share the same knowledge/expertise described in
the document, thus p(ai|dj) = 1/ndj if ai is an author of
dj , and zero otherwise. In Eq. (1), p(q|d) measures the rel-
evance between q and d, which can be determined using
the language model [22, 26]. We infer a document language
model θd for each document,

p(q|d) = p(q|θd) =
∏
ti∈q

p(ti|θd),

where p(t|θd) represents the maximum likelihood estimator
of the word t in a document d. In order to assign nonzero
probabilities to unseen words, we employ Jelinek-Mercer
smoothing [26] and use the venue context [8] instead of the
whole collection for the statistical language model. In addi-
tion, the prior probability p(d) can be viewed as the quality
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of a document, which is generally set to be uniform. Indeed,
p(d) can also be set to be how popular the d is (a variant
of the citation count, much like a PageRank [3] for papers).
In many situations, this may improve the expert retrieval.
In this paper, we followed the model proposed by Deng et
al. [7] to estimate p(d) using the natural logarithm of the
citation count cd of the document: p(d) ∝ ln(e+ cd), which
achieved much better results than the uniform setting.

For simplicity, let x be the relevance vector with xi =
p(q|di), y be the expertise vector with yj = p(aj |q), and

QD ∈ R
|D|×|D| be a diagonal matrix with QDii = p(di).

The baseline model as shown in Eq. (1) can be rewritten as:

y = PT
DAQDx, (2)

where PDA ∈ R
|D|×|A| is the transition matrix from doc-

uments D to authors A with PDAij = p(aj |di). The un-
derlying intuition of this baseline model is to estimate the
expertise of a candidate based on the relevance and quality
of associated documents, which is illustrated as the left up-
arrow in Figure 1(b).

2.2 Preliminaries
In this subsection, we define the problem of expertise rank-

ing in a heterogeneous network and introduce several related
concepts and notations.

A bibliographic heterogeneous network consists of three
types of object sets, including an author set A = {a1, a2, ...,
am}, a document set D = {d1, d2, ..., dn} and a venue set C =
{c1, c2, ..., cl}, as well as the textual content information for
each document. Such a heterogeneous network of authors,
documents and venues can be denoted as G = (V,E) where
V = VA ∪ VD ∪ VC and E = EA ∪ ED ∪ EA,D ∪ ED,C . As
mentioned before, different types of edges should be treated
differently, thus three kinds of graphs are formed as shown in
Figure 2. GD is an unweighted directed graph of documents,
GA is an undirected graph (co-authorship graph or social
network) of authors, while GA,D,C is the tripartite graph
representing authorship and publishing relationships.

Basically, GD can be constructed based on a directed cita-
tion graph of papers or an affinity graph of documents. With
respect to citation graph, a unidirectional link is formed
from di to dj(i �= j), denoted by Wij = 1, if document
di cites document dj , and otherwise no link is constructed.
Thus, we construct a directed graph GD with adjacency ma-
trix W ∈ R

|D|×|D|. For a given bibliography dataset (e.g.,
DBLP bibliography), it is very easy to obtain the bipartite

graph GD,A and its matrix R ∈ R
|D|×|A|, where Rij = 1 if

di is associated with aj . In addition, we use PDA ∈ R
|D|×|A|

to denote the transition matrix from documents to authors,
where PDA = D−1

R R and DR ∈ R
|D|×|D| is a diagonal ma-

trix with DRii =
∑

j Rij , thus it satisfies PDAij = p(aj |di).
Similarly, PAD ∈ R

|A|×|D| is defined as the transition matrix
from authors to documents with PAD = D−1

RT R
T .

Based on GD,A, we can construct the co-authorship graph
GA as well as its corresponding matrix A. To quantify the
edge weight, we chose the co-authorship frequency [15] that
is the sum of values for all papers co-authored by ai and aj ,

Aij =
∑N

k=1

δki δkj
ndk

−1
, where δki = 1 if ai is one of the authors

of paper dk, δki = 0 otherwise, and ndk is the number of
authors in paper dk. Figure 2(b) illustrates the weighted
co-authorship graph of the example as shown in Figure 2(c).

In this way, the more the co-authored papers, the higher the
edge weight between two persons.

Now we can formulate our expertise ranking problem as:
Given a heterogeneous network G, and the textual content
information of documents D, for a query q, we want to iden-
tify the relevant and knowledgable experts with expertise in
a particular field. Previous work has explored the textual
content information of documents D for ranking expertise
based on document-centric model. In the following section,
we investigate how to enhance the expertise ranking perfor-
mance by modeling and exploiting the heterogeneous net-
work G on top of the baseline model.

3. MODELING HETEROGENEOUS
NETWORKS

Generally, documents and authors are closely connected
in the heterogeneous bibliographic network, and much more
information is available in addition to the textual document
information. In this section we discuss several ways of in-
corporating different types of graphs into expertise ranking
by developing regularization constraints.

3.1 Basic Hypotheses
We now describe our hypotheses to incorporate the hetero-

geneous bibliographic networks, and investigate how these
hypotheses can be applied in enhancing the performance of
expertise ranking. In Section 4 we validate them experimen-
tally on real-world data, and demonstrate that they hold for
the data sets we consider, which can also be generalized to
other domains with similar semantics. Based on common
sense and our observations on real data, we have the follow-
ing three basic hypotheses:

Document Consistency Hypothesis: Usually similar
documents will be of similar relevance to a given query. In
a citation (or affinity) graph, it is reasonable to assume the
neighbors of a document d are those documents that are
considered similar to it. If the neighbors of a document are
highly relevant to a query, this document is more likely to
be relevant to the query; otherwise, if none of the neighbors
of a document is relevant to the query, the document is un-
likely to be relevant to the query.

Co-Authorship Consistency Hypothesis: If two per-
sons have co-authored many relevant papers with respect to
a given query, then their expertise in the queried field should
be similar in some sense. Suppose author a1 is an expert
in a specific research topic, e.g., “information retrieval”, and
has co-published many papers related to this topic with au-
thor a2, then author a2 is more likely to be knowledgeable
about this topic.

Document-Author Consistency Hypothesis: The ex-
pertise of a researcher is consistent with that of the docu-
ments he/she published. In this case, author ai is knowledge-
able about a specific topic only if author ai has published
papers related to the topic. Similarly, paper dj may be re-
lated to the specific topic if paper dj is written by authors
who are experts in this area.

3.2 Regularization Framework
We now describe how we enforce the above hypotheses

by defining the regularization constraints for the expertise
ranking model.
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3.2.1 Document Consistency
Here the goal is to refine the relevance score vector x based

on the document consistency that similar documents are
likely to have the same ranking scores for a given query. Sup-
pose we are given a document citation graphGD = (VD, ED)
as illustrated in Figure 2(a), which is a directed graph. Sup-
pose the pairwise similarities among the documents are de-
scribed by the matrix SD ∈ R

|D|×|D| measured based on
GD. In the baseline model, the relevance of documents is
calculated using the language model for a given query, de-
noted by the initial relevance vector x0. Thus we formulate
to minimize a regularization loss function [29] as follows:

Ω1 = xT (I − SD)x+ μd

∥∥x− x0
∥∥2

, (3)

where μd > 0 is the regularization parameter. The first term
of the cost function defines the document consistency, which
prefers small difference in relevance scores between neighbor
documents, while the second term defines the fitting con-
straint that measures the difference between the final scores
x and the initial relevance scores x0.
Minimizing Ω1 will force the neighbor documents to re-

ceive similar relevance scores. Differentiating Eq. (3) and
setting ∂Ω1/∂x = 0, we can see that the optimal solution
x∗ may be written as

x∗ = (1− α)(I − αSD)−1x0, (4)

where α = 1/(1 + μd). Accordingly, it needs to calculate
the inverse matrix (I − αSD)−1 to get the optimal solu-
tion. Fortunately, the matrix SD is usually very sparse,
then the complexity time of the sparse matrix inversion can
be reduced to be linear with the number of nonzero matrix
elements. One alternative solution to the above can be ob-
tained using a powerful iterative method [29, 31]: x(t+ 1) =
αSDx(t) + (1 − α)x0, where x∗ = x(∞) is the solution. In
general, the iterative algorithm can converge after 10 itera-
tions in most cases, which means the regularization problem
can be solved efficiently with the iterative method. Then
the expertise vector y∗ can be inferred according to Eq. (2),
so as to affect the results of expertise ranking.

Now the interesting question is how to calculate SD among
the set D. For graph data, a number of recent work [31] has
been given on obtaining the similarity measures. For a di-
rected graph GD, where the adjacency matrix W is first nor-
malized as a random walk transition matrix PD = D−1

W W,
the similarity measure SD is calculated as:

SD =
Π

1/2
D

PDΠ
−1/2
D

+Π
−1/2
D

PT
DΠ

1/2
D

2
,

where ΠD is a diagonal matrix formed from the station-
ary probability distribution of the adjacency matrix, and
DW is a diagonal matrix with DDii =

∑
j Wij . For undi-

rected graph, SD is simply the normalized adjacency matrix:

SD = D
−1/2
W WD

−1/2
W . In this paper, we consider two dif-

ferent document graphs: One is the citation graph which is
a directed graph as shown in Figure 2(a), and the other is
the co-conference graph which is an undirected graph with
Wij = 1 if di and dj appear in a same conference.

3.2.2 Co-Authorship Consistency
The objective of co-authorship consistency is to enforce

the expertise scores of candidates to be closer if they co-
authored more papers related to a given query. Suppose we
are given the co-authorship graph GA = (VA, EA), which

is a weighted undirected graph. Let A ∈ R
|A|×|A| be the

co-authorship matrix based on GA. The regularization for
the co-authorship consistency is very similar to the one for
the document consistency, which can be defined as

Ω2 = yT (I − SA)y + μa

∥∥y − y0
∥∥2

, (5)

s.t. y0 = PT
DAQDx, (6)

where SA = D
−1/2
A AD

−1/2
A is the normalized matrix, x can

either be the initial relevance scores x0, or the optimal so-
lution x∗ refined by document consistency. Intuitively, the
first term of Eq. (5) defines the co-authorship consistency,
which will push the expertise of an author ai to be close to
his/her co-authors if they published many relevant papers
together, while the second term is the constraint to fit the
expertise scores obtained by the baseline (or refined) model.

The solution of minimizing Ω2 can be achieved with the
closed form solution:

y∗ = (1− β)(I − βSA)−1y0,

= (1− β)(I − βSA)−1PT
DAQDx, (7)

where β = 1/(1 + μa). Similarly, the iterative solution be-
comes: y(t+ 1) = βSAy(t) + (1− β)PT

DAQDx, where y∗ =
y(∞) is the solution. By setting x = x∗, the above optimiza-
tion problem can be interpreted as considering the docu-
ment consistency and co-authorship consistency sequentially
in a two-stage process. Although the co-authorship con-
sistency is derived by considering the co-authorship graph,
some other information, for example, co-worker informa-
tion in a same department, can be transformed into a co-
authorship graph to some extent, which means our model
can handle more general information sources instead of the
co-authorship.

3.2.3 Document-Author Consistency and Joint Reg-
ularization Framework

The key point of the document-author consistency is that
the expertise of an author is consistent with the relevance of
associated documents. In the above, we have given the meth-
ods for incorporating the document consistency and the co-
authorship consistency into expertise ranking, respectively.
Actually, the document-author consistency has been explic-
itly used in these methods as well as the baseline model,
according to Eq. (2). It can be viewed as a propagation
from documents (relevance) to authors (expertise) based on
the transition matrix PDA from D to A.

In contrast, it is essential to investigate whether the ex-
pertise of authors could reinforce the relevance of their as-
sociated documents with respect to a query, based on an-
other transition matrix PAD from A to D. The underlying
assumption is that the expertise/knowledge of an author
could propagate to the associated documents according to
QDx = PT

ADy. Therefore, we can encode the support from
the associated authors with the initial relevance scores, so
as to define the following new value:

x̂0 = (1− γ)x0 + γQ−1
D PT

ADy, (8)

where γ is the parameter to control the balance between
the initial relevance scores and the propagated scores. Note
that if γ = 0 we only consider the propagation from docu-
ments to authors, while ignore the propagation from authors
to documents. When γ > 0, we take both propagations into
account, which can be denoted as Mutual Document-Author
Consistency.
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To incorporate all the three hypotheses on a heterogeneous
network, formally, a joint objective function is defined to be

Ω3 = Ω1 +Ω2,

= xT (I − SD)x+ μd

∥∥x− x̂0
∥∥2

+yT (I − SA)y + μa

∥∥y − y0
∥∥2

. (9)

along with the constraints as defined in Eq. (6) and Eq. (8).
One can understand the above optimization problem in this
way: Here Ω1 is responsible for the document consistency
within documents, while Ω2 is responsible for the co-authorship
consistency within authors. In the meanwhile, the con-
straints can be considered as the document-author consis-
tency between documents and authors.
The optimization illustrated above can be solved using

the standard conjugate gradient method, and a closed-form
solution can be derived (The proof is omitted due to space
limit). However, for a large-scale information retrieval, an
iterative algorithm would be more effective and preferable
to solve the optimization problem. Suppose x(0) = x0 and
y(0) = PT

DAQDx0, in the (t+ 1)-th iteration, we first com-
pute x(t+ 1) using x(t) and y(t):

x(t+ 1) = αSDx(t) + (1− α)
(
(1− γ)x0 + γQ−1

D PT
ADy(t)

)

+α
1− β

β
QDPDA

(
y(t)−PT

DAQDx(t)
)
, (10)

and then compute y(t+ 1) based on x(t+ 1) and y(t):

y(t+ 1) = βSAy(t)+(1−β)PT
DAQDx(t+1) (11)

+β
1− α

α
PADQ−1

D

(
x(t+ 1)− (1− γ)x0 − γQ−1

D PT
ADy(t)

)
.

Essentially, the values of x and y will be updated iteratively
according to the parameter setting and the heterogeneous
graphs until they converge. The trade-off among these hy-
potheses is controlled by the parameters α = 1/(1 + μd),
β = 1/(1 + μa) and γ, where each of them ranges from 0
to 1. In this paper, we employ a grid-search on the param-
eters α, β and γ using cross-validation [12], and report the
performance in Section 4.

3.3 Connections and Discussions
Here we establish connections between the joint regular-

ization framework and other methods in Table 1. Suppose
α = 0 (μd → ∞), β = 0 (μa → ∞), γ = 0, as shown in
Eq. (9), Ω1 puts all weight μd → ∞ on the second term∥∥x− x̂0

∥∥2
to ensure that the final scores are equal to the

initial scores x0 and then propagate to the candidates. Sim-

ilarly, Ω2 puts all weight μa → ∞ on the term
∥∥y − y0

∥∥2
,

so as to ensure that the final scores are equal to y0. In
this case, the optimal results are 〈x0, PT

DAQDx0〉, and the
regularization framework boils down to the baseline model.
To incorporate the consistency of each of the three hy-

pothesis individually, it is equivalent to explore one of the
parameters α, β, γ and fix the other two parameters to 0 as
shown in Table 1. For example, by setting α > 0, β = γ = 0,
Eq. (11) becomes y(t+ 1) = PT

DAQDx(t + 1), and then
Eq. (10) is simplified to the iterative solution of Eq. (3),
which means the model only considers the document consis-
tency in the regularization framework. Suppose γ > 0, α =
β = 0, the model consider the mutual document-author con-
sistency, and the iterative solution becomes:

x(t+ 1) = (1−γ)x0+γQ−1
D PT

ADy(t), y(t+ 1) = PT
DAQDx(t+1),

Table 1: Connections with other methods.
Parameters: α, β, γ Description

α = 0, β = 0, γ = 0 Baseline probabilistic model
α > 0, β = 0, γ = 0 Document consistencya

α = 0, β > 0, γ = 0 Co-authorship consistencya

α = 0, β = 0, γ > 0 Mutual document-author consistency

α > 0, β > 0, γ > 0 Joint Regularization
a Note that document-author consistency is also partially
used in these models as described in Section 3.2.3.

Table 2: Statistics of the DBLP network.
Nodes Edges

# of authors 695,906 # edges in GA 4,272,319
# of papers 1,152,512 # edges in GD 5,695,135
# of venues 3,311 # edges in GD,A 2,944,797

which is similar to HITS algorithm [14]. Finally, we will
investigate the general case (i.e., α > 0, β > 0, γ > 0)
which combines multiple consistency hypotheses jointly.

To compute the model efficiently, we only need to retrieve
a subset of documents D̂ with top-k relevant documents,
and then identify the subset of authors Â associated with
D̂, so as to perform our model on the subgraph with most
relevant documents and authors. We can benefit from this
trick to reduce computational cost and enhance the accu-
racy by avoiding topic drift in the whole graph. However,
the selection of k can also be an issue, which is empirically
studied in Section 4.2.4. In addition, it is worth mentioning
that the key contribution of this paper is to exploit heteroge-
neous networks for enhancing expertise ranking model, and
our model is built on top of the baseline model.

4. EXPERIMENTS

4.1 Experimental Setup and Metrics

4.1.1 Data Collection
We evaluate our models on the real-world DBLP bibliog-

raphy data1, which contains over 1,100,000 XML records.
Each record consists of several elements, such as “author”,
“title”, “conference”. Using these records, we could easily
build the paper-author bipartite graph GD,A, the paper-
venue bipartite graph GD,C and the co-authorship graph
GA. The citation graph GD and abstract information were
obtained from Arnetminer2. In addition, we can construct
the document co-conference graph G′

D according to the bi-
partite graph GD,C for another alternative instead of cita-
tion graph.

From the statistics in Table 2, we get totally 1,152,512
papers and 695,906 authors in our data collection. After the
construction of the heterogeneous graph, we observe that
there are relatively few edges, indicating the resulting ma-
trices are sparse matrices. As for GA, each author has 6.13
co-authors on average. In GD we only get about 5 citations
per paper. This is because the citations of some papers
may not be available in the repository. It can be imagined
that we could achieve better results with the whole citation
graph, but it is enough to illustrate the performance of our

1http://www.informatik.uni-trier.de/~ley/db/
2http://arnetminer.org/lab-datasets/citation/
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Table 3: Benchmark dataset of 20 queries.
Topic #Expert

Information Extraction 20
Intelligent Agents 29
Machine Learning 42
Natural Language Processing 41
Planning 34
Semantic Web 45
Support Vector Machine 31
Boosting 56
Ontology Alignment 53
Probabilistic Relevance Model 13
Information Retrieval 23
Language Model for Information Retrieval 12
Face Recognition 21
Semi Supervised Learning 21
Reinforcement Learning 17
Kernel Methods 21
Privacy Preservation 17
Skyline 12
Sensor RFID data management 13
Stream 16

proposed model using the current citation graph. With re-
gard to GD,A, on average there are 4.22 papers per author,
and 2.55 authors per paper. Since these matrices are very
sparse but they represent real-world situations, our proposed
algorithm can efficiently solve for the results.

The evaluation of expert finding performance in such a
large data collection is very challenging due to the scarcity of
ground truth that can be examined publicly. Furthermore,
it is impractical to obtain expert ratings for all authors. In
order to measure the performance of our proposed methods,
a benchmark dataset with 20 query topics and expert lists is
manually created as shown in Table 3. The top 9 topics and
expert lists in the left table were collected by Zhang et al. [28,
7], which are available at http://keg.cs.tsinghua.edu.

cn/project/PSN/dataset.html#new_expert_list. The rest
11 topics and relevance judgments for the corresponding ex-
pert lists were created and evaluated by 10 researchers and
senior graduate students of CUHK [8]. Specifically, these
11 topics were created by the assessors based on their own
research topics. We tried to cover not only broad queries
but also specific queries to see whether our methods could
handle both of them effectively.

Following general relevance judgments, for each query, a
list of relevant experts is collected through the method of
pooled relevance judgments with human assessment efforts.
The top ranked/retrieved authors from the computer sci-
ence bibliography search engines (such as CiteSeer, Libra,
Rexa and ArnetMiner), and the committees of the top con-
ferences related the query topic were taken to construct the
pools which contained around 300 authors. Moreover, since
the query topics were created by the assessors who had con-
ducted research in the related field for several years, they
were quite familiar with the experts in that research field
and could make reliable relevance judgments and even nom-
inate some missing experts. The assessments were carried
out mainly in terms of the number of top conference/journal
papers an expert candidate had published, the number of
related publications for the given query, and what distin-

guished awards he/she had received. There are four grade
scores (3, 2, 1, and 0) which were assigned respectively
to represent top expert, expert, marginal expert, and non-
expert. Basically, each query and the corresponding expert
list are judged by at least 3 (to 5) assessors, and we in-
tentionally obtained a small number of experts by marking
around 20 top ranked experts as top experts (although the
number of experts could be quite large). Finally, the judg-
ment scores (at levels 3 and 2) were averaged to construct
the final ground truth with 20 to 50 experts for each query
as shown in Table 3. This dataset based on DBLP [8] has
been widely used for evaluating expert finding.

4.1.2 Evaluation Metrics
For the evaluation of the task, several popular IR metrics

are employed to measure the performance of our proposed
models, including precision at rank n (P@n), Mean Aver-
age Precision (MAP), bpref [4, 24], and Mean Reciprocal
Rank (MRR). P@n measures the fraction of the top-n re-
trieved results that are relevant experts for the given query,

which is defined as P@n =
# relevant in top n results

n
. R-

precision (R-prec) is defined as the precision at rank R where
R is the number of relevant candidates for the given query.
Average precision (AP) emphasizes returning more relevant
documents earlier. For a single query, AP is defined as
the average of the P@n values for all relevant documents:

AP =
∑N

n=1(P@n∗rel(n))

R
, where n is the rank, N the number

retrieved, and rel(n) is a binary function indicating the rele-
vance of a given rank. MAP is the mean value of the average
precisions computed for all queries. The Mean Reciprocal
Rank(MRR) of each individual query is the reciprocal of the
rank at which the first relevant answer was returned.

Beside the measurement of precisions, Bpref [4] is a good
score function that evaluates the performance from a differ-
ent view, i.e., the number of non-relevant candidates. It is

formulated as bpref = 1
R

∑N
r=1(1−#n ranked higher than r

R
),

where r is a relevant candidate and n is a member of the first
R candidates judged non-relevant as retrieved by the system.

4.2 Experimental Results
In this subsection, we evaluate our proposed model for

expertise ranking. First, the experiments are performed to
compare with several state-of-the-art methods, and also to
validate our model under various hypotheses. Then we in-
vestigate the parameter effect of these hypotheses. Finally,
we analyze the detailed results with some case studies.

4.2.1 Comparison of Different Methods
To demonstrate how the expertise ranking performance

can be improved by our proposed approaches, we imple-
mented several state-of-the-art methods as follows:
Balog’s Model2 [1] is a popular document-centric model
for expert finding. It is one of the best-performing models by
only utilizing the documents. The source code is available
at http://code.google.com/p/ears.
BL [7, 8] is our baseline probabilistic model as described in
Section 2.1. This model estimates the expertise of a candi-
date based on both the relevance and quality of associated
documents.
EnhancedBL [8] is an enhanced model for expertise rank-
ing with two community-aware strategies. More specifi-
cally, it incorporates the co-authorship graph with query-
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Table 4: Evaluation and comparison with other methods. Best scores are in boldface.

Methods / Metrics P@5 P@10 P@20 R-prec MAP bpref MRR

Baseline models
Balog’s Model2 [1] 0.64 0.575 0.46 0.439 0.3915 0.3815 0.9167
BL 0.7 0.67 0.4975 0.4942 0.4803 0.4716 0.9
(vs Balog’s Model2) +8.57% +14.18% +7.54% +11.17% +18.48%* +19.1%* -1.85%
Enhanced models based on BL
EnhancedBL [8] 0.73 0.68 0.535 0.5109 0.4906 0.4876 0.91
(vs BL) +4.29% +1.49% +7.54% +3.37% +2.15% +3.40% +1.11%
Co-Ranking [30] 0.77 0.655 0.5125 0.4953 0.5049 0.4707 0.91
(vs BL) +10% -2.24% +3.02% +0.21% +5.12% -0.19% +1.11%
JointHyp 0.84 0.72 0.57 0.5513 0.5661 0.5394 1
(vs EnhancedBL) +15.07%* +5.88% +6.54% +7.92% +15.39%* +10.63%* +9.89%
(vs Co-Ranking) +9.09% +9.92%* +11.22%* +11.32%* +12.13%* +14.61%* +9.89%

* indicates the improvement is statistically significant (p < 0.05).

Table 5: Experimental results of our proposed methods under various hypotheses. The percentages of relative
improvements (%) over the baseline are also shown in the table. Best scores are in boldface.

Methods / Metrics P@5 P@10 P@20 R-prec MAP bpref MRR

BL 0.7 0.67 0.4975 0.4942 0.4803 0.4716 0.9
Individual hypothesis
Hyp:Doc(GD) 0.76 0.72 0.5525 0.5297 0.5318 0.5089 1
(vs BL) +8.57% +7.46% +11.06%* +7.18%* +10.73%* +7.93%* +11.11%*
Hyp:Doc(G′

D) 0.73 0.695 0.5375 0.5238 0.5185 0.4997 0.95
(vs BL) +4.29% +3.73% +8.04%* +5.98%* +7.96%* +5.96%* +5.56%
Hyp:Author 0.77 0.675 0.5525 0.5244 0.5302 0.5135 0.9017
(vs BL) +10%* +0.75% +11.06%* +8.27%* +10.40%* +8.9%* +0.19%
Hyp:DocAuthor 0.73 0.685 0.52 0.4987 0.4921 0.4795 0.8833
(vs BL) +4.29% +2.24% +4.52%* +0.91% +2.46% +1.68% -1.85%
Joint hypotheses
JointHyp 0.84 0.72 0.57 0.5513 0.5661 0.5394 1
(vs BL) +20%* +7.46% +14.57%* +11.56%* +17.87%* 14.39%* +11.11%*
(vs Hyp:Doc(GD)) +10.53%* 0% +3.17% +4.08% +6.45%* +5.99%* 0%
(vs Hyp:Author) +9.09%* +6.67% +3.17% +5.14% +6.76%* +5.04%* +10.91%*

* indicates the improvement is statistically significant (p < 0.05).

dependent community on top of BL model, which is quite
relevant to our model.
Co-Ranking [30] can utilize the heterogeneous networks to
rank authors and documents simultaneously, however, Co-
Ranking cannot be directly used for expertise ranking since
it is query-independent. Here we first constructed a query-
specific subgraph based on the relevant documents and au-
thors, and then performed Co-Ranking with empirically best
parameters.

To make the comparison fair, we used the same bench-
mark dataset and reported the best performance of these
models with leave-one-out cross-validation. Table 4 reports
the evaluation results of these methods and our proposed
model JointHyp. The relative improvement over baseline
or other models is also shown in the table. As we can see,
the results of our baseline model (BL) are much better than
Balog’s Model2, especially for MAP and bpref with 18%+
improvements. The reason is that BL model can benefit
from the quality of documents in addition to the relevance
which is used in Balog’s Model2. This indicates our baseline
model BL is a very competitive baseline. In terms of the
enhanced models based on BL, both EnhancedBL and Co-
Ranking can achieves slightly better performances over BL,
since these two models integrate with some additional infor-
mation. However, both enhanced models fail to outperform

our proposed model JointHyp in all the metrics. Addition-
ally, JointHyp gains significantly better performance over
both EnhancedBL and Co-Ranking, e.g., 10%+ improve-
ments for P@5, MAP and bpref. These observations demon-
strate the effectiveness of our model by exploiting different
information as well as heterogeneous networks successfully.

4.2.2 Comparison of Different Hypotheses
As discussed before, we develop three kinds of graph con-

sistency hypotheses to enhance the baseline model by adding
the regularization constraints. Based on the baseline model
BL, we consider the following methods to validate three in-
dividual and the joint hypotheses, respectively.

• Hyp:Doc(GD): Exploiting document consistency hy-
pothesis with citation graph GD (Equation 3)

• Hyp:Doc(G′
D): Exploiting document consistency hy-

pothesis with co-conference graph G′
D (Equation 3)

• Hyp:Author: Exploiting co-authorship consistency
hypothesis (Equation 5)

• Hyp:DocAuthor: Exploiting mutual document-author
consistency hypothesis (Equation 9 & α = 0, β = 0)

• JointHyp: Exploiting three hypotheses jointly (Equa-
tion 9).

For each case, we employ a grid-search and leave-one-
out cross-validation approach [12] to learn the parameters
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(a) Hyp:Doc(GD)
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(b) Hyp:Doc(G′
D)
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(c) Hyp:Author
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(d) Hyp:DocAuthor

Figure 3: The effect of three individual hypotheses by varying α, β and γ.

that obtain the best performance. The experimental results
of our proposed models are summarized in Table 5 where
we show the precision and the relative improvement over
baseline. For document consistency hypothesis, we consider
two kinds of graphs, i.e., Hyp:Doc(GD) and Hyp:Doc(G′

D),
and we can see both of them have significant improvements
over BL for most of the metrics, which indicates that docu-
ment consistency is very useful. As expected, Hyp:Doc(GD)
appears to be more effective than Hyp:Doc(G′

D) since the
directed citation graph provides more valuable information
than the co-conference graph although the citation graph
we used is not complete. We can imagine to achieve better
performance with the complete citation graph. In the joint
hypotheses testing, we only show the results using the cita-
tion graph due to space limit. For co-authorship consistency
hypothesis, we observe that Hyp:Author also has significant
improvement over BL, which shows the effectiveness of this
hypothesis.

Now we test the mutual document-author consistency.
Note that the propagation from documents’ relevance to au-
thors’ expertise has been used in the baseline model, which
is also the foundation of document-centric models for expert
finding. The objective of this mutual hypothesis is to vali-
date the effectiveness of the back propagation from authors
to documents, i.e., whether the expertise scores of authors
can be propagated to or reinforce the relevance scores of as-
sociated documents. As shown in Table 5, Hyp:DocAuthor
only has slight improvement over BL. The possible reason
is that the document-author consistency has partially used
in BL, therefore additional value provided by the mutual
document-author consistency may be limited in some sense.
In general, the results of Hyp:Doc(GD) and Hyp:Author are
comparable, which are better than the mutual document-
author consistency.

Since all the individual consistency hypotheses are effec-
tive, it is more interesting to check how the joint model
JointHyp will perform by incorporating all the three hy-
potheses together. As we can see from Table 5, JointHyp
outperforms BL, Hyp:Doc(GD) and Hyp:Author with sig-
nificant improvements3. This supports the joint hypothesis
that different information and heterogeneous graphs should
be modeled and exploited differently, so as to contribute ad-
ditional value in the joint regularization model.

In summary, these individual consistency hypotheses make
a great contribution to enhance the baseline probabilistic
model. And meanwhile the joint regularization model can
further improve the performance by incorporating all these
hypotheses together.

3The improvement can be viewed as significant if the method
has significant improvements based on MAP and bpref.

4.2.3 Parameter Effect of Different Hypotheses
In previous subsections, we learned the best parameters

for the joint regularization framework using the grid-search
and cross-validation approach. As for JointHyp, the best
performance reported above is obtained by setting the pa-
rameters with α = 0.5, β = 0.6 and γ = 0.2. Here we
empirically investigate the parameter effect of different hy-
potheses. Validating the consistency of each of the three
individual hypotheses is equivalent to explore one of the pa-
rameters α, β and γ after fixing other two parameters to
0, respectively. According to Table 1, if α = β = γ = 0,
the joint regularization framework reduces to the baseline
model.

We first validate the document consistency hypothesis by
varying α from 0 to 0.9 and fixing γ = 0, β = 0. Here the
parameter α controls the balance between the document rel-
evance consistency over the document graph (i.e., citation
graph GD or co-conference graph G′

D) and the initial rele-
vance scores x0 of the probabilistic model. Figures 3(a) and
(b) illustrate the experimental results of Hyp:Doc(GD) and
Hyp:Doc(G′

D) for different α, in which α = 0 corresponds
to the baseline BL. We can see the performance is improved
over BL when incorporating the document relevance consis-
tency (α > 0). Generally, the performance becomes better
with the increase of α until it puts too much weight on the
term of document consistency. We observe that the perfor-
mance is relatively stable and promising when α is set be-
tween 0.4 and 0.7. The first observation is that considering
document consistency hypothesis could improve significantly
over the baseline probabilistic model.

Then we evaluate the co-authorship consistency hypothesis
by varying β from 0 to 0.9 and fixing α = 0, γ = 0. The
parameter β controls the importance of the co-authorship
consistency. In Figure 3(c), the performance of Hyp:Author
is improved along with the increase of β, and it is relatively
stable between 0.4 and 0.7. These experiments indicate that
the co-authorship consistency can be successfully used to
refine expertise scores among authors.

Finally we evaluate the mutual document-author consis-
tency hypothesis on top of BL by varying γ from 0 to 0.9,
corresponding to Hyp:DocAuthor. The objective of this hy-
pothesis is to validate whether the expertise scores of au-
thors can be propagated to or reinforce the relevance scores
of associated documents. As shown in Figures 3(d), the per-
formance of Hyp:DocAuthor is stable and almost the same
as the baseline. The possible reason is that experts usually
have broad, diverse and cross-disciplinary research topics,
for example, a data mining expert may have published many
papers related to bioinformatics, therefore the propagation
from experts to documents may result in topic drift. An-
other reason is that the document-author relationship has
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Figure 4: The performance and running time of
model JHyp:Author+Doc by varying the parame-
ter k with top-k relevant documents.

been implicitly used in the probabilistic model, therefore it
may not contribute new information to the model and only
small changes occur in the results by considering the prop-
agation from authors to documents.

4.2.4 Detailed Results and Analysis
As mentioned in Section 3.3, we only need to retrieve a

subset with top-k relevant documents, so as to construct
a query-specific subgraph for efficient computation of our
model. The parameter k used in previous experiments is
set to 5,000. To investigate the effect of this parameter, we
chose JointHyp, and evaluated it with 5 different k values
from 1,000 to 50,000. The performance and running time4

per query are depicted in Figures 4(a) and (b), respectively.
We can see the performance becomes better for greater k,
then levels off as k > 10, 000. It is reasonable that more
documents can better capture the complete expertise. In
the meantime, the running time was found to increase less
than linearly with the increase of k. Hence a good tradeoff
is to set k = 5, 000.

To gain a better insight into the proposed algorithm, we
chose two queries“Probabilistic Relevance Model5”and“Ker-
nel Methods6” as the example cases to show more detailed
results. The top-10 author lists ranked by the models BL
and JointHyp are shown in Table 6, where the relevant
experts are in boldface. It is obvious that the results of
JHyp:Author+Doc make more sense than the baseline. Tak-
ing the query “Kernel Methods” as an example, we find that
JHyp:Author+Doc can boost some relevant researchers like
“John Shawe-Taylor” and “Jason Weston” into top 10. Sim-
ilarly, the results of another query shows the same observa-
tions. This is because of the document consistency and co-
authorship consistency hypotheses. After looking into the
details, one important observation is that the joint regular-
ization framework can successfully constrain some irrelevant
expertise and return mostly relevant results.

5. RELATED WORK
Generally, there are two principal models for expertise re-

trieval: profile-based model [16] and document-based model [1,
7, 10, 18]. In contrast, the document-based approach pre-
serves all information contained in the collection and per-
forms better than the profile-based approach. Besides these
two categories, there are some other methods [13, 8, 23] pro-
posed to extend the expertise retrieval. The organizational

4The testing hardware environment is on a Windows PC
with 2.4GHz CPU and 4GB physical memory.
5http://dx.doi.org/10.1561/1500000019
6http://en.wikipedia.org/wiki/Kernel_methods

Table 6: The top-10 experts retrieved by BL and
JHyp:Author+Doc. Relevant experts are in bold-
face.

Baseline (BL) JointHyp

Query: Kernel Methods
Bernhard Schölkopf Bernhard Schölkopf
Nello Cristianini Nello Cristianini
Alexander J. Smola John Shawe-Taylor
Francesco Camastra Alexander J. Smola
Colin Campbell Francesco Camastra
Tong Zhang Michael I. Jordan
Stéphane Canu Colin Campbell
Alessandro Verri Tong Zhang
Shotaro Akaho Massimiliano Pontil
Peter Sussner Jason Weston

Query: Probabilistic Relevance Model
Norbert Fuhr Norbert Fuhr
Stephen E. Robertson Stephen E. Robertson
Friedrich Gebhardt W. Bruce Croft
M. E. Maron M. E. Maron
J. L. Kuhns ChengXiang Zhai
ChengXiang Zhai C. J. van Rijsbergen
C. J. van Rijsbergen Friedrich Gebhardt
Azadeh Shakery J. L. Kuhns
W. Bruce Croft Chris Buckley
Victor Lavrenko William S. Cooper

hierarchy [13] and community information [8] are utilized
to enhance expert finding. However, these methods ana-
lyze the content of each document separately or merely ex-
tend the model with another additional kind of information.
Our work is different from theirs, as we model and exploit
heterogeneous networks in a joint regularization framework
along with several hypotheses, which not only distinguishes
the propagation between documents and authors, but also
treats directed and undirected graphs in a different way.

The work is also concerned with predicting the quality of
users or their generated content in social media by calculat-
ing their centrality in the organizational social network, in-
cluding community-based question answering [2], document
recommendation [31], collaborative tagging system [21, 11],
and other online communities [5, 27]. Zhang et al. [27] an-
alyzed an online forum, seeking to identify users with high
expertise while ignoring the relevance of documents. The au-
thors in [2] proposed a co-training idea that jointly models
the quality of the author and the review. Noll et al. [21] pro-
posed a graph-based method like HITS algorithm, through
assigning different weights to link users and documents, for
ranking users in a collaborative tagging system. However,
most of these works are based on some generalization of
PageRank [3] and HITS [14], and ignore the relevance of
documents, which are inferior in performance to the state-
of-the-art query-dependent expert finding methods.

There are some other related studies for combining hetero-
geneous information. PopRank model [20] is developed to
integrate heterogenous relationships between objects, which
showed authority score of one type of objects could be a
combination of scores from different types of objects. Zhou
et al. [30] proposed a method for co-ranking authors and
their publications using several networks. In addition, Sun
et al. [25] proposed a ranking-based clustering method for
heterogeneous network analysis, which aims at clustering
and ranking objects within clusters simultaneously. How-
ever, our work is different from theirs, as their tasks are
mainly used in query-independent settings, while we focus
on expertise ranking on query-dependent settings.
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Our joint regularization framework using graphs is closely
related to graph-based semi-supervised learning [32, 29], which
usually assumes label smoothness over the graph. These
types of graph regularization methods have been success-
fully applied in topic modeling [19, 6], ad-hoc information
retrieval [9], and review quality prediction [17] tasks. Mei
et al. [19] extended the graph harmonic function for topic
modeling with network regularization. Diaz [9] used score
regularization to adjust ad-hoc retrieval scores from an ini-
tial retrieval. Although there have been some existing explo-
rations, to our knowledge, the presented work is the first ex-
tensive study of a unified graph-based regularization method
by explore the heterogeneous network in the field of exper-
tise retrieval.

6. CONCLUSION AND FUTURE WORK
In this paper we studied the expertise ranking problem

through modeling and exploiting heterogeneous network to-
gether with the textual content information. We formulate
three types of hypotheses that capture different informa-
tion in the heterogeneous network with respect to different
types of edges. We not only mathematically model those hy-
potheses, but also validate them individually and jointly in
a regularization framework. The experimental results show
that our proposed approach can achieve significantly better
results than the baseline and other state-of-the-art models.

The method we propose is quite generalizable and applica-
ble for expertise ranking tasks in social media with hetero-
geneous network structure, for example, community-based
question answering and online forum. In future work, it
would be interesting to apply our techniques in these tasks.
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