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Abstract

Nowadays, mobile devices become more and more important because of light, simple and convenience. Therefore, the needs for the applications on mobile device are increasing. There are many applications available in the market. However, the types of applications are limited, e.g. personal schedule, personal financial calculator and e-books. Therefore, this project is to enhance the usage of mobile device and make life easier. Then we proposed our project – Smart Traveller with Visual Translator for OCR and Face Recognition

This report is divided into 10 parts, which includes: introduction of this final year project, background, related technique, system design, traveling agent tools, evaluation, problem encountered, contribution, conclusion and acknowledgement.
First, some backgrounds of this project would be described. It is divided into two main parts. One is the background of the Korean Optical Character Recognition. Another one is about Face Recognition.

Second, we will discuss the techniques related to the Korean Optical Character Recognition and the Face Recognition. They are some segmentation methods, feature extraction method and recognition method.

Third, we will discuss the overall design which contains Korean character recognition and face recognition while these two parts are our main modules in this project. Also, we will discuss how we can train the database for Korean character and Face Feature in order to use the database for Korean Character Recognition Module and Face Recognizer used.

Then, this report shows the final product of the traveling agent tools. It describes the hardware requirements and shows steps on how to use the Korean Optical Recognizer and Face Recognizer.
After that, some evaluation on the final product would be shown in order to show the performance of the application. There are several evaluations such as the correctness of OCR, text segmentation on captured images, character recognition on captured images, face detection and face recognition.
Finally, we will report about the difficulty when we implement the system and our own contribution. Then we concluded our experience on this project.
1. Introduction
1.1. Motivation
There are more and more people who have trips to foreign country recently in Hong Kong. While the quality of life improves, there are many people who go to other foreign country for sight viewing. In addition, since the rapid development of technology, mobile devices become more common today. Many people would own a mobile device at least.

Nowadays, mobile devices become smaller and more powerful. Mobile devices such as pocket pc, palm and mobile phone can be used to be a personal assistant, send and receive e-mail and surf the internet. They are also easy to be carried so more people will have mobile devices.

Very often, travellers encounter many problems about unfamiliar foreign language. Although there are dictionary for mobile devices, they are not easy to be used. Sometimes, users do not know how to input the foreign character even they have an electronic dictionary.

Therefore, the demand of an application for travellers is large. Unfortunately, such an application is insufficient in the market. Here we try to implement a system which can solve this problem.
1.2. Project objective
In this project, we aim to solve common travellers’ problems. However, we only concentrate on two parts. They are visual translator and face recognition. We will combine digital camera, Personal Data Assistant (PDA), Optical Character Recognition (OCR), and face recognition techniques to form a visual translator for travellers (VTT). With the help of PDA, travellers can understand the foreign character on the signs and guideposts. Also VTT can remind the traveller a known person whose name is not remembered by the traveller. In our system, we expect the users are Hong Kong people.

For the visual translator, we would attempt to translate Korean character first. For our first attempt to OCR, we choose Korean because it is simple and well-structured. And also, we have asked some people who travel to Korea. They really have a difficulty with on Korean Character when traveling on the street. For Chinese and Japanese, we do not consider because it is more complicated.

For the face recognition, we would implement two main parts, face detection and identification. We will implement a module for face detection first and then recognition module. Since we expect the users are Hong Kong people, we only consider Chinese face. In other words, the face recognition for Chinese has a higher accuracy.

VTT is a powerful and useful application for travellers. It helps travellers to solve many problems when travelling. It includes character translator and face recognition.
1.3. Real Life examples
Very often, if travellers have a trip to a foreign country which they do not familiar with, then they will not understand some information on the signs and guideposts. Therefore, they will lose this information. Then the travellers will lose much fun in this trip.
Application on KOCR

The other situation the traveller would probably have is that the traveller lost a way in the street. Not only does he/she cannot communicate with the foreigner because he/she can not speak the foreign language and the foreigner cannot understand what he/she says, but also he/she cannot know his/her location by the street name on the guideposts. In this time, the traveller will be frustrated and worried.

In these situations, the traveller can use VTT to solve these problems. With the help of powerful VTT, the traveller will know his/her location and have more fun during the trip.
Application on Face Recognizer


For another example, sometimes somebody would say “Hi, Henry” with us. However, we forget what the name of that person is because we seldom meet him/her, e.g. attending conference every year. It is an embarrass situation. In this case, VTT can help you to solve this problem. We can capture his/her face and save his/her name when we meet him/her at the first time. Therefore, by VTT, we can recognize this face when this embarrass situation happens. Fig 1 shows the idea of the Face Recognition.
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Fig 1 the Recognition of Face to Name

2. Background

2.1. Korean optical character recognition

In this section, we will discuss about the background information of Korean optical character recognition (KOCR). First, we would introduce the basics of Optical Character Recognition to support the flow of the project. Then, Korean Character is introduced to discuss why Korean Character is chosen for this project.

2.1.1. OCR Basics


Optical Character Recognition (OCR) is a typical research topic in pattern recognition field. The most typical question of OCR is how we represent a character. There are many different approaches existing in the market especially English OCR Engine.

For implementing a system including OCR, pattern recognition model [1] would be applied.

[image: image3]
Fig 2 Pattern Recognition Model


The input image is raw input. In the image segmentation module, the objects are extracted from this image e.g. extracting different characters and detecting the face.


In the feature extraction module, the input objects are quantified by some characteristics e.g. number of corners, number of functions, shape descriptors and some statistical analysis. This quantified values/vector is feature.


After that, each feature vector is assigned with a label to classify/identify it. Therefore, all feature vectors are classified and stored in the database.


For recognition process, we need to recognize an image. This input image is needed to pass through the first two modules (image segmentation and feature extraction). Therefore, some feature vectors are obtained. Then these feature vectors are compared with the vectors in the database. The comparison methods are by means of similarity/distance methods. Therefore, the most similar one is the recognized result.


The most important question for OCR is how we choose an appropriate feature extraction method to represent each object.

2.1.2. Korean Character Basics

Korean products are becoming more and more popular such as traveling to Korea, Korean Singer, Korean Movie and Korean Food. Therefore, more and more people want to know more about the Korean Character to enhance their Korean information. And also, we have chosen Korean Character in the project because its complexity that is more than English and same as Chinese Character.
The Pattern of the Korean Characters [2] is limited. There are six combinations of block pattern:


[image: image4]
Fig 3 the 6 Patterns of Korean Character

To represent a Korean character, the Johab standard which is 16-bit code is used. The following is Johab standard coding:

1st bit : 

denotes it is a Johab encoding

2nd-6th bits : 
Initial consonants

7th-11th bits : 
Vowels

12th-16th bits :
Final consonants

Fig 4, 5 and 6 show the coding of each Korean stroke.
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Fig 4 Initial Consonants
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Fig 5 Vowels
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Fig 6 Final Consonants
2.2. Face Recognition
In this section, we will introduce the background of face recognition which includes the popular information and the reasons why face recognition attracts so many people attention.
Face recognition has become one of the most important research areas in the literature for last twenty years. It is used in wide range of application, such as security monitoring, identification, access control, and surveillance systems. In the last 20 years, there is a large number of algorithms of automatic human face recognition. In the last 10 years, the development of these algorithms is very rapid and more modern algorithms are proposed. There are many reasons of why face recognition drawing extensive attention.
Reasons for face recognition drawing extensive attention

1)
Face recognition is applied on many areas. For example, it is used in content-based video processing system and identification. Also, the need of face recognition in multimedia is large. Face recognition can be used in data collection so that we can search image in a multimedia database.

2)
Face recognition can be effective in identification. A face recognition system is cheaper than other personal identification system based on fingerprint scans and iris scans. Therefore, face recognition is still a popular identification system.

Because of the two reasons above, face recognition is a very important application in image processing and pattern recognition.

Since face recognition is a large topic, it usually involves in two systems mainly, face detection and feature extraction.


[image: image8]
Fig 7 Module Included in Face Recognition
The following is the introduction of face detection algorithm and face recognition algorithm.

Face Detection

Face detection is the very important part before face recognition, because if the face region is more accurate, the recognition rate is higher. There are three popular approaches to face detection. They are example-based learning, SVM (support vector machines) and neural network [3].

Feature Extraction

After finding the face region, feature extraction will be applied to identify a person. Also there are many popular techniques like neural network, Gabor feature [4], PCA (principle component analysis) [5] and Fisherface [6].
Classification


After finding the feature, we need to find the difference between the test image and the face image in the database. Therefore, we need some classification methods to classify which person the test image belongs to. For examples, it can be achieved by using the Euclidean Distance, City Block Distance or Chess Board Distance [1] to find the similarity.
3. Techniques Related to Project
This Chapter, we will discuss about some techniques that closely related with our project. Due to the goal of this project, recognize characters and face, there are some common basic techniques which are useful for our project.

The techniques are divided into two parties. One is the Korean Optical Character Recognition (KOCR). Another one is the Face Recognition.

For KOCR, it is divided into two parts too. They are text segmentation and text identification. For text segmentation, we need to apply many techniques in the image processing field. For examples, we need to know more about the color models and edge detection. For text identification, it is necessary to learn the generic Pattern Recognition Model. Therefore, we can follow the flow of the model to achieve the recognition goal. Inside the text identification part, there are many related techniques we used such as labeling of connected component, similarity measurements, decision tree, etc.

For Face Recognition, face detection and face identification are the main parts. Inside face detection, it involves many advanced techniques in order to find the eyes position such as log-polar mapping and Gabor wavelet features. For the face identification, we concentrate on the EigenFace feature. It is by using the Principal Component Analysis (PCA).
3.1. Korean Optical Character Recognition
3.1.1. Text Segmentation
In this sub-section, we will discuss the techniques we used in text segmentation. Text segmentation is the process of finding the text area.
3.1.1.1. Color Model Transform

Before doing the edge detection, we need to transform the image from RGB Color model to Gary Scale. The Gray Scale is the Y Channel of the YUV Color Model.
Color Models
Color model [1] is a model that can represent the color. Color usually describes much information about an object. Therefore, color model is a quite popular technique for detecting an object. Since human being have only three types of color photoreceptor, we only need 3D space to represent color space. There are several common color models such as RGB (red, green and blue), HSB (hue, saturation and brightness) and YUV (luminance-chrominance). Unfortunately, not all color models can be used to detect an object. Usually, HSB and YUV color model are much popular. In this project, we choose YUV to detect face in face recognition part. Although some color models are suitable for detecting object, they also have their limitations such as the range it can represent.
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Fig 8 C.I.E. Chromaticity Diagram
3.1.1.2. Sobel filter

For edge detection we use Sobel filter [7]. There are two filters for line detection.

[image: image10]
Fig 9 the Horizontal and Vertical Sobel Filter

These two filters are used to find the edge in horizontal and vertical direction (Gx and Gy) respectively. Once, they are found. We can obtain the gradient vector (Gxi+Gyj). We can calculate the direction of the edge by analysis the gradient vector. The direction and magnitude of edge are important because they can be used in the edge linking.

3.1.1.3. Histogram equalization

For the histogram equalization [1], it just the intensity of an image more even. It avoid too dark or too bright image and remedy the unbalanced or undesirable intensity. Usually, it only applies on one-channel images. Therefore, it is needed to change color image into gray scale image before histogram equalization.

Histogram equalization provides a sophisticated method for modifying the dynamic range and contrast of an image by altering that image. It employs a monotonic, non-linear mapping which re-assigns the intensity values of pixels in the input image such that the output image contains a uniform distribution of intensities (i.e. a flat histogram). This technique is used in image comparison processes (because it is effective in detail enhancement) and in the correction of non-linear effects introduced by, say, a digitizer or display system.

3.1.1.4. Projection of edge

After doing the Sobel mask on the image, we take the horizontal projection and vertical projection [8] of edge intensity.

Usually, if there are characters in an area, the density of edge detected is high. Therefore, there is/are peak(s) in the horizontal projection and vertical projection. If the value is higher than a threshold, it is potentially a text area. Fig 10 shows the idea graphically.


[image: image11] 

Fig 10 this the idea of Horizontal Project and Vertical Project


Therefore, we can loosely detect the text area. 

3.1.1.5. Binarization

Binarization means that we separate the image into two colors only. Typically, they are black and white. It is necessary to do the binarization because it can simplify the subsequent steps.

At the final step of text segmentation, we need to do binarization. Usually, if we binarize the image with single and fixed threshold value only, the resultant image may be very noisy. In the worst case, the detected area does not contain any text. It is undesirable. Therefore, we do not use a single and fixed threshold value. Instead, we use a dynamic threshold value which determined by several factors.

To achieve a dynamic threshold value [9], we use the following formula.

T = m-ka(m-M), a = 1-s/R, R = max(s)
Where T is the threshold value, k is the constant determined by experiment, m and s are the mean and standard deviation of gray values in the windows respectively.

We do not consider the whole text area, but we divided the text area into several sub-regions called window. Then we apply the formula above on each window to find the threshold value. We use the corresponding threshold value to binarize the each window. This method avoids an unbalanced light condition and significant noise on one side of the text area.

3.1.2. Text Identification

In this sub-section, we will discuss about the technique we used in KOCR for this project. Text Identification is a whole process of choosing appropriate feature vector, database representation and recognition.
3.1.2.1. Character Feature Extraction

After text segmentation, each character is extracted and we need to apply our feature extraction module to complete the project.

3.1.2.1.1. Stroke Extraction


For the KOCR of this project, we used stroke feature instead of whole character feature because of each stroke type is well defined in Korean Character (Chap. 3.1.2.). So stroke segmentation is needed to achieve to get each stroke.
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Fig 11 Sample of Korean Characters


There is a world known algorithm to extract each connected component in image processing field. Since each stroke is a connected component as shown in Fig 11, the labeling of connected component algorithm is simply applied to extract each stroke.

Labeling of Connected Component [1]
By definition, “if p and q are pixels of an image subset S, then p is connected to q in S if there is a path from p to q consisting entirely of pixels in S” and “for any pixel p in S, the set of pixels in S that are connected to p is called a connected component of S”, Therefore, in labeling of connected component algorithm, we need to find all the connected components(sets) and label them with different labels for distinguishing them. And also, the connectivity using is 8-connectivity.

(a)
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(b)
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Fig 12 (a) The input image, (b) The resultant labeling of connected component

For examples, Fig 12 (a), we consider about the “1” entries. We found that there are 4 connected components. And the result of this labeling algorithm is as Fig 12(b).

The algorithm is to transverse the input matrix from left to right and top to bottom for each entry. And the mask 
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 can help us to describe the algorithm more convenience. The point p is the testing entry point.

Fig 13 shows the pseudo code of the algorithm.

If p=0, move on to the next position.

Else If p=1 and a=b=c=d=0,



assign a new label to p.

Else If p=1 and either one of a=1,b=1,c=1 and d=1,



assign the same label to p.

Else If p=1 and [(a=1 or b=1 or c=1 or d=1) but with different labels],



assign a new label to p, make them equivalent to this new label.

Else // p=1 and [(a=1 or b=1 or c=1 or d=1) but with same label]



assign the same label to p

Fig 13 the Algorithm of Labeling of Connected Component
Therefore, the labeling of connected component algorithm can help us to distinguish different connected component. It is important for extracting the strokes of the character in order to recognize the strokes.

Enhancement
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Fig 14 the idea of Stroke Extraction

For the Korean Character, the strokes are separated typically. It means that the strokes are different connected components for a binary character image. Therefore, the labeling connected component algorithm can be used.

Then all connected components can be extracted. However, sometimes, the two strokes connected with 8-connectivity [1]. Therefore, some improvements need to be done.

We count the area (number of pixels) of a connected component which is 4-connectivity. After that, if two large size of area which connected with 8-connectivity, they are different strokes.

However, practically, the two strokes (large area) may be 4-connected together.
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Fig 15 two 4-connected large area

But in this case, we cannot introduce a new idea to tackle the problems.

3.1.2.1.2. Stroke Feature


For the stroke feature, we tried to use our proposed method to represent each stroke.

Our Proposed Method


[image: image22]
Fig 16 the Basic Idea of our Proposed Feature



Fig 16 shows the basic idea of our proposed feature. This idea is inspired from [8]. There are n rays transverse from left and stop at the first hit at the stroke position. Therefore, the length of this n rays is marked as di where 0<=i<n.


Then we compare dj and dj+1. If dj<dj+1, aj=1; If dj>dj+1, aj=-1; If dj=dj+1, aj=0. Therefore, we can obtain all aj where 0<=j<n-1.


Besides the rays from left to right, we can transverse rays from right-left, top-down and bottom-up similarly. Finally, there are 4(n-1) values (b0, b1, b2, …, b4n-5) obtained all together.


For addition, we count the number of holes (b4n-4) in the character/stroke. Therefore, the feature vector b is obtained with 4n-3 dimensions.

3.1.2.2. Stroke Recognition


For stroke recognition, discussion tree is applied. The reason we applied is that discussion tree learning can help to choose the significant coefficient to represent each type of stroke. And also, the speed of recognition is fast due to the limitation on the mobile device.
Decision Tree
For the decision tree [10], each internal node represents an attribute which is used for determining which path would transverse. Each branch represents the possible value of that attribute node. Each leaf node provides a classification. Therefore, for a testing vector, we can transverse from the root to the leaf by testing the attribute (entry) in the vector. Then we can get the classification of this testing vector.

For learning a decision tree, we need a training set which contains all training vectors. And we need to set the target attribute (classification). For training, we need to choose the best attribute (entry) to extend tree by adding branch with this best attribute. After that, we sort the training vectors to leaf nodes. If all/most training vectors are being classified, then stop; else repeat choosing and extending steps for leaf nodes. Therefore, a decision tree is obtained.

So, the important question is how to choose the best attribute. Then we introduce three measurements:


Entropy: I(T) = -(p1log(p1) + p2log(p2)+…+pnlog(pn))


Misclassification cost: I(T) = 1 – maxi pi

Gini: I(T) = 
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Where 
T is the vector set







p is the goal attribute







pi is the density/probability of ith value of p


Then we introduce another measurement which is to measure the information after choosing an attribute(X):


I(X, T) = 
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where
Ti is the set which partitioned by X with ith value







T is the vector set


Therefore, we can calculate how much information gain for choosing an attribute(X). The formula is Gain(X, T) = I(T) – I(X, T). Therefore, we choose the attribute that gain maximum information (maxi(Xi, T)) to be the best attribute for extending the tree.


From the above, the decision tree can be built automatically from the training set when identify which attribute is goal attribute. However, the decision tree we built is just for the value of attributes is discrete. For continuous case, the above method is not workable.

For recognition, we simply transverse the decision tree node by node with the attributes. Then the leaf node is the result. Therefore, the recognition speed is much faster than the exact matching method.
3.1.2.3. Stroke Combination


Stroke is extracted in each character. So it is necessary to combine all strokes back into a character.

The combination method is just to match all the strokes into a valid character. For the matching, position of stroke is considered also.

3.2 Face Recognition
3.2.1. Face Detection
In this sub-section, we will discuss the techniques used in face detection. The face detection is the first parts of face recognition. Before identification, a region containing a face must be found. Also, in this step, the important facial feature is needed to be marked so that the recognition achieves higher accuracy. Here we will discuss log-polar and Gabor feature.

3.2.1.1. Log-polar mapping

In the human vision system, visual signal flows from the retina to the cortex via the optic nerve. The retina is covered by approximately 125 million receptor cells of two types: rods and cones. Researchers [11] found that these cells cannot transmit all visual signal to the brain directly because the nerve cannot afford such large amount of data. Some compression techniques are used. These compression techniques will reduce the amount of data transmitted. The receptors are arranged such that their density is decreased from the fovea, and hence to achieve variable resolution compression.

[image: image25.png]



Fig 17 Samplings of Log-polar mapping

Evidence shows that this arrangement of receptors can be characterized by a complex logarithmic transformation.

The logarithmic transformation formula is

       [image: image26.png]w=Inz,
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where [image: image28.png]


 represents a point in the cortex and [image: image29.png]


 represents a point in the retinal plane.

The high density of receptor cells will be in the fovea and it will decreases linearly with the center towards periphery. This mapping is called log polar mapping. 

It has certain properties and is very suitable in vision system. This type of mapping is 1) space-invariant and 2) reduced the data size.

It means that the compressed image is scale-invariant and rotation-invariant.

If the image I is rotated by angle A, the compressed image just shift up or down by certain pixels. If the image I is scaled by a factor F, the compressed image just shift left or right by certain pixels. This is very good mapping to achieve space-invariant. 

Also, in analysis of image, it can reduce large amount of insignificant information. Typically the size of the compressed image will be 1/8 of the original image depending on the mapping configuration. It will significant to reduce the processing time in the subsequent process.
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Fig 18 original image
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Fig 19 compressed image with log polar mapping
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Fig 20 reconstructed image

3.2.1.2. Gabor Wavelet Feature

Gabor wavelet [12] is a feature extraction technique. It will extract the feature from the image with certain frequency.

Simple cells in the primary visual cortex have receptive fields (RFs) which are restricted to small regions of space and highly structured. 
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Fig 21 the Principle of Stimulation of Light

The RF of a certain cell was measured location for location by projecting a dot-like stimulus on a homogeneous screen the corresponding eye looks to.

The results of Jones´ and Palmer´s experiments [4] suggest modeling the shapes of the RFs by two-dimensional Gabor filters, a plane wave restricted by a Gaussian. In other words, Gabor wavelet filter is used to model the RFs of simple cells

Gabor wavelet is a set of filter which can be generated by different value of scale factor, orientation and wavelength.

The response a of such a cell can be written as a correlation of the input data, i.e. an image I(x), with the modeled RF p(x): 
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The response a is the feature extracted by Gabor filter. 
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 is Gaussian envelope function restricting the plane wave
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 is used to compensate for the frequency-dependent decrease of the power spectrum in natural images [13] and [14]
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Fig 22 real part of Gabor wavelet
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Fig 23 imaginary part of Gabor wavelet

3.2.1.3 Fast Fourier Transform [1]
Since we need to find the Gabor feature in certain points, the computational time is so much. We use FFT to calculate the convolution of Gabor wavelet.

According to Convolution Theorem, F(g*h) => F(g)F(h).

* is a operator of convolution, g*h is a function in the time domain and F() is the Fourier Transform

Therefore g*h = F-1(F(g)h(g))

The fast Fourier transform (FFT) is a discrete Fourier transform algorithm which reduces the number of computations needed for N points from 2N2 to 2NlgN, where lg is the base-2 logarithm.

FFTs were first discussed by Cooley and Tukey (1965). A discrete Fourier transform can be computed using an FFT by means of the Danielson-Lanczos Lemma if the number of points N is a power of two. If the number of points N is not a power of two, the data will be padding zero until N is the power of two.

3.2.2. Face Identification

In this sub-section, we will discuss about the technique we used. The most important part is the face feature we used. In this project, EigenFace is used due to its effectiveness and its performance on recognition. And also, EigenFace is a well-known method.
EigenFace Feature [15]

EigenFace is simply applied the Principal Component Analysis (PCA) to extract the features. After the EigenFace feature extraction, the M’ Principal Component and feature vectors of each face are extracted.

We will discuss about the procedure we used to extract the feature from a face image. First, we need to scale the face image into 20 times 20 pixels image. Therefore, each face image is a 400-dimensional vector.

[image: image40]
Fig 24 Formula average face image


Second, we need to compute the average face from all training face images by formula shown on Fig 24.

[image: image41]
Fig 25 Formula Covariance Matrix


Then the covariance matrix can be found by the formula shown on Fig 25. After that, we can find the eigenvalues and eigenvectors of the Covariance Matrix C.


Finally, M’ significant eigenvectors are chosen as those with the largest corresponding eigenvalues. Then all the face images are projected into these eigenvectors and form the feature vectors of each face image. All the features vectors and the M’ significant eigenvectors are stored in the data file.
Procedure on recognition


For recognizing a face image, we need to scale the face image into 20 times 20 pixels image vector first.
Then the vector is projected into the eigenvectors that stored in the data file so that the feature vector is found.

After that, the Euclidean distance between input feature vector and all features vectors in the data file is computed and get the minimum distance as the result. However, we need to reject the result that the distance is larger than a threshold.
4. System Design

4.1. Overall Architecture

This section shows the overall architecture of the application and the learning applications.
4.1.1. The Application Architecture

The overall design of our application is shown as Fig 25.
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Fig 26 the Overall Design


The Graphical User Interface (GUI) provides an interface for the user. It coordinates the different components and displays the corresponding result. The goal of the GUI design is user friendly. It is necessary for user because most users do not want spend much time on learning how to operate software.

The Camera API is an interface which is provided by the camera hardware company to operate the camera. Therefore, it provides some functions for capturing the image data. After that, the data is passed to the recognition engine. Then the user can request the system to translate the characters or recognize the face.


For the Korean OCR module, it needs to recognize the Korean characters and translate it into English from the captured image. It is one of the main modules of the application. So we would discuss it in details throughout this report.

For the Face Recognizer, it helps user to recognize the face or add “new face” into the database for future used.

4.1.2. Training Application Architecture

4.1.2.1. Training Korean OCR Database

[image: image43]
Fig 27 the procedure of training the Korean OCR Database


The procedure is to train the stroke database for stroke recognition. The Korean Character Stroke Bitmap is loaded from a Korean TTF File. When the trainer watches the stroke bitmap, he/she can assign a stroke code. Therefore, the stroke database can be prepared.

Korean TTF File

TTF means True-Type Font [16]. TTF File is a file type that contains the graphic representation of characters (language). Therefore, we can make use of this TTF file to avoid collecting necessary training set. And also, the characters in sign and guidepost are printed characters, so using the TTF File is a simple way to find the standard fonts.

TTF2BMP [17]
This module is to extract the character bitmaps from the TTF file. Therefore, we need to have a rough idea about the TTF file. First, the module needs to read the header of the TTF and get the information such as the beginning position of each character. Then we extract the character by character.

Stroke Extraction

This module has been discussed in Section 3.1.2.1.1..

For each character image, we use the labeling connected components algorithm to extract each stroke. The input character image is in binary form.

Stroke Feature Extraction

This module has been discussed in Section 3.1.2.1.1.

Feature & Stroke Code Storage

The trainer need to assign stroke codes to stroke types with the stroke features. Then we need to store the feature paired with its stroke code. Then the stroke database can be obtained.

Decision Tree Learning Procedure


[image: image44]
Fig 28 the Procedure of Decision Tree Learning


The Decision Tree Learning Method has been described in Section 3.1.2.2. We make use of the algorithm to learn the decision tree. We load all features and codes (target attribute) from the stroke database which is prepared in the previous section. And then, the decision tree is learned by all the information. After that, we store the decision into the database.

4.1.2.2. Training Face Database


[image: image45]
Fig 29 the procedure of training the Face Database


We need to train the face database in order to achieve the face recognition. Fig 29 shows the procedure of training the face database.
Captured Face Images


They are the face images that are captured from the Pocket PC camera. For each person, it is suggested that use more than one face image to achieve higher accuracy. Then the trainer needs to locate the face region on the next component.
Face Locator


In this module, the trainer helps to locate the face region of each face image. The trainer locates the eyes and mouth position. Then the module would scale the face to 20 by 20 pixels face region images according to eyes and mouth position.
Save Face Region

After that, the 20 by 20 pixels face region image would store into a bitmap file for the batch training of the face database.

Major Axis Extraction

After all the face region images are found, the trainer request a “batch learning” to train the face database. First, the module would find the major axis by using Principal Component Analysis and compute the average image.
Face Feature Extraction

For each face region image, it is projected on the major axis to form the face feature. Then store the face features into the database.

4.2. Component Design
4.2.1. Korean OCR

[image: image46]
Fig 30 the Basic Idea of Korean OCR Module


Fig 30 shows the basic idea of the Korean OCR Module.


The input image is captured from the camera through the Camera API which is provided by the Camera Manufacturer. Then this image is passed into our Korean OCR module for translating the Korean characters into English. By the model of pattern recognition, it is necessary to segment the image first. Therefore, the image is the input of the first component – Image Segmentation.

4.2.1.1. Image Segmentation

In the Image Segmentation Module, we need four other sub-modules to complete its task. They are Text Segmentation, Binarization, Character Extraction and Stroke Extraction Components.

4.2.1.1.1. Text Segmentation
In Section 3.1.1., we have discussed how to extract each character automatically. The idea is by using the edge detection. However, the accuracy is not very good.

So in this module, we have implemented another approach. That is the user can select the characters manually. It is useful because it is an easy task for a human.
4.2.1.1.2. Binarization
Binarization means that we separate the image into two colors only. Typically, they are black and white. It is necessary to do the binarization because several steps afterward (including stroke extraction and stroke feature extraction) just can process the binary image.
4.2.1.1.3. Stroke Extraction

In Section 3.1.2.1.1., we have discussed how to extract each stroke from a character image. It is simply by using the labeling connected component algorithm in image processing field.
4.2.1.2. Stroke Feature Extraction

The feature we used is our proposed feature (Section 3.1.2.1.1.). Five rays are used in each side. Therefore, the dimension of the feature vector is 17. However, we simplify the entry that represents number of holes. The simplified entry is just for determining whether have hole. And also, one more entry is added. This entry is to represent the ratio of width and height (width/height). If the ratio is greater than 1.2, the entry is 1; if it is less than 1/1.2, then the entry is -1, else the entry is 0. It is added because some simple strokes have the same proposed feature vector. Fig 31 shows an example pair of strokes:
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Fig 31 the Example of confused strokes

Therefore, the dimension of the feature vector is 18.

4.2.1.3. Stroke Recognition
For stroke recognition, we propose it in Section 3.1.2.2. The main idea is by using the decision tree. Therefore, the stroke codes can be got from this module.

4.2.1.4. Stroke Combination


In Section 3.1.2.3., we have discussed it. The method is just to match all the strokes into a valid character. For the matching, position of stroke is considered also.

4.2.1.5. Translator

This module is to translate the Korean Characters into English. Therefore, we need to maintain a database that stores this translation. Fig 32 shows some examples of Korean-English Dictionary.

가다 go; proceed; travel; attend (some place)
가게 a shop; a store 
가까 be close, near 
가끔 sometimes; now and then; occasionally
Fig 32 examples of Korean-English Dictionary


For matching the Korean characters, longest matching is computed from the left to right. The matching is speed up by indexing the dictionary.
4.2.2. Stroke Database


The stroke database is learned in the decision tree form so that it is used to classify the strokes.
4.2.3. Dictionary


The dictionary is stored in index form. The first Korean Character Code of each word is used for indexing. We store each translation pairs in an index file according to its index code. Therefore, the searching/matching time can be reduced.

All the Korean Characters are stored by using UNICODE 2.0. It is used because it is easily computed by the type of strokes.

4.2.4. Face Recognizer

Face Recognizer consists of two parts. They are face detection and face recognition. Face detection is started at first term and followed up at second term. And the face recognition will be started at second term. Therefore, in this report, we will discuss face detection and face recognition.
4.2.4.1. Face Detection
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Fig 33 the steps of eye location

At the beginning, an image of a person will be captured by a camera. Then the input image will be undergone preprocessing such as gray-scaled. After that, we will find a potential eye by comparing Gabor feature with a simple eye template. Then we will use two eye models, left and right eyes, for determining the right eye and left eyes. And repeat the previous step to find another eye. The following will discuss the process of finding eye. The way to find mouth is the same as finding eye.

Preprocessing

    We captured the input image by a Pocket PC camera. However, the image is not good enough. There are two significant problems. The first problem is the image heavily depends on the luminance condition. It means that a slightly change of the ambience will make the resultant image too bright or dark. This is a very trouble problem. Another problem is that the color image is not reliable. For the situation of second problem, we give up the information of color. We change the input color image to gray-scaled image. Also the input image will be sharpen, reduced noise and equalized the histogram.

    Unfortunately, although the histogram of the input image will be equalized, the first problem is not acceptably solved. In the case of too bright or too dark, the information of image is much less that a normal one. Therefore, it is impossible to recover the original one.

Histogram Equalization

Once we found the regions containing the eyes, we perform histogram equalization. Sometimes, the input image is not good enough. They may be too dark or too bright. Histogram equalization (3.1.1.2.) remedies this problem. Therefore, less error is introduced in following steps.

Finding potential eye [18]

This step will find the potential eye by attention-driven search. It will find the eye in a grid pattern. The point in the grid is organized as log-polar pattern, see Fig 34.

[image: image50.jpg]



Fig 34 the organization of searching points

At the beginning, a point X will be randomly selected in the input image and construct a grid centered at X. We will calculate the Gabor feature at the corresponding points in the input image. And compare the Gabor feature with the simple eye template. The simple eye template is obtained by averaging the element of Gabor feature of left and right eye points in a training set.

We move the point X to the point having highest similarity with the simple eye template and repeat the procedure above until the movement between two consecutive points is shorter that a threshold. If the similarity between the simple eye template and the Gabor feature at the stopping point is too small, then the process will be restarted from a random position. At the same time, a board will record the points which are checked. If the board is full, the photo will be regarded to contain no face.
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Fig 35 the gray square shows the point which are checked before.

The above figure shows the searching space of the attention-driven search. With this attention-driven search, the search space is significantly reduced. In this example only about 3 % of image is considered.

Refined search

In this step, the location of the eye will be further refined. The search [19] will be started at the point obtained by previous step and move pixel by pixel to find the location of the eye.

We would construct two eye models (TR and TL) for left and right eye respectively. These models are obtained from the sets {G1, G2, …, Gn} of Gabor feature by placing the grid on the left eye and right eye respectively. [See Fig 36] The grid is organized as log-polar pattern with 5 rings and 10 rays. The minimum radius is 3 pixels and the radius ratio is 1.778.
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Fig 36 show the grid placed on a person’s right eye

We collect such eye models from 10 persons’ left and right eye and average them to obtain TR and TL for left and right eye respectively.

In every point on the grid, we will calculate the Gabor feature. In the searching, the location of eye is obtained by gradient decent. It means that the grid will move pixel by pixel to find the point that have a maximum similarity with the TR and TL.
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Fig 37 the + and x signs denote the best match with left and right eye models respectively.

The white line shows the search path of “Finding potential eye” for the left and right eye. And the searching point terminated at the point near the eye. Finally “refined search” will locate the eye precisely.
4.2.4.2. Face Recognition

As mentioned in Section 3.2.2., the face recognition module is applied the EigenFace method to do the classification.

[image: image54]
Fig 38 the flow of face recognition

Preprocessing


The input image is necessary to be performed the histogram equalization to reduce the effect of lighting condition in the image. After that, the input image is scale into 20x20 pixels image.

Projection


The 20x20 pixels image is a 400-dimensional vector. Then it is projected on to the Eigenvectors that found from the training phase. After that, the face feature of this image is found.

Matching


After the face feature is found, it is passed to match the face in the database. We apply the Euclidean Distance for finding the distance between the input face and each face in the face database.


Then we find the minimum one. If the distance of the minimum one is not larger than a threshold value, the result is that face. Otherwise, the system rejects the input face.

4.2.5. Face Database


The face database is trained the procedure described as Section 4.1.2. It uses all the pre-captured face images to form a face feature database in order to let the recognition use.
4.3. Program Flow

The application is in the mobile device platform. So it is suggested the program is user friendly. The number of steps of using the program needs to be as least as possible. Therefore, the program flow of this project is as simple as possible.

4.3.1. Korean OCR Application


[image: image55]
Fig 39 the program flow of Korean OCR Application

Fig 39 shows the program flow of Korean OCR Application. There are just 2 steps involved the action of user.

Initialization


The program initializes OCR Database, camera resources and dictionary at the start point.

Capture Image

The user can capture an image by using the camera. The Korean characters in the captured image are suggested as horizontal as possible.
Text Segmentation


The text segmentation algorithm can be automatically applied in the captured image. The accuracy is high enough to segment each character. And also, the user can select the text area manually.
Recognition


After segment each characters, the program would try to recognize each characters. The result is temporary stored.

Translation


After the recognition, the recognized result can be used to search the translation in the dictionary. If the translation is found, the result is shown on the screen.
4.3.2. Face Recognizer Application


[image: image56]
Fig 40 the program flow of Face Recognizer Application


Fig 40 shows the program flow of Face Recognizer Application. There are also just 2 steps involved the action of user.

Initialization


The program initializes face database and camera resources at the start point.

Capture Image


The user can capture an image by using the camera. The face is suggested to be in frontal.

Face Segmentation

To segment the face, there are two approaches. One is to find the face region by the program automatically. However, it is not reliable.

Another approach is that the user points the eyes and mouth position manually. Then the face region is segmented.

Recognition


After selecting the face region, user can click the recognition button. If the captured image is matched in the face database, the program would show the profile of this person. Otherwise, it would reject the face.

Show Profile

After successfully recognized the face, the profile of this person would be shown on the screen. User can read the profile in order to refresh the memory. And also, user can update the information too.
5. Traveling agent tools
5.1. Equipment used
5.1.1. Pocket PC
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Fig 41 Pocket PC


Fig 41 shows the look of the Pocket PC. Pocket PC is a popular mobile device nowadays. And also, the computation power of Pocket PC is also acceptable.


The operating system of the Pocket PC is Windows CE. It is a user friendly operating system. Therefore, this project can be easily used in this platform.
5.1.2. Lifeview FlyCAM-CF
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Fig 42 Lifeview FlyCAM-CF


Fig 42 shows the look of the Pocket PC camera. FlyCAM-CF is a PDA’s camera compliant with CompactFlashTM Type I. It is compatible with all PocketPC.


And also, the FlyCAM-CF SDK (Software Development Kit) [20] is provided by the manufacturer. It includes all necessary driver, Application Programming Interface (API), and documentation enabling fast and efficient Pocket PC software compatibility with the FlyCAM-CF CompactFlash™ camera card.

The API was programmed by C++. Therefore, it can be worked with the Embedded Visual C++ tightly. It provides several functions such as video previewing and photo capturing.

The official user’s guide [21] provides a rough idea how to preview the video and capture a frame. Fig 43 and 44 show the official recommended flow of using the API.
[image: image59.png]Preview API Control Flowcha

nd Example

Preview Flowchart

Iniial_FLY_AV

StartPreview

|

StopPreview

Demial FLY &
v

Exit Capture




Fig 43 Preview API Control Flowchart
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Fig 44 Capture API Control Flowchart

5.2 System Snapshot

This section is for showing the display/snapshots of the application. It shows some examples of using the application.

5.2.1. Korean OCR Application

Steps for using the KOCR Application:

1) Open the application
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Fig 45 Display of the KOCR Application

Fig 45 shows the start up screen of the KOCR Application. There are four menu items such as File, Mode, Capture and Tools. File is for handling file operation such as open file, save file and exit. Mode is for handling the screen mode such as no Bitmap mode, text area mode and recognition mode. Capture is a button for capturing image. Tools is the main part of the Application. It provides most of the functions such as start camera preview, reverse the preview, text segmentation, text identification and text translation.

2) Start the camera to capture (Tools->Start Camera)
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Fig 46 the screen on starting the camera


Fig 46 shows the details in Tools. Start camera is clicked to start the camera.
3) Capture the image (Capture)
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Fig 47 the screen shots of captured images


Fig 47 shows the screen shots of captured images. Capture button is clicked for capturing.

4) Text Segmentation (Tools->Auto Text Search)
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Fig 48 screen shots of showing text segmentation result

Fig 48 shows the text segmentation result of the program. After clicking the auto text detection button, the application automatically find the text area regions.

5) Recognize (Tools->Recognize) 
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Fig 49 screen shots of recognition result


Fig 49 shows the recognition result screen shots. After clicking the recognize button, the application tries to identify the Korean characters.

6) Translation (Tools->Translation)
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Fig 50 screen shots of translation result

Fig 50 shows the translation result. After clicking the translation button, the translation process is run in order to find the translations.

5.2.2. Face Recognizer Application

Steps for using the Face Recognizer Application:

1) Open the Application
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Fig 51 Display of the Face Recognizer Application


Fig 51 shows the start up screen of the Face Recognizer Application. There are three menu items such as File, Tools and Camera. File is for handling file operation such as open file, save file, save face and exit. Tools is the main part of the Application. It provides the functions of finding face and identifying face. Camera is the menu item for controlling the camera. The functions are start previewing, image capturing and preview reversed.

2) Capture an image (Camera->Start Preview, Camera->Capture)
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Fig 52 the screen shots of captured images


Fig 52 shows the screen shots of captured images. Capture button is clicked for capturing.

3) Find Face (Tools->Find Face OR Point the eyes & mouth by the pointer)
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Fig 53 the screen shot of detecting face

Fig 53 shows the result of face region defining. User can use detecting face algorithm to find the face region or can point the eyes and mouth position manually.

4) Recognize (Tools->Recognize Face)
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Fig 54 the screen shots of clicking recognize face button

Fig 54 shows the display of clicking recognize face button. After clicking, the application would try to match the face database. It would try to transverse all the faces that are pre-learned before in the database. When the application is finished the matching, the result will be shown as below.
5) Result:


Found (can edit the profile):
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Fig 55 screen shots of showing profiles of found face


Fig 55 shows the screen shots of profiles display. If the face is found in the face database, the application would show the person’s profile and say the name of this person for the user.

New Face:
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Fig 56 screen shots of face not found

If the recognizing face is not in the face database, it would tell the user that this person is not in the database. The screen is as shown in Fig 56.

6. Evaluation

6.1. Korean OCR

6.1.1. OCR Correctness on Training and Testing Set
	
	Number of Characters
	Percentage

	All Characters
	11172
	100%

	Characters in Training Set
	3327
	30%

	Characters in Testing Set


Correctly Recognized
	7845
5021
	70.00%
64.00%


Fig 57 the information of the evaluation and the result


Fig 57 shows all the evaluation information and the result. Total number of Korean Characters is 11172. We just used 3327 Korean Characters to train the Stroke Database. Due to the time frame of the schedule, we do not have enough time to train the whole set of Korean Characters. In our experience, we need an hour to train about 100 Korean Characters. Therefore, we need about 100 hours to train the database. However, if we use an hour to train each day, we need about 100 days (about 3 months) to train the database. So it is impossible for us to train all.

Then we trained 30% of Korean Characters. And we used the remaining characters (unseen cases) to test the correctness of the OCR. And the correctness is about 64.00%. Due to not complete training whole set, there maybe unseen cases that affect the correctness. For example, there maybe two or three Korean Strokes connected together the database not have. So it is acceptable for us during not complete training whole set of Korean Characters.
6.1.2. Text Segmentation Correctness on Captured Image

We took 45 images to test the accuracy of the text segmentation module. Fig 58 shows the 45 test images:
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Fig 58 all the test images

Fig 59 below shows the result of the text segmentation module.
	Image
	No Of Char
	Successful Characters
	Successful Image

	1
	2
	2
	1

	2
	2
	2
	1

	3
	2
	2
	1

	4
	2
	2
	1

	5
	2
	2
	1

	6
	2
	2
	1

	7
	2
	2
	1

	8
	2
	2
	1

	9
	2
	2
	1

	10
	2
	2
	1

	11
	2
	0
	0

	12
	2
	0
	0

	13
	2
	2
	1

	14
	2
	1
	0

	15
	2
	1
	0

	16
	2
	2
	1

	17
	2
	2
	1

	18
	2
	2
	1

	19
	3
	3
	1

	20
	3
	3
	1

	21
	3
	3
	1

	22
	2
	2
	1

	23
	2
	2
	1

	24
	2
	2
	1

	25
	2
	1
	0

	26
	2
	1
	0

	27
	2
	1
	0

	28
	2
	1
	0

	29
	2
	1
	0

	30
	2
	2
	1

	31
	2
	2
	1

	32
	2
	2
	1

	33
	2
	2
	1

	34
	2
	2
	1

	35
	2
	2
	1

	36
	2
	2
	1

	37
	3
	3
	1

	38
	3
	3
	1

	39
	3
	0
	0

	40
	3
	3
	1

	41
	3
	3
	1

	42
	3
	3
	1

	43
	2
	1
	0

	44
	2
	1
	0

	45
	2
	1
	0

	Total
	99
	82
	32

	Rate
	
	82.83%
	71.11%


Fig 59 the text segmentation evaluation result


Total number of characters for all images is 99. The module detected 82 characters successfully. It means that the accuracy of the text segmentation is about 80%. It is quite good for the result.

For considering each image as an object, there are 32 images, all characters detected, successfully detecting the text area. It is also quite acceptable that the accuracy is about 70%.

6.1.3. OCR Correctness on Captured Image

We took 45 images to test the accuracy of the OCR Correctness with assuming the text segmentation is totally correct. Fig 60 shows the evaluation result of OCR correctness on captured image.
	Image
	No Of Char
	Successful Characters
	Successful Image

	1
	2
	2
	1

	2
	2
	2
	1

	3
	2
	2
	1

	4
	2
	2
	1

	5
	2
	2
	1

	6
	2
	2
	1

	7
	2
	2
	1

	8
	2
	2
	1

	9
	2
	2
	1

	10
	2
	2
	1

	11
	2
	0
	0

	12
	2
	0
	0

	13
	2
	2
	1

	14
	2
	2
	1

	15
	2
	1
	0

	16
	2
	2
	1

	17
	2
	2
	1

	18
	2
	2
	1

	19
	3
	2
	0

	20
	3
	2
	0

	21
	3
	2
	0

	22
	2
	2
	1

	23
	2
	2
	1

	24
	2
	2
	1

	25
	2
	1
	0

	26
	2
	2
	1

	27
	2
	2
	1

	28
	2
	1
	0

	29
	2
	0
	0

	30
	2
	0
	0

	31
	2
	2
	1

	32
	2
	2
	1

	33
	2
	2
	1

	34
	2
	2
	1

	35
	2
	2
	1

	36
	2
	2
	1

	37
	3
	3
	1

	38
	3
	3
	1

	39
	3
	1
	0

	40
	3
	3
	1

	41
	3
	3
	1

	42
	3
	3
	1

	43
	2
	0
	0

	44
	2
	0
	0

	45
	2
	1
	0

	Total
	99
	78
	31

	Rate
	
	78.79%
	68.89%


Fig 60 the evaluation result of OCR correctness


Total number of characters for all images is 99. The module can recognize 78 characters successfully. It means that the accuracy of the Korean Character Recognition is about 80%. And actually, the captured images are just some simple cases because of incomplete training of Korean Character for the OCR Database.

It is necessary to consider about the recognition of all characters in each image because the translation need all the Korean characters. So for considering each image as an object, there are 31 images, all characters recognized, successfully recognizing all the text. So the accuracy is about 70%.

6.2. Face Recognizer
6.2.1. Eye Detection Correctness
	
	Number of Images

	Test Images
	40

	Success Detection
	9 (22.5%)


Fig 61 the evaluation result of eye detection module


Fig 61 shows the result of evaluating eye detection module. We use 40 test images to test the automatic eye detection algorithm. However, the successful detection rate is only 22.5%.
6.2.2. Face Recognition Correctness
	No. of Person in database
	8

	No. of Test Face
	26

	Person in Database
	16

	Person not in Database
	10


Fig 62 Evaluation Information of Face Recognition Module

Fig 62 shows the information about the evaluation on face recognition. There are 8 persons in the face database. Totally, there are 26 test faces images with 16 faces appeared in the database and 10 faces not appeared not in the database.

a)
	Faces Trained per person
	1
	
	

	Face ID
	Successful Recognized
	Successful Rejected
	Success

	0
	2
	0
	2

	1
	0
	0
	0

	2
	2
	0
	2

	3
	1
	0
	1

	4
	0
	0
	0

	5
	2
	0
	2

	6
	2
	0
	2

	7
	0
	0
	0

	Face not in database
	0
	5
	5

	Total:
	9
	5
	14

	Successful Rate
	56.25%
	50.00%
	53.85%


b)
	Faces Trained per person
	2
	
	

	Face ID
	Successful Recognized
	Successful Rejected
	Success

	0
	2
	0
	2

	1
	0
	0
	0

	2
	2
	0
	2

	3
	1
	0
	1

	4
	0
	0
	0

	5
	2
	0
	2

	6
	1
	0
	1

	7
	0
	0
	0

	Face not in database
	0
	8
	8

	Total:
	8
	8
	16

	Successful Rate
	50.00%
	80.00%
	61.54%


c)

	Faces Trained per person
	3
	
	

	Face ID
	Successful Recognized
	Successful Rejected
	Success

	0
	2
	0
	2

	1
	1
	0
	1

	2
	2
	0
	2

	3
	1
	0
	1

	4
	0
	0
	0

	5
	2
	0
	2

	6
	1
	0
	1

	7
	1
	0
	1

	Face not in database
	0
	10
	10

	Total:
	10
	10
	20

	Successful Rate
	62.50%
	100.00%
	76.92%


Fig 63 the details of the evaluation with different no. of faces trained per person: a) 1, b) 2 and c) 3.


Fig 63 shows all the evaluation details with different numbers of faces trained per person. It is obvious that more number of faces trained per person, more successful recognized. For successful rejected faces, it shows the same trend. However there are some cases that cannot perform well.

For person with face ID 4, it cannot be recognized successfully in all the cases. It is because the orientation of the test images is in very large variations. Fig 64 shows all the test images that in the face database.
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Fig 64 all the test face images that appeared in face database
6.3. Conclusion
6.3.1. KOCR


For the evaluating result of the Korean Optical Character Recognition, it is suggested that use all the Korean Characters to train the OCR database in order to achieve higher accuracy. However, due to the time limitation on the project, we cannot train all the Korean Characters. So we just randomly chose three thousand something characters to train the database. It is acceptable for the accuracy at about 65% when we just trained 30% of Korean Characters.


For the text segmentation module, the accuracy is about 70%. It is good because of the testing images are all captured in the real situation. Although it is not 100% correct, we have implemented another aided tool to help for the text segmentation. The users can select the text by themselves with this tool.


For the correctness of OCR on captured images, the accuracy is also at about 70%. Although the testing images are some simple cases, it is the captured images but not the true type font bitmaps. And also, the orientation of the captured images also affects the result because the proposed feature extraction is not rotational invariance.
6.3.2. Face Recognizer


For the face detection, we have tried many different approaches such as color base detection, neural network, Gabor wavelet feature and PCA. However, all the results are not acceptable. The result showed at the Section 7.2.1. is just the evaluation on Gabor wavelet. And also, it is time consuming on computation for all approaches.

So on the real application, it is suggested that the users select the eyes and mouth position themselves. It is more reliable and applicable.


For the recognition, it is achieved by using PCA. Actually, it is quite good if the captured images are the frontal faces. And also, we apply strict threshold to reject all the faces that are not in the face database. Although the set is not very large, it is good enough to just store the people that are important but may forget.

7. Project Progress
7.1. Progress

Fig 65 shows the progress of the project.

	Month
	Progress

	June 2002
	Study on Windows Programming

· Windows Function, Message Loop

· Event Handling

Study Text Area Detection

· Gray Scale

· Edge Detection: Sobel Filter, Derivative, Second-Derivative

· Horizontal and Vertical Edge Projection with threshold

Study on some Image Processing Technique

· Sharpen

· Contrast

· Edge-Enhancing

Study on OCR technique

· Feed-Forward Neural Network [22]
· Associative Memory

· Gabor Features

	July-August 2002
	Start to study on face detection and recognition

Start to build a library for future use

· Bitmap, Image

· Color Transformation

· Matrix, Vector

· Image Processing Library

Study the face recognition

	September 2002
	Plan the schedule

Study on Korean Character Pattern

Implement Labeling Connected Component Algorithm

Study on face detection [24], [25] and [26]

	October 2002
	Design and implement Stroke Feature Module

Design and Implement Korean Pattern Identification Module

Implement Decision Tree

Implement the linear exact matching OCR module

Study and correct the ttf2bmp.c

Design and implement Face Detection Module

	November 2002
	Test and Improve the stroke feature

Train the stroke database
Test the FlyCAM-CF API

Write the first term report

Improve the face detection

	December 2002- January 2003
	Presentation and Demonstration
Train the stroke database

Implement the translator module

Try another face detection method with gray-scale image

	February 2003
	Train the stroke database

Design and Implement the KOCR into the Pocket PC 

Test and improve the KOCR performance

Study the face recognition methods

	March-April 2003
	Train the stroke database

Implement EigenFace Feature Extraction Module

Design and Implement the Face Recognizer into the Pocket PC

Test and improve the Face Recognizer performance

	May 2003
	Do the evaluation of the application

Write the final report


Fig 65 the progress report of the project
7.2. Problem Encountered

In this Final Year Project, we encountered many problems. We try our best to overcome. However, there are still some problems that we can not be solved.

Problem 1

The first problem we have encountered is the quality of the photo taken by the pocket PC camera, which is FlyCAM-CF. Actually, the photo taken can be very good if all condition is very good. However, the photo taken usually is not good enough for our analysis. It is sometimes too dark or too bright even if the ambience changes a little bit. 

Solution

For the unpredictable brightness of the image, we still cannot solve it because this is out of our ability. The way to alleviate is retaken the photo when the quality is not acceptable.
Problem 2

Also, the color of the photo is not reliable as shown at Fig 66, 67, 68. It means that the color information is lost and like a gray-scale image.

Solution

For the unreliable color information, we can solve it by ignoring it. We only consider the intensity of the photo. Although we may lose much color information, we can still analysis the photo and process the subsequent steps.
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Fig 66 too bright image
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Fig 67 too dark image
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Fig 68 unreliable color image

Problem 3

We must familiarize the tool Embedded Visual C++ for Pocket PC which we do not know before. Even though the syntax is similar in desktop, there is noticeable information.

Solution

We would try to familiar with it while developing the program.
Problem 4

In the beginning, we develop our program in desktop with MS visual C++ 6.0. We use many features of C++ such as exception handling, time function and C++ standard IO routine. However, these features are not supported in WinCE.

Solution

Because of these problems, the architecture of our program must be changed for this limitation. We spent much time on this process only. It‘s disappointing.

Problem 5

For the text segmentation, since we would project the edge intensity horizontally and vertically to obtain the potential text regions, the error may be very high. Sometimes, the photo taken is not upright. The regions are not so accurate. User need to justify after taking the photo.
Solution

We provide a GUI tool for user to make the photo upright. 

Problem 6

Also, if the photo contains much edge near the text region, the result is also affected because our algorithm is heavily based on the edge information.
Solution

Again we provide a GUI tool for user to select the text area if the text detection fails.

Problem 7

It is difficult to design the stroke feature which is suitable for our usage. The stroke feature should have a little bit fault-tolerance.

Solution


We try to study papers/references which are about the feature extraction. Then we try to improve some of it. After that, we try to test and improve by implementing it.

Problem 8

For Korean Pattern Identification, there is no world known algorithm to identify the patterns.

Solution


We just try to implement an if-then-else algorithm to tackle the problem. We used divide-conquer technique to reduce the pattern problem.

Problem 9


TTF file format is a very complicated format file. It needs much time to study the TTF File specification.

Solution


We found a ttf2bmp.c source file to get the bitmap from a typical Chinese (Big 5) TTF file. Therefore, we can study on it and try to make it workable on a Korean File. However, there are many formats in TTF file. Therefore, we used much time on it.

Problem 10


It needs so much time on training the stroke database. The rate for training is 100 characters per hour. Then we need 117 hours to train a complete set of one TTF File.

Solution


Actually, no other solutions, we just spend the time honestly and trained the database with 30% of Korean Characters.

Problem 11


There was an obstacle on testing the FlyCAM-CF API. We could not capture a frame correctly even though we followed the FlyCAM-CF API Guide exactly. And also, the manufacturer does not provide the sample code officially.

Solution


We asked the manufacturer to get help. But they just gave a very complicated sample code for us to study. However, we found that the flow of program is not much different. Luckily, we found that it should be run two functions first before capturing. They are StartPreview and StopPreview functions.

Problem 12


The captured frame from the FlyCAM-CF API is not in correct orientation.

Solution


We implement a function to rotate the frame.

Problem 13


There are so much Korean Coding such as Wutang, Johab and UNICODEs. However, the common coding is Wutang which is not sensible for human to code the Korean character while Johab is sensible.

Solution


We found the mappings file from different types of coding.

Problem 14


The TTF File is so complicated that we just can extract one type of Korean TTF file. And also, this type of format is not very common so that many fonts cannot be loaded.

Solution

It is very disappointing. Even we can only use this unpopular type of format, we still can analysis Korean character with this format.

Problem 15


Sometimes, there are some strokes which are separated. Therefore we should combine and recovery them. However, the combination of stroke is not very obvious. It needs time and wisdom to analyze the trained stroke database.

Solution


We just manually define some mappings to map the combinations into some simplest strokes. So, each character can be divided into the simplest stroke form. After that, we can combine the stroke coding into a Korean character code.
Problem 16

In the face detection, the unreliable color image is bad. At the first term, we use color model to detection the face region. However, when we obtained the pocket PC camera, we know that the camera suffers the problems we mentioned above. 
Solution

We give up our original algorithm and choose another algorithm which does not depend on color information. Since the quality of photo taken is not so good, we are not easy to find a suitable algorithm, and therefore, the detection rate is not very high.

Problem 17

We have tried neural network for face detection. However, it is very difficult to train a suitable neural network because a good non-face example is very difficult to obtain. Practically any non-face image can be the negative example for the neural network. However, number of negative example is so large that we can not use all as the training set. If we only select part of these examples, the training effect of these examples we chosen may be very low. Therefore, collecting a small and representative set of negative example is very difficult.
Solution

We can still use some negative examples for the training but we can use a bootstrap manner. Steps: 1) we crop a set of negative image from the photo which does not contain any face, 2) we train the neural network with positive examples, 3) we use the trained neural network to identify the negative example collected in the step1, 4) we add these false alarm example into the training set as negative examples.

Problem 18

Another drawback of neural network is its speed. It needs much computational time to accomplish the detection task. It serves as a filter to convolute the whole image. In our experiment, we use a one-hidden-layer feed forward neural network with 15 hidden nodes and one output node indicating the detection result. We use 20x20 pixel intensity as the input of the neural network. It involves about 400x400+15*1 operations in single checking. It is unaffordable in pocket PC, which has low computational power.
Solution

Therefore, we use Gabor wavelet and log-polar mapping to deal with the face detection. However, it does not do the best because the intensity of the photo changes so much. We still use this in our final version.

Problem 19

Even if we use Gabor wavelet instead of neural network, the running time is still not acceptable in Pocket PC. 

Solution

Therefore, we use FFT in the convolution of Gabor wavelet. However, since our searching space is reduced by attention-driven searching, the use of FFT is not reduced the running time significantly. For this reason, we still use the original simple method to do the convolution.

8. Own Contributions
8.1. Contributions of Tsang Siu Fung

8.1.1. Introduction
In this section, I am going to state the contribution of work of my part and the gain from this final year project.

Our final year project is called “Smart Traveller with Visual Translator for OCR and Face Recognition”; therefore, it consists of two main parts, KOCR and Face recognition. For KOCR, there are two main components which are text detection and character identification. For face recognition, there are two main components which are face detection and face identification.

I concentrated on text detection, face detection and face identification and my partner (Henry) concentrated on text detection, text identification and face identification. The detail of my work will be stated as follows:
8.1.2. Preparation Work

Since we are developing two main systems, we should learn much background knowledge like image processing, signal processing and pattern recognition. Therefore, we were studying the related information on summer. First, we start the learning by image processing. Since both of two main systems involve image, image processing becomes the essential knowledge. In order to speed up learning, I and Henry study image processing together. Since we are not familiar with image processing before, we spend several months to study. In the period of learning, we have learnt much technology such as edge detection and image enhanced technique..

Edge detection involves the use of Sobel, Laplacian, lowpass ad highpass filters. Image enhanced technique involves histogram equalization, color segmentation, sharpen and gray scale.

After learning the image processing, in order to study the face recognition, I study some pattern recognition techniques. They are feed-forward neural network, associative memory, Gabor wavelet and segmentation.

After achieve enough technique, I try to implement the system and compare different algorithm.
8.1.3. KOCR
8.1.3.1. Text Segmentation

Since the first problem we encountered is text detection, I was studying the issue about text segmentation and detection. I have read many papers [27] about text segmentation and detection. There are several popular algorithms such as neural network and binarization. Also I have implemented part of them to comparing the performance. Finally, I have implemented the module of text segmentation based on projection of edge intensity. It achieves satisfied result in trivial case.
8.1.3.2. GUI Design and Implementation on Pocket PC

I responded for designing the GUI and implementing it in the Microsoft Embedded Visual C++. And then, I pass the GUI coding to Henry for integration.
8.1.4. Face Recognizer
8.1.4.1. Face Region Extraction

After finishing the text segmentation, the next step is text identification. In order to accomplish the project quickly, we work in parallel. My partner (Henry) concentrated on text identification and Korean characters. In the same time, I was studying face detection. I spent much time on it because face detection is essential to person identification. 

I realize that a fast algorithm is very important in our project because the target machine is Pocket PC which has only 200MHz CPU and limited memory space. Therefore, I choose the color model to find the face region and implement the project to test the result. It gives good performance and accuracy in normal photo. 

Unfortunately, when I found that the photo taken by pocket pc camera is not so good, I need to throw the algorithm away. The color information of the photo is not reliable and the accuracy of the color model algorithm is very low. 

For this reason, I have tried the other algorithm. I have implemented neural network and use it to detection face. I read some papers which claim the accuracy of neural network is quite high in face detection. However, neural network is very difficult to train and the speed is unacceptable in pocket PC. 

Then I study log-polar mapping and Gabor wavelet. Recently, they are the one of the most popular algorithm in face detection and face recognition. I implemented the program which combined log-polar mapping and Gabor wavelet. 

8.1.4.2. Face Identification
Because face recognition consists of face detection and face identification, I also study the techniques of face identification when I developing face detection modules. There are many face identification algorithms such as Eigenface, Fisherface, elastic graph Bunch Graph Matching, Probabilistic Modeling [28], neural network and Gabor wavelet. I study them and compare their performance. As the time goes by, I choose Eigenface as the algorithm for face identification because it is simple, not too difficult to implement and the accuracy is quite good. In EigenFace algorithm, it is needed to find the eigenvalue and eigenvector. Therefore I implemented a program which can find eigenvalues and eigenvectors from a set of data. This program is then used to train the face database and extract features. Since I concentrated on face detection, the face identification module is finished by my partner (Henry).
8.1.5. Report
As our responsibility in the final year project is different, the part of this report is also allocated to us. The following part is written by me:
· Motivation

· Project Objective

· Background (i) Face recognition

· Techniques Related to project (i) Text segmentation and (ii) Face detection.

· System design – (i) component design

· Problem encountered

· Own contribution

· Conclusion
8.1.6. Summary of Contributions
· Study WinCE, MS Embedded Visual C++

· Implement face detection module and text segmentation module and KOCR user interface

· Implement color model module, neural network with resilient backpropagation, Gabor wavelet to compare the performance on text detection and face detection.

· Tune the threshold value in text detection.

· Study pattern recognition

· Study image processing

· Implement the CBitmap which handle all operation with bitmap 

· Implement training tool which can cut face image from a photo by manually

· Tune the similarity threshold of Gabor feature in face detection

· Writing report
8.1.7. Conclusion


In this final year project, I have learnt many technologies about image processing and pattern recognition. It let me know the modern algorithm in pattern recognition and image processing. I think I have contributed to this project and learnt a lot.
8.2. Contributions of Wong Chi Hang

8.2.1. Introduction


In this section, the contribution of my own part is going to be stated. And also, the knowledge gained within this final year project (FYP) is stated too.


For our FYP, it is mainly divided into two parts. One is the Optical Character Recognition on Korean. Another one is the Face Recognition. For the KOCR part, it is divided into two modules that are Text Segmentation and Text Identification. For the Face Recognition part, it is also divided into two modules that are Face Detection and Face Identification.


I was mainly focusing on Text Identification and Face Identification. For other parts, I also shared the experiences and opinions with my partner.

8.2.2. Preparation Work


At the beginning, we need to learn some background knowledge about this project. Therefore, the focusing of our learning is on the image processing field. I learned the model of a general pattern recognition model so that I can design the architecture of the application.


And also, some programming skills we need to learn. I learned how to implement the application with WIN32 on Windows CE Platform.


After that, we implemented library in order to make our implementation on the application become easier. The library I implemented is Decision Tree, Histogram Equalization, Sobel Edge Detector and Color Model Transformer. We would highly reuse the library during the implementation of different parts.

8.2.3. KOCR

8.1.3.1. Text Segmentation


Although I did not concentrate on Text Segmentation, I tried to improve this module after my partner’s implementation.


I applied an assumption about the Korean characters so that the detection rate can be higher. The assumption is that the dimension ratio of Korean characters is more the less equal to 1.

8.2.3.2. Text Identification


As mentioned before, I concentrated on Text Identification. So I tried to think of different feature extraction approaches. There are several approaches I have learnt. They are Gabor wavelet, moment, shape modeling [29] and neural networks. However, I used another approach that is inspired from a paper. And also, I tried to use Korean stroke instead of whole character for the recognition. It is because I think that the number of Korean stroke types is limited. So I read papers that help me to extract the strokes [30].

After the design of feature extraction, I tried to implement a module to test this feature extraction method. Finally, it is quite workable.

8.2.3.3. Training of KOCR Database


Since my focusing is on the text identification, the training of KOCR Database is my work also. I spent some time on how to extract the bitmap out from the TTF. After that, all the Korean Characters are extracted from the TTF. Totally, there are 11172 characters.


Then I started to train the database. As mentioned in the report, it needs an hour to trained 100 characters. Finally, I just have trained 3327 characters. Although I cannot completely all the characters, it is quite acceptable with demonstrating the idea of this application.

8.2.3.4. Korean to English Translator


After the identification of Korean characters, I found a Korean to English dictionary on the Internet. And also, I designed and implemented the translator.

8.2.3.5. Implementation on Pocket PC


I also responded for integrating the modules on the Pocket PC except designing Graphical User Interface. Therefore, I need to learn how to implement the application with Microsoft Embedded Visual C++.

8.2.4. Face Recognizer

8.2.4.1. Face Region Extraction


As stated, I did not focus on face detection.

8.2.4.2. Face Identification


Although I focus on the face identification, my partner suggested me to implement the EigenFace method.


For the implementing, I just focus on the algorithm of using EigenFace. My partner helped me to implement the algorithm for finding the eigenvalues and eigenvectors with symmetry matrix.


After my partner implemented the algorithm, I implemented the whole algorithm for the EigenFace method.

8.2.4.3. Training of face database


I also responded for training the face database. I collected several face images by the Pocket PC camera. And then, I extract the face region manually. Finally, I trained the face database with the method mentioned in 8.4.2.

8.2.4.4. Implementation on Pocket PC


The integration of all the modules applied on Pocket PC is also my responsibility.

8.2.5. Evaluation


I also collected the information for the performance of the final product. The evaluation is about the correctness of KOCR, text segmentation on captured image, text identification on captured image, face detection and face identification.

8.2.6. Report


As state before, my partner and I focused on different parts of the project. So I am responsible for the following part:

· Background of KOCR

· Text Identification

· Face Identification

· Overall Architecture

· Component of KOCR

· Program Flow

· Traveling Agent Tools

· Evaluation

· Contribution

8.2.7. Summary of Contributions

· Study and implement Decision Tree, Histogram Equalization, Sobel Edge Detector and Color Model Transformer

· Design and implement the identification of Korean Characters

· Improve the Text Segmentation

· Integrate the KOCR Application

· Train the KOCR Database

· Design and implement the Korean to English Translator

· Implement the EigenFace module

· Integrate the Face Recognizer Application

· Train the Face Database

· Evaluation

8.2.8. Conclusion


After the FYP, I learned much on the image processing field especially on the character recognition methods. Also, I have learnt how to handle a quite large project. Furthermore, I learned the programming skills on mobile device. It is the updated device I ever touched.

9. Conclusion
In this project, we have developed Smart Traveller with Visual Translator for OCR and Face Recognition which includes Korean optical character recognition, face recognition and a friendly graphic user interface. We have combined the modern equipments, digital camera and Personal Data Assistant (PDA), to form a visual translator.
It also integrates the image processing, pattern recognition technique, Optical Character Recognition (OCR), and face recognition techniques. Travellers can use it to translate the signs and guideposts and know the profile of a stranger which includes name, sex, age, and a description if the information is entered before. It provided a convenient way for traveller to modify the text area and face region.

Throughout this project and program implementation, we have read many materials about image processing and pattern recognition. Also we have learnt how to develop an application in Pocket PC. As we are to make the recognition system, we know many technologies about recognition.

In this semester, we focus on the face identification and text identification. After this final year project, we enhance our programming skill and familiar with the process of developing application in Pocket PC.
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where M is the number of the face images and T is the face images vector
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