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Review of Term 1

Motivation

Disadvantage of paper-based voting

- Blockchain

End-to-end verifiable voting

Individual verifiability Universal verifiabilit
- >€ Y >
_ Cast as intended . Recorded as cast Counted as recorded R
VOTING VOTING COUNTING
VOTER DEVICE SERVER SERVER
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Review of Term 1

Design

- Helios

- Permissioned blockchain

@

.iNew node

!




Review of Term 1

Implementation

- Election encryption & decryption

- "Backbone” of blockchain

Election name: Vote for CUHK
Election description: let's vote
Question 1: Is CUHK the best?
Question 1 options: Yes;No
. Question 2:
- Draft user interface Queston 2 ations
Crypto - p: qUNITEQK5T2fepMiYeRiFOI
Crypto - g: Aw==
NNvw]JhhS/W1GscvNuTJhVaInf

ItKmdrKvZD2cfbpy8=;Pxdua/z
HdcnBVNi7a7bxViX7FisZPxIR7

vv8wgR1Zic=

Crypto - Trustee public keys:

MFwwDQYJKoZIhvcNAQEBBQADSWAWSAIBAKS
gMaEkzRcQbVvgTopEbFgAR4rg6cdV
56JsSalSN+hLNg6dApOdFnBxMx3iqGZe3CZ
Bi+WGHOLgza0jQQ4AGbsCAWEAAQ==

T R END PUBLIC KEY-----
Voter 1 public key: 4

MFwwDQYJKoZIhvcNAQEBBQADSWAWSAIBAQY
1RUg1KpD/GKM+NxQfDPfy /vk9kcHP
mwEL1vKhPANogbLepyNLDcHZZz7d8trjIMKU
xyugdx6ZnyY3pgonleTECAWEAAQ==
----- END PUBLIC KEY-----

Voter 2 public key: 4

Voter 3 public key: 4
Create Election
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Overall schedule

I Term 1

[ Research Design

Implementation

Testing )

Term 2




Objective

Objective of Term 2

Zero-knowledge proof

Communication full verification

User interface design

| oad test
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Protocol design

Zero-knowledge proof

Sigma protocol

Non-interactive mode

commitment‘

challenge

>

-

response

¥
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Protocol design >> Zero-knowledge proof

Trustee knowledge on private key

- Need all private key for decryption
- Malicious example:
Trustee public key: y, private key: x,
Submit public key as: y./(y,y,y5--y,)

Election public key = (y,y,y,..y.) X ¥/ (0, y,Y5--¥,) = ¥,

11



Protocol design >> Zero-knowledge proof

Trustee honest decryption

Must use the private key
Malicious example: xg" or x g

Ballot aggragation

12



Protocol design >> Zero-knowledge proof

Voter honest encryption

Encrypt only O or 1

Limit number of selection

Use “simulated proof” for other values

Reverse the Sigma protocol

Verify sum of “Challenge”

Q1 (1-3 selection)

Choice 1
Choice 2
Choice 3

1 real, 2 simulated

1 real, T simulated
1 real, T simulated

1 real, T simulated

13



Protocol design

Authentication method

- Signhature bound with ballot

- Key generation problem

Server generate, send via email
Voter self-enrollment

Election administrator upload directly

14



Protocol design >> Blockchain

Roles and permission

Different type of administrator:

Server administrator
Election administrator

Trustee

Server
(Node in blockchain network)

E: Election admin; S: Server admin
T: Trustee; V:Voter

General public

15



Protocol design >> Blockchain

Block design

1. Election details
2. Ballots

3. Election tally

#0 #1 #2 #3
[ Hashotbicok#1 | | @[ Hashorbicok#2 |
I Type: Election details | | Type: Election details | | Type: Election details I | Type: Ballots I
I Question list | | Election Pubic Key | | Question list ] | Ballot #1 |
[ Etection Description | [ Voter list | [ Frozen At | [ Ballot #2 |
[ Hashofbicok#0 | Hash of bicok #1 Hash ofbicok#2 |- [ Hashofbicok#z |
L #4 #5 #6 #7
»[  Hashofblcok#3 | [ Hashofblcok#4 | [ Hashofbicok#s | [ Hashofbicok#s |

| Type: Ballots | | Type: Election Tally | | Type: Election Tally ] | Type: Election Tally |

[ Ballot #3 | [ End At | [ Tally At | [ PatiaTalyzt |

[ Hashorbicok#4 | [ Hashorbicok#s | [ Hashorbicok#s | [ Hashofbicok#7 |
#8 #9 #10 #11

[ Hashofblcok#7 | [ Hashofbicok#s | [ Hashofbicok#s | | Hashofbicok#10 |

I Type: Election Tally |

| Type: Election Tally |

[ Pataitayzz |

| Partial Decrypt#1 |

[ Hashofbicok#s |

[ Hashorbicok#o |

| Type: Election Tally ]

Type: Election Tally

[ Partial Decrypt#2 |

Election Result

[ Hashofbicok#10 |

Hash of bicok #11

16



Protocol design >> Blockchain

Block generation - Node selection

Use Server ID instead of address

Unique ID for each server key pair

IP Port
127.0.0.1 | 3000
127.0.0.1 | 3001
127.0.0.1 | 5000
127.0.0.2 | 3000
127.0.0.3 | 3000

3

Ballot #1

Hash = 6789

6789 mod 5 =4

4+1=5
r4

-

st
=

P4

P

Ballot #1

[ Hash=6789

6789 mod 5 = 4
4 +1 =<:ﬁ§,‘.>

Server ID

OO ON -

g8enw62QuO
12w9Kp/hBb
eUO+IHvO02
ExmMM/5d1B
Zt5bEEXYKc
50nyQ8iBl4
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Implementation
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Implementation

System architecture

- Modularized design

Router

Page
rendering

| Ballot | | Election ] | Handshake |
Recewe
Verification Manage Election page After election Initialize connect
Middleware request
v v

Ping all
others

Voter submit
ballot

Details Election
Index page
\Voter & ballot

Servers list

v
End election
Tally election

v

Blockchain

Ballot
verification

Save &sign
ballot

Receive
ballot

Voters' Key

Freeze
Election

Initialize
timer

Start node
selection

Receive
block

Verify block

View result

Node
selection
receive

Node
selection
update

Sign block

Receive sign

Generate
block

v

[Eaiet ] [(Biockquery | [ Email | Expressjs | [Mongoose |
[ Bock | < [Block Update | [ _Encoding |
[Address ] [ Connection | [ sever |

ZK Proof

Verify Sign

HHH

19



Vote in a prepared election

Tally the election

Demo

Decrypt the election

Show result
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Testing

Overview

- Aim: Bottleneck of scaling up

- Load test (2 round)

Block length test
Arrival rate test

Ballot aggregation test

- Reliability test

22



Testing

Environment

- CSE machine x3

4 CPU @ 2.8GHz

8GB RAM
- Google Cloud Virtual Machine

8 CPU @ 2.5GHz

56GB RAM

23



Testing >> Load test >> First round

Block length test - CSE machine

- Case of 100,000 ballots

[ Vote submit Vote receive [[___] Block generate

120000

[ saliot latency

16
14

100000
12

80000
10
60000 8
6

40000
4

20000
2
o o

11:19pm 11:34pm 1149pm 1204am 12:19am 1234am 1249am 1:04am 1:19am 1:34am 149am 204am 2:19am 234am 249am 304am 319am  3:34am 11:05 pm 11:35 pm 12:05 am 12:35 am 1:05 am 1:35am 2:05 am 2:35am 305am 3:35.am
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Testing >> Load test >> First round

Block length test - CSE machine

Case of 1,000,000 ballots

Database out of memory

Some ballots in multiple blocks

/1 Vote submit Vote receive [[___] Block generate
800000
700000
600000
500000
400000
300000
200000
100000
0
3AM 5AM 7AM 9AM 11AM 1PM 3PM 5PM 7PM 9PM
[ sallot atenc y
==
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Testing >> Load test >> First round

Block length test - Google VM

ooooooo

- Case of 1,000,000 ballots

- Processing timeincrease

cccccc

nnnnnn

cccccc

% CPU 3E 25,2019 3:40 T4 [ Balot ftency

60%

50%

6 T 3E— 26 6 4 5PM 7PM 9PM 11PM 1AM 3AM 5AM 7AM
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Testing >> Load test >> First round

Arrival rate test - 1 node - CSE machine

11 Ballots per second - 12 Ballots per second

[ veto st Vote receive [ Block generate
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Testing >> Load test >> First round

Arrival rate test - 1 node - Google VM

- 12 Ballots per second

] Vote suomit Vote receive [ Block generate

25000 %

80
20000
70
60
15000
50
40
10000
30
20
5000
10
o
127pm 1:28pm 120pm 1:30pm 1:31pm 1:32pm 1:33pm 134pm 1:35pm 1:36pm 1:37pm 138pm 1:39pm 1:40pm 141pm 142pm 143pm 1 1:45pm . 1:46 pm 1:26 pm 1:28 pm 1:30 pm 1:32 pm 1:34 pm

[ salot atency

1:36 pm

1:38 pm

1:40 pm

142 pm

1:44 pm

1:46 pm
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Testing >> Load test >> First round

Ballot aggreagtion test - CSE machine

3 nodes on same machine
100 Ballots: 0.07 second
1000 Ballots: 0.6 second
10000 Ballots: 72 seconds
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Testing >> Load test >> First round

Summary & Improvement

- Cannot scale up

- Single thread — Low CPU utilization

- Fork child processes for ballot processing

All request

Master process

Ballot child
process 1

Ballot request

Ballot child
process n

30



Testing >> Load test >> First round

Summary & Improvement

- High database memory usage — Long response time

- More index
- electionID 1, blockType 1, blockSeq |, data.voters.id 1
- electionID 1, blockSeq |

31



Testing >> Load test >> Second round

Block length test - Google VM

- Case of 1,000,000 ballots -

- Crash at ~950,000 ballots

/1 Vote submit Vote receive [[___] Block generate

1000000
900000
800000
700000
600000
500000
400000
300000
200000
100000

0
10PM 1AM 4AM 7AM 10AM 1PM 4PM 7PM 10PM

[/ Ballot latency

45

Extended test

=1 vote submit

1200000
1000000
800000
600000
400000

200000

10PM 1AM 4AM

Vote receive [[___] Block generate
7AM 10AM 1PM 4PM
[ saliot latency

7PM

10PM

1AM

8PM 11PM 2AM 5AM 8AM 11AM 2PM 5PM 8PM

8PM 11PM 2AM 5AM

8AM

1AM 2PM 5PM

8PM

11PM
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Testing >> Load test >> Second round

Arrival rate test - 1 node - Google VM

48 Ballots per second

/1] Vote submit Vote receive [[__] Block generate

56 Ballots per second

60000 1 Vote submit Vote receive [[___] Block generate
70000
50000 60000
40000 50000
40000
30000
30000
20000
20000
10000
10000
0 o
2:46pm  2:48pm  250pm 2:52pm  2:54pm  2:56pm  258pm  3:00pm  3:02pm  3:04 pm 745pm TA7pm  749pm 721pm 723pm 725pm 727pm 729pm 73ipm 733 pm
[ Ballot latency [ saiit iatency
® 40
35
20
30
15 25
20
10
15
10
5
5
o

2:45pm  247pm  249pm  251pm  253pm  255pm  2:57pm  2:59pm  301pm  3:03pm  3:05pm

[
7:14 pm 7:16 pm 7:18 pm 7:20 pm 7:22 pm 7:24 pm 7:26 pm 7:28 pm 7:30 pm 7:32 pm 7:34 pm
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Testing >> Load test >> Second round

Arrival rate test - 1 node - Google VM

- 48 Ballots per second - 56 Ballots per second
% CPU 3E 28,2019 2:43 T4 % CPU 4F 4,20197:14 T4
100% 100%
B0% 80%
o0 60%
40% 40%
0 20%

2:45 2:50 2:55 35 3:05 7:15 7:20 7:25 7:30 7:35



Testing >> Load test >> Second round

Arrival rate test - CSE machine

1 node
30-31 Ballots per second
- 2 nodes
28-29 Ballots per second
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Testing >> Load test >> Second round

Ballot aggregation test

With 1 or 2 node(s) on CSE machine

120
100

80

60 —8— 1 node

—®— 2 nodes
40

20

0 5000 10000 15000 20000



Testing >> Load test >> Second round

Summary & Improvement

Great improvement
- Able to scale up

- Memory leakage problem

Fixed (on block generation)
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Testing

Reliability test

10000

9000

8000

7000

6000

5000

4000

3000

2000

1000

3 nodes on the same CSE machine

Able to adapt the situation

Need time to sync

[ Vote submit Vote receive [__] Block generate

2:46 pm 2:48pm 2:50pm 2:52pm 2:54pm 2:56 pm 2:58 pm 3:00 pm 3:02 pm

3:04 pm

] Ballot latency

160
140
120
100

80

60
40
20

0
2:45 pm 2:50 pm 2:55 pm 3:00 pm 3:05 pm
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Conclusion
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Conclusion

Overview of Term 2

Pull requests Issues Marketplace Explore

- Zero-knowledge proof

[ ccsmaxwell / e2e_voting @ Unwatch~ 1 *star | 0 F 0
- Rev i Ced d eS i g n <> Code Issues 0 Pull requests 0 Projects 0 Wiki Insights Settings
No description, website, or topics provided. Edit
- Authenication
D 136 commits ¥ 1branch © 0 releases 42 1 contributor

Branch: master v New pull request Create new file ~ Upload files ~ Find File Clone or download ~

I m p | e m e n .t at i O n ccsmaxwell update readme; use socket for error in ballotHandle; not use cache fo... ... Latest commit 7d811cc 23 days ago

m bin use config file 3 months ago

B config use child process for ballot request a month ago

- F U | | Ve r I ﬂ C atio n betwee n n O d eS B controllers update readme; use socket for error in ballotHandle; not use cache fo... 23 days ago

@ models add more index for db; sort/match before unwind; del ballotcache when.. a month ago

U N t f & th H _t‘ [ public pre-assign Absentation option to question 26 days ago

S er | n e r a Ce a u e n | Ca | O n [ routes use child process for ballot request a month ago

[ views bug fix for sign ballot; use nanotimer a month ago

- Te St I n g & | m p rOVe m e nt B .gitignore send email for new voter/trustee, via aws ses 3 months ago
B README.md update readme; use socket for error in ballotHandle; not use cache fo... 23 days ago

B appjs use child process for ballot request a month ago

- O p e n S O U rC e [E ballotGenerator.js fix race condition for ballot sign a month ago
[E package-lockjson bug fix for sign ballot; use nanotimer a month ago

B packagejson bug fix for sign ballot; use nanotimer a month ago

README.md s




Conclusion

Possible application

Legislative Council Election

5 geographical constituencies (GC)

1T million voters per GC
100,000 votes per hour

28 ballots per second

¥ i w280
X # ;

Vo

e, ELECTION
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Conclusion

Future work

Improvement on scalability

Improvement on reliability

Full implementation of the proposed design
Enforce more security measure

Use newer communication protocols

Possibility of enabling “Voting-as-a-service’

42



Conclusion >> Future work

Improvement on scalability

- More Child processes
Blockchain, Election, Handshake
- Partially broadcasting ballots

nodes with same database
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Conclusion >> Future work

Improvement on reliability

- Ballot re-broadcasting
- Voter experience

- Smarter blockchain synchronization
- Sequence of ‘invalid blocks’

- Clock synchronization

- For block generation
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Conclusion >> Future work

Full implementation of the proposed design

Kiosk voting

- Authentication method

45



Conclusion >> Future work

Enforce more security measure

Removed for the ease of testing
- Replay attack — Nonce

Secure connection — HTTPS

fx

hash(password) ’ 9
|

shiffs |
hash 1
* replays
ﬁ hash
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Conclusion >> Future work

Use newer communication protocols

Current: All via HTTP
Improvement: Some via TCP

Future: Use QUIC

HTTP/2

TLS

TCP

| HTTPoverQuiC |

Quic
TLS13

TCP-like congestion
control, loss recovery

UDP
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Conclusion >> Future work

Possibility of enabling “Voting-as-a-service”

Pay for computation power used

Earn by hosting as a node

A

Elections as a Service
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