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Understanding social media text 
is important, but challenging!
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Challenge - Huge Volume without Label

• Facebook: 4 million posts every minute 
• Twitter: 21 million Tweets per hour
• Weibo: 130 million posts per day
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Challenge - Data Sparsity 
• Short in length
• Informal style
• Syntax errors
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Challenge - Open Domain
• Wide variety of topics
• No pre-defined task-specific scheme
• Limited external resources
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Latent Variable Modeling

Latent Space

Z
Data Space

X

Generate

Inference

Latent variables: 𝜇, 𝜎$ Latent variables: 𝑢, 𝑣
R = U𝑉+

Example 1 Example 2
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Latent Dirichlet Allocation (LDA)

• Each topic is a distribution of
words
• Each document is a mixture of

corpus-wide topics
• Each word is drawn from one

of those topics

[Blei et al., 2006]
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Neural Topic Model (NTM)

𝑧-

𝑥/,-

𝜃-

𝑁-
𝐷

𝛽

Generative Model of NTM

Generative process:
• For each document 𝑥-:

𝑧- ~𝒩 𝝁, 𝝈$
𝜃- = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥 𝑓>(𝑧-)

• For each word in 𝑥- :
𝑤- = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝑓B(𝜃-))
𝑥-,/~𝑀𝑢𝑙𝑡𝑖(𝑤F)

Inference Process:
𝝁 = 𝑓G 𝑓H 𝑥- ,
𝑙𝑜𝑔𝝈 = 𝑓J 𝑓H 𝑥-

[Srivastava and Sutton, 2017; Miao et al., 2017]

𝒩 (0, 𝟏)
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A Taxonomy

Latent Variable Modeling for Text

Topic Modeling
Chapter 3, 4, 5

Static Model
Chapter 3, 4

Dynamic Model
Chapter 5

Discourse Modeling
Chapter 3, 5

Variational Inference
Chapter 3, 4, 5

Gibbs Sampling

Modeling Object Sequence Pattern Inference Method

Sentiment Modeling
Chapter 6
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Thesis Contributions
• Microblog Conversation Modeling [TACL’19] (Chapter 3)
• Short Text Classification [EMNLP’18] (Chapter 4)
• Argumentation Mining [*WWW’20](Chapter 5)

* Target at

ZENG, Jichuan Introduction

Latent Variable Modeling
Chapter 3, 4, 5

Social Media Text

Short Text Classification
Chapter 4

Argumentation Mining
Chapter 5
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Thesis Contributions
• Microblog Conversation Modeling [TACL’19] (Chapter 3)

• Joint modeling topics and discourse
• Produce coherent topics and meaningful discourse
• Extensible with other NN framework

• Short Text Classification [EMNLP’18] (Chapter 4)
• Jointly explore topic modeling and text classification
• Alleviate data sparsity issue
• 0.5%-3.5% abs accuracy increase in 4 datasets

• Argumentation Mining [*WWW’20](Chapter 5)
• Modeling dynamic topics and discourse in argumentation Process
• Substantial improvement in persuasiveness prediction
• Reveal the key factors of persuasiveness
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Outline

• Topic 1: Microblog Conversation Modeling

• Topic 2: Short Text Classification 

• Topic 3: Argumentation Persuasiveness Analysis 

• Conclusion and Future Work
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Motivation

How shall we automatically extract the critical 
points and make sense of these microblog 
conversations?
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Motivation

What

How

Sentiment AnalysisMicroblog Search

Donald Trump visits Louisiana flood victims

Statement, Reference, Sarcasm

What is the message talking about

How the opinion is voiced

Social Chatbot
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Challenges
• The volume of microblog is growing quickly

Ø Need to design an effective and efficient method.

• Most of the text data are unannotated
Ø Difficult to build a supervised model to predict What and 

How.

• Severe data sparsity issue
Ø Difficult to understand the microblog message without the 

context.
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Example
Just watched HRC openly endorse a gun-control
measure which will fail in front of the Supreme Court. 

People said the same thing about Obama, 
and nothing took place. Gun laws just aren’t 
being enforced like they should be. :/

Okay, hold up. What do you think I’m
referencing here? It’s not what 
you’re talking about.

Thought it was about gun control.
I’m in agreement that gun rights
shouldn’t be stripped.

Statement

Comment

Question

Agreement
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Observations

What How

Topical Content Discourse Behaviors

Topic words:
Gun-control
Supreme Court
Obama
HRC
…

Discourse words:
Will
Should
What
?
…
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Existing Work
• Topic Modeling for Social Media
• Not work well on short text messages[Blei et al., 2003]
• Cannot use the richer context information in a conversation

[Yan et al., 2013, Nguyen et al., 2015]
• The heuristically aggregation strategies are unnatural [Hong 

et al., 2010, Ramage et al., 2010]

• Conversation Discourse
• Require High-quality labeled data [Stolcke et al., 2000, Ji et al., 

2016]
• Did not consider the effect of conversation topics [Ritter et 

al., 2010, Jotty et al., 2011, Zhao et al., 2018]
• Sampling based, low efficiency, hard to extend [Li et al., 2016]
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Framework
Generative Process
• For each conversation 𝒄:

𝒛 ~𝒩 𝝁, 𝝈$

𝜃 = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥 𝑓> 𝒛
• For each message 𝒙 in 𝒄:

𝑑 ~𝑀𝑢𝑙𝑡𝑖(𝝅)
• For each word in 𝒙:

𝑤/ = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝑓RS(𝜃)
+𝑓RU 𝑑 )

𝑥/ ~ 𝑀𝑢𝑙𝑡𝑖(𝑤/)

Inference Process
𝝁 = 𝑓G 𝑓H 𝒄VWX
𝑙𝑜𝑔𝝈 = 𝑓J 𝑓H 𝒄VWX
𝝅 = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥 𝑓Y 𝒄VWX
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Framework
Training Losses
• Evidence lower bound (ELBO) losses

ℒ[ = −𝐷]^(𝑞(𝒛|𝒄)||𝑝(𝒛))
+𝔼c 𝑧 𝑐 log 𝑝 𝒄 𝒛

ℒ- = −𝐷]^(𝑞(𝒅|𝒙)||𝑝(𝒅))
+𝔼c 𝑑 𝑥 log 𝑝 𝒙 𝒅

• Reconstruction loss
ℒi = 𝔼c 𝑧 𝑐 c 𝑑 𝑥 log 𝑝 𝒙 𝒛, 𝒅

• Mutual information penalty
ℒjk =
𝔼c(𝒛) 𝐷]^(log 𝑝 𝒅 𝒛 ||𝑝(𝒅))

Final Objective
ℒ = ℒ[ + ℒ- + ℒi − 𝜆ℒjk
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Dataset
• TREC2011: Microblog conversations concerning a wide rage of 

topics.
• TWT16: Conversations centered around U.S. presidential election 

in 2016.

80% training, 10% development, 10% testing
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Topic Coherence

CV coherence scores
Top 10 representative terms of  “gun control”. 
Non-topic words are italic and blue, and off-
topic words are underlined and red.
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Discourse Interpretability

The purity, homogeneity, and variation of 
information (VI) scores for the latent discourse roles

Mastodon dataset [Cerisara et al. 2018]
2,217 microblog messages forming 505 
conversations, 15 discourses
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Discourse Interpretability

Top 10 representative terms of example discourse roles learned from TREC and TWT16.

**
*
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Case Study

Visualization of the topic-discourse assignment of a twitter conversion from TWT16
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Model Extensiblity

Joint training with other NN architectures can bring benefits.
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Summary
• We propose an unsupervised neural network 

framework that jointly explores topic and discourse 
from microblog conversation.
• Extensive experiments show that our model can 

generate coherent topics and meaningful discourse 
roles.
• Our model can be easily extended with other neural 

network architectures (such as CNN) to present better 
performance.
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Outline

• Topic 1: Microblog Conversation Modeling

• Topic 2: Short Text Classification 

• Topic 3: Argumentation Persuasiveness Analysis 

• Conclusion and Future Work
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Motivation

RecommendationText Summarization Sentiment Analysis
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Challenge - Data Sparsity
• Short and noisy
• Informal style
• Lack contextual information
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Motivative Example

Justin Bieber
Bieber
Music Live
Purple Glass
…
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Existing Work
• External Knowledge 
• Wikipedia, knowledge base [Jin et al. 2011, Lucia and Ferrari 

2014, Wang et al. 2017]
• Manually-crafted features [Pak and Paroubek 2010, Jiang et 

al. 2011]
• Domain-specific, task-specific, not work well in social media

• Word Collocation Patterns
• Word embeddings [Bowman et al. 2016, Krisknamurthy et al. 

2017]
• Topic models [Phan et al. 2008, Chen et al. 2011, Ren et al. 

2016]
• Need pre-trained, without joint modeling
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Model Intuition

• Integrate “context” information (topic words) 
• Pay attention to the indicative words (e.g., wristbands)

I will do anything for wristbands 

think win good will will bieber

win think like for for newmusiclive

play watch fan thing thing justin

score day look know know tuesday

carroll big for na na glass

ZENG, Jichuan
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Memory Networks
• Source memory
• Memory weight
• Target memory

𝑝

𝑚m

𝑢

context

Source memory

𝑜

Target memory𝑐m
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Topic Memory Network
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Topic Memory Network
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Topic Memory Network
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Topic Memory Network
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Multi-hop Topic Memory Networks

Topic memory networks with three hops
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Learning Objective
• Loss function of NTM (ELBO loss)

ℒn+j = 𝐷]^(𝑞(𝑧)||𝑝 𝑧 𝑥 ) − 𝔼c [ [𝑝(𝑥|𝑧)]
• Loss function of classification (cross entropy)

ℒq^r = −s
t

𝑦t𝑙𝑜𝑔 𝑝 𝑦t|𝑥

• Overall loss function
ℒ = ℒn+j + 𝜆ℒq^r
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Dataset

80% training, 10% development, 10% testing.
We use hashtags (#) as the classification labels for Twitter and Weibo dataset.
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Classification Results
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Case Study 

Topic memory visualization for the test instance

Top-10 words of these 
topics indicated by topic-
word weights 𝜙

S: [New.Music.Live] I will do anything for wristbands gonna twitter till I win.

ZENG, Jichuan 50 / 75Topic 2: Short Text Classification



Summary
• We propose topic memory network framework for 

short text classification which can alleviate data sparsity 
issue for short text.
• We evaluate our model in 4 benchmark datasets 0.5%-

3.5% abs accuracy increasement.
• To the best of our knowledge, we are the first to jointly 

explore topic modeling and classification in a deep 
learning framework.
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Outline

• Topic 1: Microblog Conversation Modeling 

• Topic 2: Short text classification 

• Topic 3: Argumentation Persuasiveness Analysis 

• Conclusion and Future Work
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Online Argumentation
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Persuasiveness Analysis is Challenging

Argument 1 Argument 2
I think it's good within certain 
limits. I went to a school with a 
uniform, and it was far less 
stressful than non-uniform college. 

Student victimization is likely to be 
lowered and fights and gang 
activity should be decreased.

Prompt: Is the school uniform a good or bad idea?
Stance: Good!

• Evidences, facts
• Syntax, rhetoric
• Emotional aspects
• …
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“The aim of argument, or of discussion, 
should not be victory, but progress.”

—— Joseph Joubert, French essayist
1754 - 1824
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Argumentation Process

Against “Learning a second language isn’t worth it for most people anymore”
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Existing work
• Argumentation Persuasiveness
• Without considering argumentation process [Wei et al., 

2016, Habernal et al., 2016, Jo et al., 2018]
• Crafting hand-made features, require labor-intensive feature 

engineering [Tan et al., 2016, Hidey et al., 2017, Niculae et 
al., 2017]
• Without deep understanding the argumentation process

[Zhang et al., 2016, Hidey et al., 2018]
• Conversation Process Understanding
• Unsupervised modeling conversation, did not focus on

argument persuasiveness [Ritter et al., 2010, Joty et al., 
2011, Qin et al., 2017, Zeng et al., 2019]
• Without considering the latent key factors [Kumar et al., 

2016, Zhang et al., 2017]
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Problem Setup
• Given two conversational argument 

processes (𝐶x and 𝐶$) from the same 
debate 𝐷, each one is consisted of a 
sequence of argumentative turns 
(𝐶 = {𝑥x, … 𝑥+}). 
• Goals:
• predict which one is more 

convincing/persuasive. 
• Extract the key factors of 

persuasiveness and their 
changes in the argument 
process.

ZENG, Jichuan

𝑥x

𝑥+

𝑥$

𝑥x

𝐶x 𝐶$

𝑥|

𝑥$

𝑥|

…

𝑥+}

…
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Model Intuition

ZENG, Jichuan

𝑥x 𝑥+…

𝑧x, 𝑑x

𝑥$

𝑧$, 𝑑$

𝑥|

𝑧x, 𝑑x𝑧|, 𝑑| 𝑧+, 𝑑+

𝑥x 𝑥+}

…

𝑧x, 𝑑x

𝑥$

𝑧$, 𝑑$

𝑥|

𝑧x, 𝑑x𝑧|, 𝑑| 𝑧+}, 𝑑+}…

Argument
process 𝐶x

Latent
variables of 𝐶x

Argument
process 𝐶$

Latent
variables of 𝐶$

𝑦x

Persuasiveness
score of 𝐶x

Persuasiveness
score of 𝐶$

𝑦$

If 𝐶x is more persuasive than 𝐶$, we have 𝑦x > 𝑦$, else 𝑦x < 𝑦$.

…
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Dynamic Topic/Discourse Memory 
Network

• Argument Factor Encoder
𝑧� ← 𝑥VWX� , 𝑑� ← 𝑥VWX�

• Dynamic Process Encoder
ØMemory weight

𝑤� = 𝑧�; 𝑑� ,
ØMemory state update

𝑒� = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑 𝑓H 𝐻� ,
𝑎� = tanh 𝑓� 𝐻� ,
𝑀m
� = 𝑀m

��x 1 − 𝑤m�𝑒�
+𝑤m�𝑎�

ØMemory read content

𝑟� = ∑m�x𝑤m�𝑀m
�

• Persuasiveness Predictor
𝑟 = 𝑅𝑁𝑁 𝑟�
𝑦 = 𝑓�(𝑟)
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𝑧� ← 𝑥VWX� , 𝑑� ← 𝑥VWX�

• Dynamic Process Encoder
ØMemory weight

𝑤� = 𝑧�; 𝑑� ,
ØMemory state update

𝑒� = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑 𝑓H 𝐻� ,
𝑎� = tanh 𝑓� 𝐻� ,
𝑀m
� = 𝑀m

��x 1 − 𝑤m�𝑒�
+𝑤m�𝑎�

ØMemory read content

𝑟� = ∑m�x𝑤m�𝑀m
�

• Persuasiveness Predictor
𝑟 = 𝑅𝑁𝑁 𝑟�
𝑦 = 𝑓�(𝑟)
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Dynamic Topic/Discourse Memory 
Network

• Training Losses
ØArgument factor loss

ℒ ��t�W� = ℒ[ + ℒ- + ℒi
−𝜆ℒjk

ØPersuasiveness prediction loss
ℒ��H- = log(1

+ exp 𝑦� − 𝑦� )
• Final Objective

ℒ = ℒ��H- − 𝛾 ∑� ℒ��t�W��
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Dataset

Datasets # of 
moots

# of 
convs

# of 
turns

Avg. turns 
per conv

Avg. words 
per turn |Vocab|

CMV 2,396 10,341 39,644 3.8 96.2 13,541
Court 204 655 17,599 26.9 46.1 6,260

80% training, 10% development, 10% testing.
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Persuasiveness Prediction

Pairwise classification results on persuasiveness prediction.
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(a) Dynamic memory weights w� that indicate topics shift and discourse flow.
(b) Persuasiveness effect from each topic or discourse.

Case Study
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Summary
• We propose to dynamically track both topics and 

discourse factors in conversational argumentation for 
persuasiveness analysis.
• We achieve substantial improvement in persuasiveness 

prediction.
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Outline

• Topic 1: Modeling Microblog Conversation 

• Topic 2: Short Text Classification 

• Topic 3: Argumentation Persuasiveness Analysis 

• Conclusion and Future Work
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Conclusion

Contributions
—Microblog Conversation Modeling

Ø Unsupervised neural framework for modeling topics and 
discourse

— Short Text Classification
Ø Topic memory mechanism to alleviate data sparsity 

issue

— Argumentation Persuasiveness Analysis
Ø Reveal the key factors of persuasiveness in 

argumentation process
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Future Work
• Topic, Discourse and Sentiment-Aware Social Chatbot
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Future Work
• Conversational Text-to-SQL
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Thank you!
Q&A
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Memory Networks
• Input memory

The match 𝑝 between input embedding 𝑢 and 
each memory slot 𝑚m:

𝑝m = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝑢+𝑚m)

𝑝

𝑚m 𝑢

context

Input memory
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Memory Networks
• Output memory

Compute the output vector 𝑜 by the 𝑝 weighted 
sum over the transformed input 𝑐m:

𝑜 = ∑𝑝m𝑐m𝑝

𝑜

𝑐m

context

Output memory
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LDA NTM

Probabilistic model Yes Yes

Inference Hard? Easy

Discrete topic Yes Yes

Extensible Hard Yes

LDA V.S. NTM
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Natural Language Understanding
To understand a human language is to:
• Determine its category
• Give answer for a question
• Transduce into another form
• …

Text categorization

Question answering

Sematic parsing
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Variational Inference
• Objective: Find model parameters 𝜃 that maximize the 

likelihood of the data.

𝜃∗ = argmax
>

s
/�x

n

log 𝑝(𝑥/; 𝜃)

• Likelihood can be decomposed into lower bound and 
gap. 

𝐿 𝜃 = 𝔼c 𝑙𝑜𝑔
𝑝 𝑥, 𝑧; 𝜃
𝑞 𝑧 𝑥

+ 𝐷]^[𝑞(𝑧)|𝑝(𝑧|𝑥)]

𝐿�^V  = log 𝑝 𝑥; 𝜃 − 𝐷]^[𝑞(𝑧)|𝑝(𝑧|𝑥)]
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Gibbs Sampling
• A Markov-chain Monte Carlo (MCMC) approach to 

generate a sample from a joint distribution.
• MCMC methods get samples from a probability 

distribution based on constructing a Markov chain that 
has the desired distribution as its stationary distribution.
• Gibbs sampling is special case of Metropolis-Hastings.
• To be more efficient, LDA use collapsed Gibbs sampling:

𝑝 𝑧 𝛼,𝑤, 𝛽 ∝ 𝑝 𝑧 𝛼 𝑝(𝑤|𝛽, 𝑧)
= ∫ 𝑝 𝑧 𝜃 𝑝 𝜃 𝛼 𝑑𝜃 ⋅ ∫ 𝑝 𝑤 𝐵, 𝑧 𝑝 𝐵 𝛽 𝑑𝐵

𝑝 𝑧m = 𝑗 𝑧�m, 𝑤 ∝
/§¨©
ª¨ �B

/§¨©
⋅ �«B

⋅
/§¨©
¬ �­

/§¨,⋅
¬ �]­
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𝐶® Score
• Given a single pair 𝑆m = (𝑊°,𝑊∗) of words or word 

subsets, 𝐶® score measure how strong the 𝑊′ and 𝑊∗

are correlated.
• 𝐶® Score is the aggregation indirect cosine measure with 

the NPMI.

𝐶®(𝑊°,𝑊∗) =
log 𝑃 𝑊°,𝑊∗ + 𝜖

𝑃 𝑊° ⋅ 𝑃(𝑊∗)
− log(𝑃 𝑊°,𝑊∗ + 𝜖)

+ 𝑠tW´(�⃗�¶,� 𝑊° , �⃗�¶,� 𝑊∗ )

[Röder et al., 2015]
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Clustering Metrics
• Purity [Zhao and Karypis, 2001] 

𝑃𝑢𝑟𝑖𝑡𝑦 =s
m

|𝐶m|
𝑁
max
·

|𝐶m ∩ 𝐿·|
|𝐶m|

• Homogeneity [Rosenberg and Hirschberg, 2007]

𝐻𝑜𝑚𝑜𝑔𝑒𝑖𝑡𝑦 = 1 −
𝐻(𝐿|𝐶)
𝐻(𝐿)

where 𝐻 𝐿 𝐶 = −∑t ∑¹
�º,»
n
𝑙𝑜𝑔 �º,»

∑º �º,»

𝐻 𝐿 = −∑¹
∑» �º,»
n

𝑙𝑜𝑔 ∑» �º,»
n

• Variation of Information [Goldwater and Griffiths, 2007]
𝑉𝐼 = 𝐻 𝐿|𝐶 + 𝐻(𝐶|𝐿)
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Hyper-parameters for T2, T3
# of topics in short text classification

# of topics and discourse in persuasiveness prediction
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Existing Work
• Topic Modeling for Social Media

• Latent Dirichlet allocaron (LDA) [Blei et al., 2003]
Ø Not work well on short text messages

• Short text topic modeling (BTM, LFDMM) [Yan et al., 2013, Nguyen et al., 
2015]

Ø Cannot use the richer context informaron in a conversaron
• Exploring heurisrcally aggregaron [Hong et al., 2010, Ramage et al., 

2010]
Ø Manual defined aggregaron strategies are unnatural

• Conversaron Discourse
• Discourse predicron & parsing [Stolcke et al., 2000, Ji et al., 2016]

Ø High-quality labeled data are needed
• Unsupervised discourse modeling [Riter et al., 2010, Joty et al., 2011, 

Zhao et al., 2018]
Ø Did not consider the effect of conversaron topics

• Exploirng interacronal structure and topics [Li et al., 2016]
Ø Low efficiency, non-neural framework
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Hyper-parameters for T1

• Relatively larger topic numbers are better for TREC (K=80).
• Small topic numbers are better for TWT16 (K=20).
• The optimum discourse number is the same with manually annotated

benchmark.
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Message Representations

Evaluation of tweet classification results of SVM, we use 
hashtags (#) as the classification labels.
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Existing Work
• External Knowledge 
• Wikipedia, knowledge base [Jin et al. 2011, Lucia and Ferrari 

2014, Wang et al. 2017]
ØDomain-specific, not work well in social media

• Manually-crafted features [Pak and Paroubek 2010, Jiang et 
al. 2011]
ØTask-specific, not work well in general-purpose classification tasks

• Word Collocation Patterns
• Word embeddings [Bowman et al. 2016, Krisknamurthy et al. 

2017]
ØWord-level lexico-semantic, not for corpus

• Topic models [Phan et al. 2008, Chen et al. 2011, Ren et al. 
2016]
ØNeed pre-trained topic model
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Topic Coherence

Top 10 representative terms of  “Egyptian revolution of 2011”. Non-topic words are 
italic and blue, and off-topic words are underlined and red.

CV coherence scores

• Quantitative analysis

• Qualitative analysis

ZENG, Jichuan 89 / 75Backup



Existing work
• Argument persuasiveness

• Identifying convincing arguments or viewpoints[Wei et al., 2016, 
Habernal et al., 2016, Jo et al., 2018]

Ø Without considering argumentation process.

• Crafting hand-made features [Tan et al., 2016, Hidey et al., 2017, Niculae
et al., 2017]

Ø Require labor-intensive feature engineering, limited generalization ability

• Argument sequence influence [Zhang et al., 2016, Hidey et al., 2018]
Ø Without deep understanding the argumentation process

• Conversation process understanding
• Modeling dynamic conversation [Ritter et al., 2010, Joty et al., 2011, Qin 

et al., 2017, Zeng et al., 2019]
Ø Unsupervised model, not related to argument persuasiveness

• Dynamic memory network [Kumar et al., 2016, Zhang et al., 2017]
Ø Without considering the key factors

ZENG, Jichuan 90 / 75Backup



Reddit/ChangeMyView

[Tan et al., WWW16]
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Supreme Court

[Danescu-Niculescu-Mizil et al., 2012]
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Dataset Construction
• CMV [Tan et al. 2016]
• Filter out threads without Δ or with too few participants.
• Flatten the discussion threads into conversation paths.
• Exclude messages from opinion holder.
• For each Δ awarded conversation path, we randomly pick 𝑁

non-Δ conversation paths in the same thread, forming 𝑁
conversation pairs.

• Court [Danescu-Niculescu-Mizil et al., 2012]
• Break the case into conversation paths.
• Exclude messages from justices.
• For each conversation path that win the justices’ favor, we 

randomly pick 𝑁 negative conversation paths in the same 
case, forming 𝑁 conversation pairs.
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Effects of Topics and Discourse

• Strong and focused argument points are better than diverse topics.
• Personal pronoun and numbers are more likely to appear in the winning side than 

the losing side.
• Conjunction words, though not widely used, is obviously more endorsed by 

winning sides.
• Losing sides are more in favor of the quotation discourse.
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Suggestions for Better Persuasions
• Topics in argumentation are more important than 

discourse styles.
• Strong and focused argument points are better than 

diverse topics.
• When delivering arguments, well organize the points 

and address them in a modest and concrete way.
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Posterior Collapse
• We say a posterior is collapsing, when signal from 

input 𝑥 to posterior parameters is either too weak
or too noisy, and as a result, decoder starts 
ignoring 𝑧 samples drawn from the posterior 𝑞R 𝑧 𝑥 .
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User Profiling
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