MATH2040A /B Homework 9 Solution

(Sec 6.1 Q9) Ans :
if (x
xr =

,z) =0forall z € B, writing z = Y ;" | @;z;, then (z,z) =0 = |z =0 =
0.
ii. (z,2) = (y,2) iff (x —y,z) =0, by above, we have x —y = 0.

(Sec 6.1 Q10 and Q12) Ans: We prove only Q12 since Q10 is a special case of Q12. We prove by induction. For
k =1 it is trivial. Suppose k = n is true, then we have

n+1 n

1D~ awill® = 11> aivi + ans1vpsa |
i=1 i=1

n n
=Y aill® +2Re(d_ aivi, any1vni1) + lant1vnsa |
=1 =1
n+1

= laillluil®
i=1
(Sec 6.1 Q11) Ans :

lz+ylI* + llz = yl* = ll=]|* + 2Re(z, y) + lyll* + |l=]* — 2Re(z, ) + [ly]|*
= 2||z* + 2[lylI*.

(Sec 6.1 Q15(a)) If: Without loss the generality, we assume x = ay. Then

() | = {ay, v) | = lal| (,9) | = lalllyl|* = l|=]| - |y|

Only if: If the identity holds and y # 0 (if y = 0,y = 0 - . The proof is done), we let

a= —f@ﬁﬁ and z = = — ay.
By the equality | (z,y)| = [|zl| - [lyl], la| = . Hence [|a[[* = |a|?||y|[*

Also, we have (z,y) = (z,y) —a(y,y) = (z,y) — f@ﬁﬁ llyl|> = 0, which implies y and z

are orthogonal.
By Q10, [|o]l? = [lay + #I[2 = |lay||? + [|][2 = [2l|? + ||2||?. Therefore, = = 0 which

implies z = ay,a = %

(Sec 6.1 Q15(b)) Claim: ||z + y|| = ||z|| + ||ly|| if and only if one of the vectors x or y is a non-negative
multiple of the other.

Proof:

[z +yll = llzll + llyll & [z +ylI* = (2]l +[ly]])>
& (z,y) = [lz] - ]yl
Thus we only need to prove (x,y) = ||z|| - ||y|| if and only if one of the vectors x or y is

a non-negative multiple of the other. And the proof of this is similar with the proof in
part(a)—only need to replace |a| with a.

Claim: ||z1 + z2 - + x,|| = ||z1]| + -+ + ||zn]| if and only if there exist one of the
vectors x, € {x;}1 s.t. for Vi =1,2,...,n, z; a non-negative multiple of z.
Proof:

If: Check it directly.



(Sec 6.2 Q2(g))

(Sec 6.2 Q2(i) )

(Sec 6.2 Q6)

(Sec 6.2 Q8)

Only: If all of the vectors equal to 0, we choose £ = 1 and the proof is done.
We assume x # 0, then

oy + @54 zall = [l -+ [lon] & [lor+ 2o 4 2l = [lea]P 4 + [l
& (2, 2q) = [|zp]] - [|74][, V1 <pg <m0
= (@i, xp) = ||z - |lzk|[, VI <i<n
Using x, # 0 and (z;, x5) = |24 - ||zx]||, V1 < i < n, we can prove the desirable result
similarly.

Ans: Let S’ = {X1, Xa, X3} be the obtained orthogonal basis for span(S). By applying
GS process we obtain that

3 5
w=(50)

-1 9 3 5
X, = ( s _1> — 3636 (_1 1)
(-4 4
6 -2
7 17 3 5 4 4
X3 = (2 _6> — 7236 (_1 1> — 7272 < 6 _2)

)

Hence the orthonormal basis is

8=1{16 <_31 ?) L1612 (_64 _42> ,19v2 (z :2>}

For the matrix A it is just direct checking.

Ans: We obtain the orthogonal basis S" = {X1, Xo, X3, X4} by applying GS process,
where

X, =sint
X9 = cost
X3=1—-2m2sint — 072cost =1 —4rsint

Xy =1t—2sint +4ncost — 12(7> — 8m)w? — 8(1 — 4rsint)
Hence the orthonomral basis 3 is
{27sint, 27 cost, 1m — 8m(1 — 4rsint), 12n7* — 96 |t — 2sint + 4w cost — 12(7® — 87)7? — 8(1 — 4 sint) |}

The rest is direct calculation.
By ’llworem 6.6, there exists w € W and y € W+ such that z = w + y. Since x & W,
y # 0. Then we have

(w,y) = (w+y.y) = (w,y) + (y,9) = |lyl* > 0.

We prove it by mathematical induction.
When ¢ = 1, the conclusion holds obviously.
We assume the conclusion holds when ¢ = k, then when i = k4 1,

Vg1 = Wg41 — E :W%’
j=1 !
Zk (w1, w;) et .
= Wg41 — w2 w; by induction assumption
w
j=1 J

= w1 by (wry1,J) =0,Vi=1,...k

Thus the conclusion also holds when i = k + 1.



(Sec 6.2 Q14)

(Sec 6.2 Q17)

Since Wy, Wy C Wy + Wy, by Ql13(a), (Wy + Ws)t is contained in Wi~ and Wi.
Therefore (W + Wo)*+ € Wit N W3-

On the other hand, if x € Wi- N Wi, for all w € Wy + Wo, there exists w; € Wi,
wy € Wa, such that w = w; + we. Since (z,w1) = (x,w2) = 0, we have (z,w) =
(z,w1) + (x,w2) = 0. Therefore x € (W + W)+ and hence (W + Wo)+ = Wi- n Wik,
By applying this with W; and W, replaced by Wi- and W respectively, and applying
Q13(c), we have (Wi- + W)L = (WiH)+ N (Wish)+ = Wy N Wa. By taking orthogonal
complement on both sides and applying Q13(c) again, we have (W N Wy)+ = (Wi +
W3- )h)t = Wit + W5

For all z € V, T(z) € V and thus ||T(z)||*> = (T'(z),T(z)) = 0 by taking y = T(z).
Hence T'(z) = 0 forall z €V and T = T} the zero transformation.

Now we suppose (T'(z),y) = 0 for all  and y in some basis 8 for V. We want to prove
that this implies (T'(2’),y’) =0 for all 2/ and ¢/ in V.

Since ( is a basis, there exists 1,...,Zm € 8, Y1,--.,Yn € 0, and scalars aq, . .., m, b1, . ..

such that
m n
= Zaixi and y' = ijyj.
i=1 j=1

Then we have

»bn



