MMAT 5340 Assignment #10
Please submit your assignment online on Blackboard
Due at 12 p.m. on Wednesday, Dec. 8, 2021

1. Consider a Markov chain X = (X,,),>0 with a state space S = {1, 2,3} and the transition
matrix

09 01 0
P=101 08 0.1
0 01 09

(a) Show that the Markov chain is irreducible and recurrent.
(b) Find the stationary distribution 7 such that 7' P =« ".
(c) Let f(z) =z, compute

2 =1 [ (Xk)

lim === =,
n—0o0 n

2. Consider a Markov chain X = (X,,)p>0 with a state space S = Ng = {0,1,2,---} and
P($7$+1) :p,P($7O) =1-p
for some p € (0,1)

(a) Find the transition matrix P of X.
(b) Is this Markov chain irreducible or reducible?

Recall that 7} :=inf{n > 1: X,, = z}.

(c) Show that P.[r} = n] := P[r§ = n|Xo = 2] = p" (1 — p). Compute E,[r}].
(d) Prove that for x > 2,
Eo[r;] = Eolrg_1] + Eo1[7;)
and
E, 1[7}] =1+ (1 —p)Eo[r]].
Hint: For the first equality, first show that for Vm,n > 1,

Py [7'1

21 =Ty — Ty g =n] =Po[r, y =m] Poi[ry =n].

Then use the fact that
(o)
Polrs — a1 =n] = Y Polra_y =m] - Pps[ry =nl.
m=1

For the second equality, you may accept that
Pm_l[’]'xl = n] =p- 1{n:1} + (1 —p) . 1{n>1} . Po[’i}i =nNn — 1]
(e) Optional. Define f(x) := Eo[7}], g(x) := E.[r}]. Deduce that
1 1

f(x):(g)xﬂ_l—p

for x > 1,
and

1—p
Hint: Compute f(1). Define u(x) := f(z) + ﬁ, then use the result from (d) to

deduce u(z) = @. Note that g(z) = Eo[7}] + E[7d].



(f) Check that
1 1

") =56 T Bl

xT

is a stationary distribution. Find the stationary probability for x € S.



