Tutorial 10 MATH3280A Introductory Probability 2022-11-07 Monday

During the review of questions in midterm examination, we insert the following example.
Example 1. Let U,V S (0,1), i.e., U,V are independent random variables with common
distribution U(0,1) (the standard uniform distribution). Define

X =min(U,V) and Y =max(U,V).
Find a PDF fx of X and a joint PDF fxy of X Y.
Solution. Let Fx denote the CDF of X. Then for t € (0,1),

Fx(t) = P{X <t}
(by def. of X) =P{U<torV <t}
(De Morgan’s Law) =1—P{U >tand V >t}
) =1—P{U >t} P{V >t}
) =1—(1—t)?=2t—1.

(by independence
(by def. of U,V

Notice that Fx(t) =0if t <0 and Fx(¢) =1 if ¢ > 1. By differentiation,

fx(x):{2_2$ z e (0,1)

0 otherwise.

Next we will compute the joint PDF of X,Y. Fix 0 < x <y < 1. Let € > 0 be small. Then
by applying the finite additivity with respect to the partition {U < V}U{U >V} U{U =V},

P{Xe[a:—%,x+5], Yely— oyt )}

2 2 2
€ € € €
—P({Xelr—S,a+3] Yely—Sy+ ]}n{U <V})
€ € € €
+P<{Xe[x—§,x+§],Ye[y—§,y+§]}ﬂ{U>V})+0
€ € € € € € € €
:P( a0 ol a0 _> P( a0 ol a0 _>
UE€|x 2x+2] Vely 2y+2] +P(V ez 2x+2] Uely 2y+2]
=eXetexe
= 2%,
Then PX v )
€ —é, —|—§’ c _E’ + £ 2
fxy(z,y) = lim { P50 2}2 -5y 2]}:1mi2:2. (1)
e—0 g e—=0 €
Hence the joint PDF of X,V is
2 O<zrz<y<l1
fxy(x,y) =
x¥(2,9) 0 otherwise.
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Remark. In (1), we have used the local characterization of PDF at most points which can be
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formally remembered as (density mass / volume).



