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Review:

· Markov inequality: For a r.c.X Z0,

pSX =a) = 1 for all as o

· Chebyshev inequality: For a rv. X with mean M,

PS(x-n/><} < YEx) for all 950.

· (the weak law of large numbers)
Let X., Xn,"; Xn,.. be an i. id

sequence of r's,

having a finite meant. Then for any 200,

PRIXn = M(29) to as n+0.



thm 1. (The Central limit Thm).

Let X,,.. Xn,"" be an ind, sequence of rus, each

having finite mean M and variance of

Then FAEIR,

PSAn-nM say -> Ofcalededuce
as n -> 0

Remark: Letting En=tXn-M, the CLT states that

FEr(a) -> FzCal for all atR
where I stands for a standard normal v.U.



to prove the ChT, we state a result without

proof.
-

&. Let Z, ";En,"; be a sequence of ru's
with distribution functions Fan. Let I be

a v.r. With distribution function Fz.

Suppose MEnIt) ->MaCt for all tERR

as n+0 JRecall MzCt:=EFetEl
Then

#

En(t) ->FRCt) for each t at

which #z is ets, as n+0.

If of the CST.

First assume H=o, 51.

Let EntertXn, n = 1,2, ....

Let E be the standard normal r.U.



TY.
Recall Mz (t) - e ,

te IR
.

Hence we only need to prove for te IR
,

① Mz
n
ft) → et%

as n→w
.

Notice that

"Zn A) = Ef et
. 4%147,

= JET
,
E[ etkihrn ]

= (Mytton ) )
"

,

where X- X'

To show ①
,
it is equivalent to show

③ n log Mxltrn ) → th as u→ is
.

For convenience
,
we write

Elt) = log Mxlt) .

Notice that Mitt Mutt - (14×6)
'

L'its - Tifft, .
ius - --

Mut)
'



In particular
((0) =x =EX=m=0

n"(oltMx(0- Mxo=
= Var(X) + ELX]

"

=> I

&

Hence

lin nh() = limo tothe
-..

↓Hopital's ruleErEmointinto..

-

= ((0) =tz



In the general cone,

#itYu-uMM.+
EI

Notice that ithas mean
and Variance I

Since
#

, "; n,.; are iid with

meano and variance I, the distribution
of

#+r converges to the standard

normal distribution. H




