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Review

• Poisson v.v with parameter d
,

p{x=k } = e-d.dk
9
ft = 0

,
1
,

2
,

' ^
.

It can be used to approximate binomial me :S
.

• E[ × ,
-1 . - - + Xn ] = E- [KI + ELK] + ii. + E[ Xn?

§ 4.9 . Cumulative distribution function .

Def . Let X be a discrete r.ir
. Define

F×( b) = P{ ✗ ≤ b }
,

be KR
.

We call Fx the cumulative distribution function
( CDF ) of ×

.
We also write f- (b) = Fxlbl

.



Prop 1 .

lik F is non-decreasing
,
that is

f- (a) ≤ f- (b) if a< b.

(2) him f- (b) = 1
.

b. → +is

(3) him f- (b) = 0
.

b→ - is

(4) F is right continuous , i. e.

him Flbn ) = F(b)
.

bn↓b

( i. e. bn tends to b from the RHS of b)

The prop .
is based on the continuity property of probability

Recall that if EnE
,

then him P(En) =p (E)

( i. e Ent , o En , E=ÑEn )h=1

if En E f Entre En , E- = Ñ En )
h=1

then P( En ) → PCE ) as n→w
.



pf of prop 1 .

(1) Since if as b,
then { ✗ ≤ a } ← { ✗ ≤ b }
So F( a) ≤ Fcb )

.

(2) If bn ↑ is
,

then
{ ✗ ≤ bn } { ✗ so }=S

So F( bn ) → 1 (by thecontinuity property
of probability )

(3) If bn - is
,
then

{ ✗ ≤ bn } { ✗ = - is }=∅
So F( bn ) → 0

.

(4) If bn b
,
then

{ ✗ ≤ bn } { ✗ ≤ b }
.



so Flbn ) → Fcb )
.

Thus f- is

right cts .

Remarks : • In general , F is not left continuous
.

• In the discrete case
,
one has

p{x=b } = Fcb ) - him Hbn )
bntb

= Fcb ) - F( b- )

Reason : If bn Pb , then

{ ✗ ≤ bn } ↑ { xsb } .

So P{x=b } =P { ✗ ≤ b } - P{x< b}
.



Chap 5
.

Continuous V.v
.
's

.

§ 5.1 Introduction
.

Def . ✗ is called a cont . v.v
. (or absolute

cont .nu
. ) if there is a non- negative

function defined on fro , is ) such that

p{ ✗ c- B } = fpgfcxidx
for all

"

measurable
"

sets Be C- is , is ) .

Remark : The measurable sets include all intervals
,

and the countable unions / intersections of intervals
.

"☒☒¥×
Area = Jab fcxidx



p {a≤ ✗ ≤ b } = fabfcxidx
= Area of the shaded

region .

• We call f- the prob . density function (Pdf )

of X .

Example 2 .

Let X be acts v.v . with Pdf

f-a) = {
C. (4×-2×2) if ✗ C- (0,4

0 otherwise
.

(1) Find the value of C

e) Find P { × ≥ / }
.

• f? fcxidx = 1
.

since P{ ✗ c- fan } =p { S } = I



Solution :

9- = [I fcxidx
= [ c (4×-2×2) dx
= C. (2×2-5×3) / {
= c. ( 8- 3- ✗8) = Fc

.

Hence C = ¥
.

p{ × ≥± } = [ fcxidx
= f? & (4×-2×32) DX
= & (2×2-3×3) / ?
= & .



Exer . 3 . Suppose × has a Pdf

fix , = {
^ e-¥ if × > o

o otherwise
.

(1) Find the value of d.

e) Find P { ✗ ≤ too }
.

• Solution :

1=15 fcxidx
= fix e-¥dx
= d. f- too @

¥
) / !

= d. . 100

Hence D= ¥0
.



P / ✗ ≤ too } = f
'"

- is
fcxidx

100 -I
100= So ¥0 e DX

=
- e-¥ /%

= I - e-
±

. ☒

Remarks : In the continuous case
.

p{ ✗ = a } =o for any at IR .

Reasons : ~

±:
Area of the line x=a below 9=5*1 is •

.



Also

p{ * a } = [ fcxidx =o .

Hence

p{a≤✗ ≤ b } =p { as ✗≤ b}
=p { aaxsb }

.

§ 5.2 Expectation of a cts.nu .

Def . Let × be a cts ru.

with Pdf f.

Then we define
co

E- [XI = f.
•

✗ fcxidx .



Remark : Recall that in the discrete care
,

E- [ X1 = I xp{ ✗= × } .

In the continuous case
,

we make a partition
of fn.is ) by ( Xn ) n=% such that

✗na - Xn
= ox

I xn.pl#Xexn+ , }

= In xn 5×4
""

fcxidx

≈ En xnfcxni . ox → *fcxidx

as ox → 0
.



Example 4 . X is said to be uniformly distributed
on [0,11 if it has the following density

fan = {
± if ✗ c- [0,11

0 otherwise
.

Find E- [X1
.

Solution :

E-[ x1 = [ 5 xfcxidx
= fit × . I dx

= ¥ IF = ± .



PIPE .

Let Y be a non- negative cts v.v.

Then EEYI = f? P { Y - y } dy
.

To prove this result , we use the following

Jab§! fix , g) dx)dy = fcxisldydx
when f is non- negative .

↑
( Fubini -1hm /

.

Pf of prop 2 . Let f be the density of Y .

Then

[ p{ Y > is } dy

= f? f f? f- ( x ) dx ) dy



= [ gain

fcxidxdygcx.gl
=/

± if × > y

0 otherwise )

"

÷!
* *" "

= f) fan§! 96.4 dy ) dx
= his fail . × dx

Me

( Notice gcx , g) =/
± if Y<×

◦ otherwise
•

wHence [ gain dy = f! gcxisldy *£ 96,91dg



= § 1dg -15:O dy

= ×
. )


