
MATH 2010 Chapter 1

In one-variable calculus course, you study functions f(x) with both the “input"
variable x and “output" value f(x) are real numbers. In this course, we will look
at more general functions where the input or output may consist of a tuple of
numbers. For example, the function

f(x, y, z) = (xy − cos z, x2 − y + z)

maps the tuple (2, 1, 0) to the tuple f(2, 1, 0) = (1, 3). Tuples like this are called
vectors. Here x, y, z are the variables. We say that f is vector-valued multi-
variable function.

In this chapter, we will discuss vectors and some of its basic properties.

1.1 Euclidean Space
Let R be the set of real numbers and n be a positive integer. Consider the set

Rn = R× R× . . .× R (n copies of R)
= {(x1, x2, . . . , xn) : xi ∈ R for 1 ≤ i ≤ n}

The set Rn is called the n-dimensional Euclidean space. Its elements are called
n-dimensional vectors or simply vectors. A vector is often written in bold (v), or
with an arrow on top (~v). It can be geometrically represented by an arrow. For
example, the vector ~v = (2,−1) ∈ R2 can be denoted by an arrow that goes to the
right by 2 units and goes up by −1 unit, i.e., down by 1 unit, on the plane.
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Below are two vectors in R and R3. It is more difficult to visualize n-dimensional
vectors when n ≥ 4.

n ∈ N, Rn =



x1

x2
...
xn


∣∣∣∣∣∣∣∣∣xi ∈ R


• Each (x1, x2, . . . , xn) ∈ Rn may be viewed as a point or a vector in Rn.

• A vector in Rn is typically denoted by a symbol of the form ~v.

• IfA andB are points in Rn, then the vector with initial pointA and terminal
point B is often written as

−→
AB.

• The vector whose entries are all zero is called the zero vector. We denote
it by ~0.

1.2 Basic operations of vectors
Let ~v = (v1, v2, . . . , vn) , ~w = (w1, w2, . . . , wn) ∈ Rn and r ∈ R. Define

• Addition Law ~v + ~w = (v1 + w1, v2 + w2, · · · , vn + wn)

• Scalar Multiplication r~v = (rv1, rv2 · · · , rvn)

• Subtraction ~v − ~w = v + (−1)~w = (v1 − w1, v2 − w2, · · · , vn − wn)

1.2.1 Geometric Interpretation of Vector Algebra
The algebraic operations defined on vectors can be represented graphically:
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IFRAME
Similar to numbers, there is also a zero vector ~0 = (0, 0, . . . , 0) ∈ Rn in

each dimension n. The zero vectors and the basic operations above have many
properties similar to those of numbers.

Proposition 1.1. Let ~u,~v, ~w be vectors, α, β ∈ R.

1. 0~v = ~0

2. 1~v = ~v

3. Associativity (~u+ ~v) + ~w = ~u+ (~v + ~w)

4. Commutativity ~v + ~w = ~w + ~v

5. ~v +~0 = ~v

6. Distributivity (α + β)~v = α~v + β~v

7. Distributivity α(~v + ~w) = α~v + α~w

8. (αβ)~v = α(β~v)

Given two points A and B in Rn. An arrow can be drawn from A to B. It
represents a vector which is denoted by

−→
AB. The point A is called the initial

point or the tail while B is called the end point or the head.
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It is clear from the definitions and also the geometric properties that

•
−→
AB +

−−→
BC =

−→
AC

•
−→
BA = −

−→
AB

A position vector is a vector with initial point at the origin. If P has coordi-
nates (x1, x2, . . . , xn), the position vector is also given by

−→
OP = (x1, x2, . . . , xn).

More generally, the initial point of a vector may not be the origin. For example,
consider the vector from A = (x1, y1) to B = (x2, y2). To move from the initial
point to the terminal point, the vector goes to the right by x2−x1 and up by y2−y1.
Hence,

−→
AB = (x2 − x1, y2 − y1).
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More generally, the vector from A = (a1, a2, . . . , an) to B = (b1, b2, . . . , bn)
in Rn is −→

AB = (b1 − a1, b2 − a2, . . . , bn − an).

This formula can also be obtained by considering
−→
AB as a difference of position

vectors:
−→
AB =

−→
AO +

−−→
OB

= −
−→
OA+

−−→
OB

= −(a1, a2, . . . , an) + (b1, b2, . . . , bn)

= (b1 − a1, b2 − a2, . . . , bn − an).

Remark. Besides vectors, an element x ∈ Rn can be viewed as a point in the
Euclidean space. If we want to describe a location, it is more convenient to think
about x as a point. If we want to describe a quantity with both length and direction
(e.g. the displacement from one point to another), it is better to think about x as a
vector. Some people use notations like 〈x, y, z〉 for vectors and (x, y, z) for points.
We will not follow this convention and write (x, y, z) for both vectors and points.

Example 1.2. Let A = (1, 0), B = (3, 3), C = (2, 4), D = (0, 1) be points on the
plane. Show that ABCD is a parallelogram.
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Solution.
−→
AB = (3, 3)− (1, 0) = (2, 3)
−−→
DC = (2, 4)− (0, 1) = (2, 3) =

−→
AB

Hence, ABCD is a parallelogram.

Remark.
−→
AB and

−−→
DC are considered equal because they have the same magni-

tude and direction even though their initial points are different.

1.3 Length and Dot Product
Definition 1.3. The norm (or length, or magnitude) of a vector ~v = 〈v1, v2, . . . , vn〉 ∈
Rn is:

‖~v‖ =

√√√√ n∑
i=1

v2
i =

√
v2

1 + v2
2 + · · · v2

n.

Definition 1.4. The dot product of two vectors ~v, ~w ∈ Rn is:

~v · ~w = ~w · ~v =
n∑
i=1

viwi.

Proposition 1.5. Let ~u,~v, ~w ∈ Rn, r ∈ R. Then:

1. (~u+ ~v) · ~w = ~u · ~w + ~v · ~w and ~u · (~v + ~w) = ~u · ~v + ~u · ~w.

2. (r~v) · ~w = ~v · (r ~w) = r(~v · ~w)

3. ~v · ~w = ~w · ~v

4. ‖r~v‖ = |r|‖~v‖

5. ~v · ~v = ‖~v‖2

6. ~v · ~v > 0 with equality ~v · ~v = 0 occurs if and only if ~v =
−→
0 .

7. ~v · ~w = ‖~v‖‖~w‖ cos θ where θ is the angle between ~v and ~w. Hence, if
~v, ~w 6= ~0, then:

~v · ~w = 0 ⇐⇒ cos θ = 0 ⇐⇒ ~v ⊥ ~w
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Proof of Proposition 1.5. We will prove property 7 for the case n ≤ 3. The proof
is essentially the same as that of cosine law. Assume θ <

π

2
. Consider the follow-

ing triangle.

Note:

||~v − ~w||2 = (||~v|| sin θ)2 + (||~w|| − ||~v|| cos θ)2

= ||~v||2 sin2 θ + ||~w||2 − 2||~w|| ||~v|| cos θ + ||~v||2 cos2 θ
= ||~v||2 + ||~w||2 − 2||~w|| ||~v|| cos θ (1)

Also,
||~v − ~w||2 = (~v − ~w) · (~v − ~w)

= ~v · ~v − ~w · ~v − ~v · ~w + ~w · ~w
= ||~v||2 + ||~w||2 − 2~v · ~w (2)

Compare (1) and (2), we have

~v · ~w = ||~v|| ||~w|| cos θ.

The proof for the cases θ ≥ π

2
can be done similarly.
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Remark. Properties 5 and 7 are geometric properties of length and angle in Rn

for n ≤ 3. They are used for defining length and angle in higher dimension n ≥ 4.
A vector of length 1 is called a unit vector.

For ~v 6= ~0, the vector
1

‖~v‖
~v has length:

∣∣∣∣ 1

‖~v‖
~v

∣∣∣∣ =
1

‖~v‖
‖~v‖ = 1.

We call
1

‖~v‖
~v the unit vector associated with ~v. It captures the direction of ~v.

Every nonzero vector ~v has the form:

~v = λ~u, λ > 0,

where ~u = 1
‖~v‖~v is the unit vector associated with ~v, and λ = ‖~v‖ is the length of

~v.

Example 1.6. Let ~v, ~w have the same length. Show that (~v + ~w) · (~v − ~w) = 0.

Solution.
(~v + ~w) · (~v − ~w) = ~v · ~v − ~v · ~w + ~w · ~v − ~w · ~w

= ‖v‖2 − ~v · ~w + ~v · ~w − ‖w‖2

= ‖v‖2 − ‖v‖2

= 0

Remark. The assumption ||~v|| = ||~w|| means that the parallelogram spanned by
~v and ~w is a rhombus. The computation above shows the fact that the diagonals
of a rhombus are perpendicular.
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Example 1.7. Consider a circle centered atO. AB is diameter. Show that ∠ACB
is a right angle.

Solution.
−→
AC =

−→
AO +

−→
OC

−−→
BC =

−−→
BO +

−→
OC = −

−→
AO +

−→
OC

−→
AC ·

−−→
BC = (

−→
AO +

−→
OC) · (−

−→
AO +

−→
OC)

= −
−→
AO ·

−→
AO +

−→
AO ·

−→
OC −

−→
OC ·

−→
AO +

−→
OC ·

−→
OC

= −||
−→
AO||2 + ||

−→
OC||2 (||

−→
AO|| = ||

−→
OC|| are radius)

= 0

Therefore,
−→
AC ⊥

−−→
BC. Hence, ∠ACB is a right angle.

Theorem 1.8 (Cauchy-Schwarz Inequality). For all ~a,~b ∈ Rn, the following in-
equality holds:

‖~a ·~b‖ ≤ ‖~a‖‖~b‖.

Remark. For lower dimensional spaces like R2 and R3, the inequality follows
from the Law of Cosine, since the cosine function has absolute value at most 1.

For n > 3, it’s not as easy to visualize the situation. We prove the inequaltiy
as follows:

Proof of Cauchy-Schwarz Inequality. Observe that for all t ∈ R, we have:

0 ≤ ‖~a− t~b‖2 = (~a− t~b) · (~a− t~b) = ‖~a‖2 − 2(~a ·~b)t+ t2‖~b‖2
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In other words, ‖~a‖2,−2~a · ~b and ‖~b‖2 are coefficients of a quadratic function
which is always non-negative.

The discriminant of such a quadratic function must be non-positive. Hence:

(−2(~a ·~b))2 − 4‖~a‖2‖~b‖2 ≤ 0

which implies that:
‖~a ·~b‖ ≤ ‖~a‖‖~b‖

Theorem 1.9 (Triangle Inequality). For any ~a,~b ∈ Rn, we have:

‖~a+~b‖ ≤ ‖~a‖+ ‖~b‖.

Proof of Triangle Inequality.

‖~a+~b‖2 = ~a · ~a+ ~a ·~b+~b · ~a+~b ·~b = ‖~a‖2 + 2~a ·~b+ ‖~b‖2.

By the Cauchy-Schwarz inequality

|~a ·~b| ≤ ‖~a‖‖~b‖,

thus

‖~a+~b‖2 ≤ ‖~a‖2 + 2‖~a‖‖~b‖+ ‖~b‖2 = (‖~a‖+ ‖~b‖)2.

The result follows by taking square roots on both sides.

1.4 Cross Product
Besides dot product, there is another type of product, called cross product, for
vectors in R3. It can be defined using determinant. Recall the following formulas
for 2× 2 and 3× 3 determinants.∣∣∣∣a b

c d

∣∣∣∣ = ad− bc
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∣∣∣∣∣∣
a1 a2 a3

b1 b2 b3

c1 c2 c3

∣∣∣∣∣∣ = a1

∣∣∣∣b2 b3

c2 c3

∣∣∣∣− a2

∣∣∣∣b1 b3

c1 c3

∣∣∣∣+ a3

∣∣∣∣b1 b2

c1 c2

∣∣∣∣
Example 1.10. ∣∣∣∣1 2

3 4

∣∣∣∣ = (1)(4)− (2)(3) = −2∣∣∣∣∣∣
1 2 3
4 5 6
7 8 9

∣∣∣∣∣∣ = (1)

∣∣∣∣5 6
8 9

∣∣∣∣− (2)

∣∣∣∣4 6
7 9

∣∣∣∣+ (3)

∣∣∣∣4 5
7 8

∣∣∣∣
= (1)[(5)(9)− (6)(8)]− (2)[(4)(9)− (6)(7)] + (3)[(4)(8)− (5)(7)]

= −3 + 12− 9

= 0

Definition 1.11 (Cross product). Let ~a = (a1, a2, a3) and ~b = (b1, b2, b3). Their
cross product is defined to be

~a×~b =

∣∣∣∣∣∣
î ĵ k̂
a1 a2 a3

b1 b2 b3

∣∣∣∣∣∣
=

∣∣∣∣a2 a3

b2 b3

∣∣∣∣ î− ∣∣∣∣a1 a3

b1 b3

∣∣∣∣ ĵ +

∣∣∣∣a1 a2

b1 b2

∣∣∣∣ k̂
= (a2b3 − a3b2, a3b1 − a1b3, a1b2 − a2b1).

Here the vectors î = (1, 0, 0), ĵ = (0, 1, 0) and k̂ = (0, 0, 1) are the standard
unit vectors. A hat instead of an arrow is written on top of each of them to mean
that they are unit vectors (vectors of length one).

Example 1.12.

î× ĵ =

∣∣∣∣∣∣
î ĵ k̂
1 0 0
0 1 0

∣∣∣∣∣∣
=

∣∣∣∣0 0
1 0

∣∣∣∣ î− ∣∣∣∣1 0
0 0

∣∣∣∣ ĵ +

∣∣∣∣1 0
0 1

∣∣∣∣ k̂
= 0̂i− 0ĵ + 1k̂ = k̂

Similarly, we can compute the cross products of other standard unit vectors:

î× î = ~0 î× ĵ = k̂ î× k̂ = −ĵ
ĵ × î = −k̂ ĵ × ĵ = ~0 ĵ × k̂ = î

k̂ × î = ĵ k̂ × ĵ = −î k̂ × k̂ = ~0
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The diagram below helps you to remember the cross products of standard unit
vectors.

Example 1.13. Let ~a = 2̂i+ 3ĵ + 5k̂,~b = î+ 2ĵ + 3k̂. Then

~a×~b =

∣∣∣∣∣∣
î ĵ k̂
2 3 5
1 2 3

∣∣∣∣∣∣
=

∣∣∣∣ 3 5
2 3

∣∣∣∣ î− ∣∣∣∣ 2 5
1 3

∣∣∣∣ ̂+

∣∣∣∣ 2 3
1 2

∣∣∣∣ k̂
= −î− ĵ + k̂

Find~b× ~a and~b×~b.

Cross product has the following properties.

Proposition 1.14. Let ~a,~b,~c ∈ R3, α, β ∈ R. Then

1. ~a× ~a = ~0

2. ~a×~b = −~b× ~a

3. (α~a+ β~b)× ~c = α~a× ~c+ β~b× ~c

4. Let θ be the angle between ~a,~b.

‖~a×~b‖ = ‖~a‖ ‖~b‖ sin θ = Area of the parallelogram spanned by ~a and~b.

5. (~a×~b) · ~a = (~a×~b) ·~b = 0.
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We will prove property 4 below. The other properties can be proved by straight-
forward computations or properties of determinant.

Remark. From property 4 above,

~a×~b = ~0 ⇔ Area of parallelogram = 0

⇔ ~a,~b lie on the same line
⇔ {~a,~b} is linearly dependent.

Hence, two non-zero vectors have zero cross product if and only if they are point-
ing the same or opposite directions.

Moreover:

• Area of the triangle spanned by ~a and~b =
1

2
‖~a×~b‖.

• If ~c, ~d ∈ R2, then

Area of the parallelogram spanned by ~c and ~d =

∣∣∣∣det

[
c1 c2

d1 d2

]∣∣∣∣
Proof of Proposition 1.14. By direct expansion,

‖~a×~b‖2 = ‖~a‖2‖~b‖2 − (~a ·~b)2

= ‖~a‖2‖~b‖2(1− cos2 θ)

= ‖~a‖2‖~b‖2 sin2 θ
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Since 0 ≤ θ ≤ π, we have sin θ ≥ 0 and so

‖~a×~b‖ = ‖~a‖ ‖~b‖| sin θ| = ‖~a‖ ‖~b‖ sin θ

Suppose ~a ×~b are non-zero. Then ~a and ~b are both non-zero. From property
5 above, ~a × ~b is perpendicular to both ~a and ~b. It can be shown that ~a,~b,~a × ~b
satisfy the right hand rule.

Example 1.15. Let A = (1, 2, 1), B = (1,−1, 0) and C = (2, 3, 2) be points on a
plane P . Find a normal vector of P , i.e. a vector perpendicular to P .

Solution. The line segments AB and AC both lie on P . Hence, the cross product−→
AB ×

−→
AC is perpendicular to P .
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−→
AB = (1,−1, 0)− (1, 2, 1) = (0,−3,−1)
−→
AC = (2, 3, 2)− (1, 2, 1) = (1, 1, 1)

−→
AB ×

−→
AC =

∣∣∣∣∣∣
î ĵ k̂
0 −3 −1
1 1 1

∣∣∣∣∣∣
=

∣∣∣∣ −3 −1
1 1

∣∣∣∣ î− ∣∣∣∣ 0 −1
1 1

∣∣∣∣ ĵ +

∣∣∣∣ 0 −3
1 1

∣∣∣∣ k̂
= [(−3)(1)− (−1)(1)] î− [(0)(1)− (−1)(1)] ĵ + [(0)(1)− (−3)(1)] k̂

= −2̂i− ĵ + 3k̂

Therefore, (−2,−1, 3) ⊥ P .

Another product closely related to cross product is also defined for vectors in
R3.

Definition 1.16. The triple product of ~a,~b,~c ∈ R3 is defined to be ~a · (~b× ~c).

From this definition, it is easy to see that

~a · (~b× ~c) = (a1, a2, a3) ·

∣∣∣∣∣∣
î ĵ k̂
b1 b2 b3

c1 c2 c3

∣∣∣∣∣∣
= (a1, a2, a3) ·

( ∣∣∣∣b2 b3

c2 c3

∣∣∣∣ ,− ∣∣∣∣b1 b3

c1 c3

∣∣∣∣ , ∣∣∣∣b1 b2

c1 c2

∣∣∣∣ )
= a1

∣∣∣∣b2 b3

c2 c3

∣∣∣∣− a2

∣∣∣∣b1 b3

c1 c3

∣∣∣∣+ a3

∣∣∣∣b1 b2

c1 c2

∣∣∣∣
=

∣∣∣∣∣∣
a1 a2 a3

b1 b2 b3

c1 c2 c3

∣∣∣∣∣∣
It follows from this formula that a triple product depends on the order of its factors.
From properties of determinant,

~a · (~b×~c) = ~b · (~c×~a) = ~c · (~a×~b) = −~a · (~c×~b) = −~b · (~a×~c) = −~c · (~b×~a)

Proposition 1.17. Three vectors ~a,~b and ~c in R3 determine a parallelepiped as
below.
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Its volume can be computed using triple product:

|~a · (~b× ~c)| = Volume of parallelepiped spanned by ~a,~b,~c.

Proof of Proposition 1.17. Consider the parallelogram spanned by ~b and ~c as the
base of the parallelopiped. Let α be the angle between ~a and ~b × c. Suppose
α 6 π/2.

Then:

~a · (~b× ~c) = ‖~a‖‖~b× ~c‖ cosα

= ‖~b× ~c‖h
= Base Area × height
= Volume of parallelepiped

The case for π/2 < α 6 π can be done similarly. In that case,

~a · (~b× ~c) = − Volume of parallelepiped
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Remark.

~a · (~b× ~c) =

∣∣∣∣∣∣
a1 a1 a3

b1 b2 b3

c1 c2 c3

∣∣∣∣∣∣ = 0⇐⇒ Volume of parallelepiped = 0

⇐⇒ {~a,~b,~c} is linearly dependent

Consider a tetrahedron with vertices A,B,C,D ∈ R3. To find a formula
of its volume, we compare the tetrahedron with the parallelopiped spanned by−→
AB,
−→
AC,
−−→
AD.

Volume of Tetrahedron =
1

3
· Area(4ABC) · height

=
1

3
· 1

2
· (Area of parallelogram spanned by

−→
AB,
−→
AC) · height

=
1

6
· Volume of Parallelepiped

=
1

6

∣∣∣−→AB · (−→AC ×−−→AD)
∣∣∣

Example 1.18. Let A = (1, 0, 1), B = (1, 1, 2), C = (2, 1, 1), D = (2, 1, 3). Find
the volume of the tetrahedron ABCD.

Solution.
−→
AB = (1, 1, 2)− (1, 0, 1) = (0, 1, 1)
−→
AC = (2, 1, 1)− (1, 0, 1) = (1, 1, 0)
−−→
AD = (2, 1, 3)− (1, 0, 1) = (1, 1, 2)

Their triple product is:

(
−→
AB ×

−→
AC) ·

−−→
AD =

∣∣∣∣∣∣
0 1 1
1 1 0
1 1 2

∣∣∣∣∣∣ = −2
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and so:
Volume of the tetrahedron ABCD =

1

6
· |2| = 1

3
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MATH 2010 Chapter 2

2.1 Linear Objects in Rn

In this section, we will study linear objects in Rn. Typical examples are 1-
dimensional lines and 2-dimensional planes. We will also look at their higher
dimensional analog.

2.1.1 Line
Consider the line L passing through A = (1, 0) and B = (0, 2) in R2.

Two standard ways to represent L is

• Equation form

2x+ y = 2

• Parametric form

(x, y) =
−→
OA+ t

−→
AB

= (1, 0) + t(−1, 2)

= (1− t, 2t)

Varying t ∈ R gives all the points X on L.
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• Symmetric form The parametric equation above implies x = 1− t
y = 2t

⇒

 t =
x− 1

−1
t =

y

2

By eliminating t from the parametric form, we obtain another way to repre-
sent L. It is called the symmetric form :

x− 1

−1
=
y − 0

2

2.1.2 Parametric form of a line in Rn

Let L be a line in Rn. Let A be a point on it with ~a =
−→
OA and ~v is a vector

representing a direction of L. Then A parametric form of L is given by

~x = ~a+ t~v, t ∈ R is called a parameter

20



L is said to be parametrized by t ∈ R
Example 2.1. A line L passes through A = (1, 2, 3) and B = (−1, 3, 5). To find
a parametric form of L, we can take

~a = (1, 2, 3) and ~v =
−→
AB = (−1− 1, 3− 2, 5− 3) = (−2, 1, 2)

Hence, a parametric form is given by

(x, y, z) = (1, 2, 3) + t(−2, 1, 2)

Remark. 1. Parametric form is not unique. For instance,

(x, y, z) = (−1, 3, 5) + t(2,−1,−2) and (x, y, z) = (−1, 3, 5) + t(−4, 2, 4)

are two other parametrizations of L.

2. By eliminating t from the parametric equation, we get a symmetric form of
L

x− 1

−2
=
y − 2

1
=
z − 3

2

2.2 Planes in R3

A plane P in R3 can be uniquely determined by different sets of data, for example,

• 3 non-collinear points on P ; or

• A point on P and 2 linearly independent directions (not same or opposite) ;
or

• A point on P and a normal vector

We will study how to represent a plane in equation or parametric form. Suppose P
is a plane in R3, A is a point on it, ~u and ~v are two linearly independent directions
of it. Let ~a =

−→
OA. Then the position vector of any point on P is given by the sum

of ~a and a linear combination of ~u and ~v.
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Hence, a parametric form of P can be given by

~x = ~a+ s~u+ t~v

Here s, t ∈ R are parameters. By varying s, t ∈ R, we obtain all the points on P .
In another situation, suppose ~a = (a1, a2, a3) is a point on P and ~n = (n1, n2, n3)
is a normal vector of P (that is, a vector perpendicular to the plane P ). Let
~x = (x, y, z) ∈ R3. Then:

~x is on P ⇐⇒ ~x− ~a ⊥ ~n
⇐⇒ (~x− ~a) · ~n = ~0

⇐⇒ ~x · ~n = ~a · ~n

The plane P can be described by the equation

n1x+ n2y + n3z = a1n1 + a2n2 + a3n3

Remark. If (a, b, c) 6= ~0, the equation

ax+ by + cz = d

describes a plane in R3 with normal vector (a, b, c).

Normal Vector
IFRAME
Normal Vector as Cross Product
IFRAME

Example 2.2. Suppose P is a plane passing through

A = (0, 0, 1), B = (0, 2, 0), C = (−1, 1, 0)

Represent P using parametric and equation form.
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Solution. For parametric form,

−→
AB = (0, 2, 0)− (0, 0, 1) = (0, 2,−1)
−→
AC = (−1, 1, 0)− (0, 0, 1) = (−1, 1,−1)

Hence

(x, y, z) = (0, 0, 1) + s(0, 2,−1) + t(−1, 1,−1)

To represent P by an equation, we take

~n =
−→
AB ×

−→
AC =

∣∣∣∣∣∣
î ĵ k̂
0 2 −1
−1 1 −1

∣∣∣∣∣∣ = (−1, 1, 2) ⊥ P

Then for any point (x, y, z) on P ,

[(x, y, z)− (0, 0, 1)] · (−1, 1, 2) = 0

(−1)x+ (1)y + 2(z − 1) = 0

−x+ y + 2z = 2

Example 2.3. Let two planes in R3 be given:

a1x+ b1y + c1z = d1,

a2x+ b2y + c2z = d2,

where ~ni := 〈ai, bi, ci〉 6= ~0 (i = 1, 2).
Suppose ~n1 and ~n2 are not parallel to each other. Then, the two planes are

non-parallel, and the intersection of the two planes is a line parallel to the vector
~v = ~n1×~n2. Note that the vector ~v is nonzero, since ~n1 and ~n2 are by assumption
non-parallel.

Theorem 2.4. Given a plane in R3 corresponding to:

a(x− x0) + b(y − y0) + c(z − z0) = 0,

The (minimal) distance between a point P ∈ R3 and the plane is:

d =
∣∣∣Proj~n

−−→
P0P

∣∣∣ =

∣∣∣∣−−→P0P ·
~n

|~n|

∣∣∣∣ ,
where P0 = (x0, y0, z0) and ~n = 〈a, b, c〉.
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Example 2.5. Find the distance between A = (2, 1, 1) and the plane P : −x +
2y − z = −4.

Solution. From the equation of P , ~n = (−1, 2,−1) ⊥ P . Consider the line L
defined by

−→
X (t) =

−→
A + t~n = (2, 1, 1) + t(−1, 2,−1)

Let B = L ∩ P be the intersection of L and P .

Then B is the point of P closest to A. To find B, put:

−→
X (t) = (2− t, 1 + 2t, 1− t)

into the equation of P . Then:

−(2− t) + 2(1 + 2t)− (1− t) = −4⇒ 6t− 1 = −4⇒ 6t = −3⇒ t = −1

2

We have B =
−→
X (−1

2
) = (5

2
, 0, 3

2
). The distance between A and P is

= ‖
−→
AB‖ =

√(
5

2
− 2

)2

+ (0− 1)2 +

(
3

2
− 1

)2

=

√
6

2

Exercise 2.6. Find the distance between the lines

L1(s) = (−4, 9,−4) + s(4,−3, 0)

L2(t) = (5, 2, 10) + t(4, 3, 2)

Hint: Find A on L1, B on L2 such that
−→
AB ⊥ L1, L2
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2.2.1 Line in R3 by equations
Can we describe the a straight line in R3 by an equation? Note that each non-trivial
linear equation in x, y, z can only represent a plane. At least two such equations
are needed to describe a line. For instance,

Example 2.7. Consider the y-axis in R3. A point (x, y, z) is on the y-axis if and
only if both the x and z coordinates are zero. Hence, y-axis can be described using
the equations {

x = 0
z = 0

Geometrically, each of the equations x = 0 and z = 0 represents a plane in R3.
The y-axis is the intersection of the two planes.

IFRAME

Given a linear object, for example, a line or a plane, we can describe it us-
ing either parametric form or a system of linear equations. It is easy to convert
between the two using linear algebra.

Example 2.8. Let L be the line represented by the system{
x+ y + 6z = 6

x− y − 2z = −2

By Gaussian elimination, x
y
z

 =

 2
4
0

+ t

 −2
−4
1

 .
The solution describes L in parametric form.

Conversely, from the above parametric form
x = 2− 2t

y = 4− 4t

z = t

The first two equations imply 2x− y = 0 while the last two imply y = 4− 4z.
We obtain another set of linear equation representing L:{

2x− y = 0

y + 4z = 4
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2.2.2 Intersection of Planes
Example 2.9. Consider a system of three non-trivial equations of the form ax +
by + cz = d. Each of them represents a plane in R3. What can be their intersec-
tions?

• Case 1: Unique solution

• Case 2: Infinitely many solutions

• Case 3: No solution

• All three planes are parallel to each other.

IFRAME

• Only two planes are parallel to each other.

IFRAME

• The intersection of each pair of planes is a line and three such lines are
parallel to each other.

IFRAME

• Their intersection is a line.

IFRAME

• Their intersection is a point, e.g. the xy-plane, yz-plane and zx-plane inter-
sect at (0, 0, 0).

IFRAME

2.2.3 General linear objects in Rn

Similar to lines in R3, we need a system of equations to describe a 2-dimensional
plane in Rn when n ≥ 4. Generally in Rn, an equation of the form

~a · ~x = a1x1 + a2x2 + · · ·+ anxn = c, ~a 6= ~0

describes a hyperplane (dimension = n− 1) with normal vector ~a:
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A k-dimensional “plane” P (called k-plane) in Rn can be described in para-
metric form or by equation(s).

1. Parametric form

~x = ~q +
k∑
i=1

ti~vi

where

• ~q ∈ P
• ~v1, · · · , ~vk are k linearly independent vectors parallel to P

• t1, · · · , tk are parameters

2. n− k non-redundant equations

n∑
j=1

aijxj = ci for i = 1, 2, · · · , n− k

Here non-redundant means that the (n−k)×n coefficient matrix A = (aij)
has rank n− k. The solution of the system of n− k equations corresponds
to the intersection of the n− k hyperplanes.

2.3 Curves in Rn

Definition 2.10. Let I ⊆ R be an interval.
A curve in Rn is a continuous function:

~x : I −→ Rn
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That is, ~x is defined as:

~x(t) = (x1(t), x2(t), . . . , xn(t)), t ∈ R

where xi is a continuous real-valued function on I for each i.

IFRAME

Example 2.11. Let ~v : [−1, 1) −→ R2 be defined by ~v(t) = (t2, t). Then y2 =
t2 = x and the curve lies on the parabola x = y2.

IFRAME

Example 2.12. Let ~p, ~q ∈ R3, ~q 6= ~0. Define ~x : R −→ R3 by ~x(t) = ~p + t~q.
Then ~x(t) is a straight line.

Definition 2.13. A curve ~x : [a, b] −→ Rn is said to be:

• closed if ~x(a) = ~x(b).

• simple if ~x(t1) 6= ~x(t2) for any a ≤ t1 < t2 ≤ b, except possibly at
t1 = a, t2 = b.

Example 2.14.
~x : [1,∞) −→ R2,

~x(t) =

(
1

t
,

1

t2

)
, t ∈ R.

Definition 2.15. Let ~x(t) = (x1(t), x2(t), . . . , xn(t)), where xi are real-valued
functions. The derivative of ~x at t is:

~x′(t) = lim
h→0

~x(t+ h)− ~x(t)

h
.

For any a in the domain of ~x, if ~x′(a) exists, then ~x′(a) is called the tangent
vector of ~x at t = a.

IFRAME

Theorem 2.16. Let ~x(t) = (x1(t), x2(t), . . . , xn(t)). Then:

•
lim
t→a

~x(t) =
(

lim
t→a

x1(t), lim
t→a

x2(t), . . . , lim
t→a

xn(t)
)

• If ~x′(t) exists, then each xi is differentiable at t, and:

~x′(t) = (x′1(t), x′2(t), . . . , x′n(t)).
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In physics, if we let ~x(t) be the displacement (position) of a moving particle
at time t. Then:

• ~x′(t) is the velocity of the particle at time t.

• ~x′′(t) = (~x′)′ (t) is the acceleration of the particle at time t.

Example 2.17.

~x(t) = (cos t, sin t), 0 6 t 6 2π

~v(t) = ~x′(t) = (− sin t, cos t) ⊥ ~x(t)
~a(t) = ~x′′(t) = (− cos t,− sin t) = −~x(t)

Also speed = ‖~v(t)‖ = 1

Example 2.18. Let ~x : [1,∞)→ R2 be defined by

~x(t) =

(
1

t
,

1

t2

)
.

Then:

lim
t→∞

~x(t) =

(
lim
t→∞

1

t
, lim
t→∞

1

t2

)
= (0, 0)

Theorem 2.19. Let ~x(t), ~y(t) be curves in Rn, and c ∈ R a scalar constant. Let
f : R −→ R be a real-valued function.

1. (~x± ~y)′(t) = ~x′(t)± ~y′(t).

2. (c~x(t))′ = c~x′(t).

3. (f(t)~x(t))′ = f ′(t)~x(t) + f(t)~x′(t).

4. (~x(t) · ~y(t))′ = ~x′(t) · ~y(t) + ~x(t) · ~y′(t).

5. If n = 3,

(~x(t)× ~y(t))′ = ~x′(t)× ~y(t) + ~x(t)× ~y′(t).
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2.4 Arclength
IFRAME

Definition 2.20. Let ~x : [a, b] −→ Rn be a curve such that ~x′ exists and is contin-
uous on (a, b).

The arclength of ~x on [a, b] is:

S =

∫ b

a

‖~x′(t)‖dt

Remark. In physics, if ~x(t) is the displacement of a moving particle at time t,
then the arclength of ~x on [a, b] is the distance travelled by the particle over the
time period [a, b].

If ~x(t) = displacement at time t.
Then, ~x′(t) = velocity
and ‖~x′(t)‖ = speed.∫ b
a
‖~x′(t)‖dt = distance travelled.

From a mathematical point of view, approximate a curve by line segments:
Take: a = t0 < t1 < t2 < · · · < tn = b. Then,

S ≈
n∑
i=1

‖~x (ti)− ~x (ti−1)‖
(

Recall ~x′(t) := lim
h→0

~x(t+ h)− ~x(t)

h

)
≈

n∑
i=1

‖~x′ (ti)‖ (ti − ti−1)

Take Limit⇒ S =
∫ b
a
‖~x′(t)‖dt

Example 2.21 (Helix). ~x(t) = (cos t, sin t, t), t ∈ [0, 2π]
IFRAME

1. Find the tangent line of ~x at t = π

2. Find arclength of the helix.

Solution. 1.
~x(t) = (cos t, sin t, t)

~x′(t) = (− sin t, cos t, 1)

~x′(π) = (0,−1, 1)← direction of tangent

Also, ~x(π) = (−1, 0, π)← a point on tangent line

∴ Parametric form of tangent line

~x = (−1, 0, π) + t(0,−1, 1)
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2.

‖~x′(t)‖ =
√

(− sin t)2 + (cos t)2 + 12

=
√

2

⇒ S =

∫ 2π

0

‖~x′(t)‖ dt

=

∫ 2π

0

√
2dt

= [
√

2t]2π0

= 2
√

2π

Theorem 2.22. Arclength is independent of parametrization.

Example 2.23.

~x(t) = (t, t) 0 6 t 6 4

~y(t) = (t2, t2) 0 6 t 6 2

~x, ~y are two parametrization of the same line segment:

~x′(t) = (1, 1)

arclength of ~x(t)

=

∫ 4

0

‖~x′(t)‖dt

=

∫ 4

0

√
2dt

= 4
√

2

~y′(t) = (2t, 2t)

arclength of ~y(t)

=

∫ 2

0

‖~y′(t)‖dt

=

∫ 2

0

√
(2t)2 + (2t)2dt

=

∫ 2

0

2
√

2dt

= [
√

2t2]20

= 4
√

2

31



MATH 2010 Chapter 3

3.1 Polar Coordinates in R2

A point P = (x, y) ∈ R2 can be represented by:

r =
√
x2 + y2 = distance from origin.

θ = angel from the positive x− axis to
−→
OP in counter-clockwise direction.

If x, y > 0, then we can take θ = arctan
(
y
x

)
.

The angle formula above needs to be adjusted for points in other qudrants. For
example, if x < 0, y > 0 (Quadrant II), then:

θ = π + arctan
(y
x

)
Remark. • For P = (0, 0), we have r = 0, but θ is not (uniquely) defined.

• Different conventions for ranges of r and θ:

r ∈ [0,∞) or R

θ ∈ [0, 2π) or R

In this course, we usually take:

r ∈ [0,∞), θ ∈ R.

3.1.1 Change of Coordinates Fomula
If the polar coordinates for a point (x, y) is (r, θ), then:{

x = r cos θ;
y = r sin θ.
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3.1.2 Curves in Polar Coodinates
Example 3.1 (Circle with radius r0). Polar equation

r = r0

Parametric form {
r = r0

θ = t, t ∈ [0, 2π].

Example 3.2 (Half ray from origin). Polar equation

θ = θ0

Polar equation {
r = t, t ∈ [0,∞)
θ = θ0.

Example 3.3 (Archimedes Spiral). Let k > 0 be a constant
Polar equation

r = kθ

Polar equation {
r = kt, t ∈ [0,∞)

θ = t, t ∈ [0,∞)

Example 3.4.
r = 4 cos θ

IFRAME
Observe that the origin, corresponding to r = 0, θ = π/2, lies on the graph of

r = 4 cos θ. Hence, the solution set of r = 4 cos θ is equal to the solution set of:

r2 = 4r cos θ,

which is equivalent to the Cartesian equation:

x2 + y2 = 4x

Completing the square, the equation above is equivalent to:

(x− 2)2 + y2 = 22,

which corresponds to the circle of radius 2 centered at (2, 0).
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Example 3.5.
r cos

(
θ − π

4

)
=
√

2.

(Hint: The graph is a straight line in the Cartesian plane.)

Example 3.6. IFRAME

It is sometimes convenient to allow r < 0 in polar coordinates.
For instance, to describe a line through the origin which forms an angle of π/6

with the positive x-axis, we can simply describe it as the graph of:

θ = π/6

with the assumption that r ∈ R.
(If we only let r ≥ 0, then we only get "half" a line.)

Example 3.7. Let a > 1 be constant. Consider:

r = 1− acosθ

If we require that r ≥ 0, then the equatio above only possibly holds for θ ∈
[δ, 2π − δ], where δ = arccos(1/a).

IFRAME
On the other hand, of we let allow r to also be negative, then for any θ ∈ [0, 2π]

there is an r for which the equation holds. The resulting graph would have one
extra "loop".

IFRAME

3.2 Coordinate Systems in R3

Definition 3.8. Given a point P ∈ R3 with Cartesian coordinates (x, y, z).
The cylindrical coordinates of P is:

(r, θ, z),

where (r, θ) are the polar coordinates of (x, y).

Hence,

x = r cos θ,

y = r sin θ,

z = z.

IFRAME
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Example 3.9. Let a, b ∈ R. A vertical helix with radius a may be described with
cylindrical coordinates as follows:

r = a
θ = t
z = bt

, t ∈ [0, 2π]

Definition 3.10. Given a point P ∈ R3 with Cartesian coordinates (x, y, z).
The spherical coordinates of P is:

(ρ, θ, φ),

where:

• ρ =
√
x2 + y2 + z2 is the distance between P and the origin.

• θ is the angle coordinate of the polar coordinates of (x, y) in the xy-plane.

• φ is the angle between the positive z-axis and
−→
OP .

Hence,

x = ρ sinφ cos θ,

y = ρ sinφ sin θ,

z = ρ cosφ.

IFRAME

Example 3.11 (Sphere).
ρ = 2.

Example 3.12 (Cone).
φ = π/4.

Example 3.13 (Half Plane).
θ = π/3.

Example 3.14 (Circle). Equations:{
ρ = 3,

φ = π/2.

Parametric Form:

(ρ, θ, φ)sph = (3, t, π/2), t ∈ [0, 2π].
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3.3 Topological Terminology
Let ~x0 ∈ Rn, ε > 0.

Definition 3.15. The open ball with radius ε centered at ~x0 is:

Bε(~x0) = {~x ∈ Rn : ‖~x− ~x0‖ < ε.}

The closed ball with radius ε centered at ~x0 is:

Bε(~x0) = {~x ∈ Rn : ‖~x− ~x0‖ ≤ ε.}

Let S ⊆ Rn.

Definition 3.16. • The interior of S is the set:

Int(S) = {~x ∈ Rn : Bε(~x) ⊂ S for some ε > 0.}

Points in Int(S) are called interior points of S.

• The exterior of S is the set:

Ext(S) = {~x ∈ Rn : Bε(~x) ⊂ Rn\S for some ε > 0.}

Points in Ext(S) are called exterior points of S.

• The boundary of S is the set:

∂S = {~x ∈ Rn : Bε(~x) ∩ S 6= ∅ and Bε(~x) ∩ Rn\S 6= ∅, for all ε > 0.}

Points in ∂(S) are called boundary points of S.

IMAGE

Example 3.17.

S =
{

(x, y) ∈ R2 : 1 < x2 + y2 ≤ 4
}
⊆ R2

Proposition 3.18. Let S ⊆ Rn. Then,

• Rn is the disjoint union of Int(S),Ext(S) and ∂S.

• Int(S) ⊆ S, Ext(S) ⊆ Rn\S.

Definition 3.19. A subset S ⊆ Rn is said to be

• open if for all x ∈ S, there exists ε > 0 such that Bε(x) ⊆ S.
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• closed if Rn\S is open.

Definition 3.20 (Closure). The closure of a set A ⊆ Rn is:

Ā = A ∪ ∂A

Remark. The closure of any set is always closed.

Theorem 3.21. A subset S ⊆ Rn is:

• open if and only if S = Int(S).

• closed if and only if S = Int(S) ∪ ∂S.

Example 3.22.
Subset S ⊆ Rn B1(0, 0) = {(x, y) ∈ R2 : x2 + y2 < 1} B1(0, 0) = {(x, y) ∈ R2 : x2 + y2 ≤ 1} S1 = {(x, y) ∈ R2 : x2 + y2 = 1} R2 ∅

Int(S)
Ext(S)
∂S

Open?
Closed?

Remark. • There are exactly two subsets of Rn which are both open and
closed:

Rn,∅

• Some subsets of Rn are neither open nor closed:

{(x, y) ∈ R2 : 1 < x2 + y2 ≤ 4} ⊆ Rn

(0, 1] ⊆ R
Q ⊆ R

Exercise : ∂Q = R.

Definition 3.23. A subset S ⊆ Rn is said to be:

• bounded if there exists M > 0 such that:

S ⊆ BM(~0) = {~x ∈ Rn : ‖~x‖ < M}

• unbounded if it is not bounded.

Definition 3.24. A subset S ⊆ Rn is said to be path-connected if any two points
in S can be connected by a curve in S.

Theorem 3.25 (Jordan Curve Theorem). A simple closed curve in R2 divides R2

into two path-connected components, with one bounded and one unbounded.
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MATH 2010 Chapter 4

4.1 Vector-Valued Functions in Multiple Variables
Let

~f : Ω −→ Rm,

be a vector-valued function, where Ω ⊆ Rn.

Definition 4.1. The graph of ~f is:

Graph(~f) =
{(
~x, ~f(~x)

)
: ~x ∈ Ω

}
⊆ Rn+m

4.1.1 Level Set
For a function ~f : Ω −→ Rm, Ω ⊆ Rn, in n variables, and ~c ∈ Rm, the level set
of ~f corresponding to ~c is the set of points (x1, x2, . . . , xn) ∈ Ω such that

~f(x1, x2, . . . , xn) = ~c

• If n = 2, then a level set of ~f is typically a curve in the xy-plane, and is
often called a level curve.

• If n = 3, then a level set is typically a surface in the xyz-space, and is often
called a level surface.

Example 4.2. f(x, y) = x2 + y2.

• For c = −2,−1, the level sets f(x, y) = x2 + y2 = c are empty.

• For c = 0, the level set f(x, y) = x2 + y2 = 0 consists of the single point
(0, 0).

• For c > 0, the level set f(x, y) = x2 + y2 = c is the circle in R2 centred at
the origin with radius

√
c.
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Each level set f(x, y) = c corresponds to (the projection onto the xy-plane
of) the intersection of the surface z = f(x, y) and the horizontal (hence “level”)
plane z = c:

IFRAME

4.2 Limits of Multivariable Functions
First, recall Closure.

Definition 4.3 (Limit). Let ~f : A −→ Rm be a vector-valued function onA ⊆ Rn.
For any ~a ∈ Ā, we say that: The limit of ~f at ~a is ~L

lim
~x→~a

~f(~x) = ~L

if: For all ε > 0, there exists δ > 0 such that:

‖~f(~x)− ~L‖ < ε

for all ~x ∈ A which satisfies 0 < ‖~x− ~a‖ < δ.
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Example 4.4. Let:
f : R2 −→ R,

f(x, y) = x+ y, (x, y) ∈ R2.

Then,
lim

(x,y)→(1,2)
f(x, y) = 3.

Proof of Example 4.4. Show that given any ε > 0, one can find δ > 0 such that if
0 < ‖(x, y)− (1, 2)‖ < δ, then |f(x, y)− 3| < ε.

Idea:
|f(x, y)− 3| = |(x− 1) + (y − 2)|

6 |x− 1|+ |y − 2|
‖(x, y)− (1, 2)‖ =

√
(x− 1)2 + (y − 2)2.

For example, for ε = 1, one can pick δ = 1
2
:

If ‖(x, y)− (1, 2)‖ < δ = 1
2
, then:

|x− 1| =
√

(x− 1)2 6
√

(x− 1)2 + (y − 2)2 <
1

2

|y − 2| =
√

(y − 2)2 6
√

(x− 1)2 + (y − 2)2 <
1

2

This implies that:

|f(x, y)− 3| 6 |x− 1|+ |y − 2| < 1

2
+

1

2
= 1 = ε

Similarly, for ε = 1
100

, one can pick δ = 1
200

In general, we need to do it for any ε > 0 For any given ε > 0, one can pick
δ = ε

2
. Then:

‖(x, y)− (1, 2)‖ < δ =
ε

2
⇒ |f(x, y)− 3| = |x+ y − 3| 6 |x− 1|+ |y − 2|

<
ε

2
+
ε

2
= ε

Hence, lim
(x,y)→(1,2)

f(x, y) = 3.

Example 4.5. Let:
f : R2 −→ R,

f(x, y) = x2 + y2, (x, y) ∈ R2.

Then,
lim

(x,y)→(0,0)
f(x, y) = 0.
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Proof of Example 4.5. For all ε > 0, we need to find δ > 0 such that:
if:

0 < ‖(x, y)− (0, 0)‖ =
√
x2 + y2 < δ,

then:
|f(x, y)− 0‖ =

∣∣x2 + y2
∣∣ < ε.

Exercise: Complete the rest of the proof.

Proposition 4.6. Let A ⊆ Rn, a ∈ A, ~f : A −→ Rm, where:

~f(~x) =


f1(~x)
f2(~x)

...
fm(~x)

 , fi : A −→ R.

Then,

lim
~x→~a

~f(~x) = ~L =


l1
l2
...
lm


if and only if

lim
~x→~a

fi(~x) = li

for i = 1, 2, . . . ,m.

Example 4.7. Let:
~f : R2 −→ R2

~f(x, y) =

[
x+ y

x2 + y2 + 1

]
, (x, y) ∈ R2.

Then,

lim
(x,y)→(1,2)

~f(x, y) =

[
lim(x,y)→(1,2) x+ y

lim(x,y)→(1,2) x
2 + y2 + 1

]
=

[
3
6

]
Proposition 4.8. Let f : A ⊆ Rn −→ Rm be a function. Let γ, ψ : R −→ Rn be
the parameterization of two paths in Rn, with γ(0) = ψ(0) = ~a. If lim

t→0

~f(γ(t)) or

lim
t→0

~f(ψ(t)) does not exist, or the two limits are not equal to each other, then the

limit lim
~x→~a

~f(~x) does not exist.

In fact:
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Theorem 4.9. lim
~x→~a

~f(~x) = ~L if and only if the limit of ~f(~x) at ~a along any path

through ~a exists and is equal to ~L.

Example 4.10. Consider lim
(x,y)→(0,0)

f(x, y), where:

f(x, y) =
xy

x2 + y2
.

Let:

γ(t) = (t, t), t ∈ R,
ψ(t) = (t,−t), t ∈ R.

Then,
γ(0) = ψ(0) = (0, 0),

and:

lim
t→0

f(γ(t)) = lim
t→0

t · t
t2 + t2

= lim
t→0

t2

2t2
=

1

2
,

lim
t→0

f(ψ(t)) = lim
t→0

t · (−t)
t2 + (−t)2

= lim
t→0
− t2

2t2
= −1

2
,

Since lim
t→0

f(γ(t)) 6= lim
t→0

f(ψ(t)), we conclude that the limit lim
(x,y)→(0,0)

xy

x2 + y2

does not exist.

Remark. Let ~a = (x0, y0). If limx→x0 f(x, y0) = limx→y0 f(x0, y) = L, it is not
necessarily true that lim

(x,y)→(x0,y0)
f(x, y) = L, or that the limit even exists.

Example 4.11.
f : R2 −→ R

f(x, y) =

{
1 if 0 < y < x2

0 otherwise

Find lim(x,y)→~a f(x, y), where:

1. ~a = (0, 1)

2. ~a = (1, 1)

3. ~a = (0, 0)
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4.2.1 Proporties of Limits
If all limits on the right-hand side exists, then the limit of the left-hand side exists
and the formula holds:

1. lim
~x→~a

(~f(x)± ~g(x)) = lim
~x→~a

~f(~x)± lim
~x→~a

~g(~x).

2. lim
~x→~a

k ~f(~x) = k lim
~x→~a

~f(~x) for any scalar constant k.

3. If ~f and ~g are real-valued, then lim
~x→~a

~f(~x)~g(~x) =
(

lim
~x→~a

~f(~x)
)(

lim
~x→~a

~g(~x)
)
.

4. lim
~x→~a

f(~x)

g(~x)
=

lim~x→~a ~f(~x)

lim~x→~a ~g(~x)
provided that lim~x→~a ~g(~x) 6= 0.

5.
lim
~x→~a

(f(~x))n =
(

lim
~x→~a

f(~x)
)n

for all n ∈ N = {1, 2, 3, . . .},

6.

lim
~x→~a

(f(x))1/n =
(

lim
~x→~a

f(~x)
)1/n

for all odd positive integers n.

7. If lim~x→~a f(~x) = L > 0, then

lim
~x→~a

(f(~x))1/n = L1/n

for all n ∈ N.

Theorem 4.12 (Squeeze Theorem). Let f, g, h : Ω −→ R be real-valued func-
tions on Ω ∈ Rn.

If:
g(~x) ≤ f(~x) ≤ h(~x)

for all ~x near ~a ∈ Ω, and

lim
~x→~a

g(~x) = lim
~x→~a

h(~x) = L,

then:
lim
~x→~a

f(~x) = L.

Corollary 4.13. If |f(~x)| ≤ g(~x) near ~a and lim
~x→~a

g(~x) = 0, then lim
~x→~a

f(~x) = 0.
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Example 4.14. Find:

lim
(x,y)→(0,0)

x cos

(
1

x2 + y2

)
.

Solution. Note:∣∣∣∣cos

(
1

x2 + y2

)∣∣∣∣ 6 1⇒
∣∣∣∣x cos

(
1

x2 + y2

)∣∣∣∣ 6 |x|
Also,

lim
(x,y)→(0,0)

|x| = 0.

Hence,

lim
(x,y)→(0,0)

x cos

(
1

x2 + y2

)
= 0

by the Squeeze Theorem.

Example 4.15. Find:

lim
(x,y)→(1,0)

(x− 1)2 lnx

(x− 1)2 + y2
.

Solution. Note: ∣∣∣∣ (x− 1)2 lnx

(x− 1)2 + y2

∣∣∣∣ =

∣∣∣∣ (x− 1)2

(x− 1)2 + y2

∣∣∣∣ · | lnx|
6 | lnx|

Also, lim(x,y)→(1,0) | lnx| = | ln(1)| = 0
By squeeze theorem,

lim
(x,y)→(1,0)

(x− 1)2 lnx

(x− 1)2 + y2
= 0

Remark. If a > b , then
ca 6 cb if c > 0
ca 6 cb if c < 0
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5.1 Finding Limits Using Polar Coordinates
Recall:

(x, y)←→ (r, θ)pol

with:
x = r cos θ

y = r sin θ

and:
(x, y) = (0, 0)⇐⇒ r = 0.

Example 5.1. Find:

lim
(x,y)→(0,0)

x3 + y3

x2 + y2
.

Solution.

= lim
r→0

r3 cos3 θ + r3 sin3 θ

r2 cos2 θ + r2 sin2 θ

= lim
r→0

r
(
cos3 θ + sin3 θ

)
= 0 (Squeeze theorem)

Example 5.2. Find:

lim
(x,y)→(0,0)

x2 + xy

2(x2 + y2)
.
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Solution.

= lim
r→0

r2 cos2 θ + r2 cos θ sin θ

2r2

= lim
r→0

cos2 θ + cos θ sin θ

2

=

{
1
2

if θ = 0
0 if θ = π

2

In other words, the function approach different values as (x, y) approaches (0, 0)
at different angles. Hence, the limit does not exist .

Example 5.3. Find:
lim

(x,y)→(0,0)
xy ln(x2 + y2).

Solution.

= lim
r→0

r2 cos θ sin θ ln(r2)︸ ︷︷ ︸
Observe that, as r → 0,

| cos θ sin θ| 6 1,

r2 → 0,

ln
(
r2
)
→ −∞.

Moreover: ∣∣r2 cos θ sin θ ln
(
r2
)∣∣ ≤ ∣∣r2 ln

(
r2
)∣∣

We have:

lim
r→0

r2 ln
(
r2
)

= lim
r→0

ln (r2)
1
r2

(
−∞
∞

)

= lim
r→0

2r
r2

− 2
r3

(L’ Hopital’s Rule)

= lim
r→0
−r2 = 0

By Squeeze theorem, it now follows that:

lim
(x,y)→(0,0)

xy ln
(
x2 + y2

)
= 0.
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5.2 Iterated Limits
Example 5.4. Consider:

f(x, y) =
x+ y

x− y

lim
x→0

lim
y→0

x+ y

x− y
= lim

x→0

x+ 0

x− 0

= 1.

On the other hand,

lim
y→0

lim
x→0

x+ y

x− y
= lim

y→0

0 + y

0− y
= −1.

Moreover, lim(x,y)→(0,0)
x+y
x−y does not exist (Exercise ).

Remark. • In general, if lim
x→0

lim
y→0

f(x, y) and lim
y→0

lim
x→0

f(x, y) both exist and

are equal to each other, it does NOT follow that lim(x,y)→(0,0) f(x, y) exists.

Counter-example:

f(x, y) =

{
1 if x = y;

0 if x 6= y.

• Conversely, if lim(x,y)→(0,0) f(x, y) exists, it also does NOT follow that:

lim
x→0

lim
y→0

f(x, y), lim
y→0

lim
x→0

f(x, y)

both exist. Counter-example:

f(x, y) =

{
x cos 1

y
+ y cos 1

x
if (x, y) 6= (0, 0);

0 if (x, y) = (0, 0).

• If all three limits exist, then they are equal.

5.3 Continuity
Definition 5.5. We say that a function f : A −→ R in n variables is continuous
at ~a ∈ A if:

lim
~x→~a

f(~x) = f(~a).

47



Definition 5.6. A function ~f : A −→ R is continuous is f is continuous at every
point in its domain A.

Example 5.7. Each "coordinate function" fi : Rm −→ R, defined by:

fi(x1, x2, . . . , xm) = xi,

is continuous.

Theorem 5.8. Let k be a scalar constant. If f, g : A −→ R are continuous at
~a ∈ A, then:

• f + g, kf , fg are all continuous at ~a

• f

g
is continuous at ~a is g(~a) 6= 0.

Proof of Theorem 5.8. This follows from the properties of limits.

Corollary 5.9. All polynomial and rational functions (i.e. polynomial divided by
another polynomial) are continuous (on their domains).

Theorem 5.10. If f : A −→ R is continuous at ~a ∈ A, and g : I −→ R is a
single-variable real-valued function continuous at f(~a), then g ◦ f : A −→ R is
continuous at ~a.

In other words:

lim
~x→~a

g(f(~x)) = g
(

lim
~x→~a

f(~x)
)

= g(f(~a)).

Corollary 5.11. Every so-called "elementary function" (a function constructed
from constants, power functions, trigonometric, inverse trigonometric, exponen-
tial and logarithmic functions, via addition, subtraction, multiplication, division
and composition) is continuous at all points in its domain.

Example 5.12. • Every polynomial in n variables (e.g. f(x, y, z) = x2yz +
5yz2 + 16y3 − 8) is continuous everywhere.

• Every rational function in n variables is continuous at all points where the
function is defined.

• f(x, y) = ecos(x2+y2) is continuous at all (x, y) ∈ R2.

• f(x, y) =
1√
x2 + y

is continuous at all (x, y) ∈ R2 such that x2 + y > 0.
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Example 5.13. • Consider:

g(x, y) =
x4 − y4

x2 + y2
.

Since x2 + y2 = 0⇔ (x, y) = (0, 0), the domain of g is R2\{(0, 0)}.

lim
(x,y→(0,0)

g(x, y) = lim
(x,y)→(0,0)

x4 − y4

x2 + y2

= lim
r→0

r4 cos4 θ − r4 sin4 θ

r2 cos2 θ + r2 sin2 θ

= lim
r→0

r2
(
cos2 θ − sin2 θ

)
= 0 (Sandwich theorem)

Hence, g can be extended to a continuous function on the whole R2 as
follows:

g(x, y) =

{
x4−y4
x2+y2

if (x, y) 6= (0, 0)

0 if (x, y) = (0, 0)

• On the other hand, consider:

f(x, y) =
xy + y3

x2 + y2

lim
(x,y)→(0,0)

y=mx

f(x, y) = lim
(x,y)→(0,0)

y=mx

xy + y3

x2 + y2

= lim
x→0

mx2 +m3x3

x2 +m2x2

= lim
x→0

m+m3x

1 +m2

=
m

1 +m2
=

{
0, if m = 0
1
2

if m = 1

Since the limit varies with slope, lim
(x,y)→(0,0)

f(x, y) does not exist.

The function f cannot be extended to a function defined on R2.

5.4 Partial Derivatives
Definition 5.14. Let f : A −→ R be a function on an open region A ∈ Rn,
~a = (a1, a2, . . . , an) ∈ A. For i = 1, 2, . . . , n, we define the partial derivative

49



with respect to xi of f at ~a to be:

∂f

∂xi
(~a) =

 d

dxi
f(a1, a2, . . . , ai−1, xi︸︷︷︸

i-th coordinate

, ai+1, . . . , an)

∣∣∣∣∣∣
xi=ai

= lim
h→0

f(a1, a2, . . . , ai−1, ai + h, ai+1, . . . , an)− f(~a)

h

Observe that as ~a varies, the correspondence:

~a 7→ ∂f

∂xi
(~a)

defines a real-valued function on a subsetA′ ofA consisting of those points ~a ∈ A
where ∂f

∂xi
(~a) is defined.

We have therefore a multivariable function defined as follows:

Definition 5.15.
∂f

∂xi
: A′ −→ R,

∂f

∂xi
(x1, x2, . . . , xn)

= lim
h→0

f(x1, x2, . . . , xi−1, xi + h, xi+1, . . . , xn)− f(x1, x2, . . . , xn)

h
.

Notation. Other notations for
∂f

∂xi
are:

fxi , ∂if, Dif, ∇if

IFRAME

Example 5.16.
f(x, y) = x2 + y2

∂f

∂x
= 2x+ 0 = 2x (Regard y as a constant)

∂f

∂y
= 0 + 2y = 2y (Regard x as a constant)

In particular:
∂f

∂x
(1,−1) = 2(1) = 2 > 0

∂f

∂y
(1,−1) = 2(−1) = −2 < 0

This means that f(x, y) increases as x increases at (1,−1), and it decreases as y
increases at (1,−1).
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Example 5.17.
f(x, y, z) = xy2 − cos(xz)

Find fx, fy, fz.

Solution.
fx = y2 + z sin(xz)

fy = 2xy + 0 = 2xy

fz = 0 + x sin(xz) = x sin(xz)

Example 5.18.

f(x, y) =

{
1 if xy ≥ 0;

0 if xy < 0.

Find
∂f

∂x
(1, 1),

∂f

∂x
(0, 1),

∂f

∂x
(0, 0).

Solution.
∂f

∂x
: Fix y, differentiate f(x, y) with respect to x.

Along y = 1

f(x, 1) =

{
1 if x > 0
0 if x < 0

Hence:
∂f

∂x
(1, 1) = 0,

and:
∂f

∂x
(0, 1) DNE

Along y = 0 We have f(x, 0) = 1 for all x ∈ R. This implies that:

∂f

∂x
(0, 0) = 0.

Remark. In the previous example, we can similarly conclude that:
∂f

∂y
(0, 0) = 0.

Also, it may be shown that f is not continuous at (0, 0) (exercise ).

Hence, in general, the existence of
∂f

∂x
and

∂f

∂y
at a point P does not imply

that f is continuous at P .
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5.5 Higher Order Partial Derivatives

Since,
∂f

∂xi
is itself a function in n variables, we can consider its partial derivative

with respect to any of the variables xj . We can likewise further consider partial
derivatives of that partial derivative, and so on. The notation is as follows:

∂2f

∂x2
i

= fxixi :=
∂

∂xi

(
∂f

∂xi

)
.

For j 6= i,
∂2f

∂xj∂xi
= fxixj :=

∂

∂xj

(
∂f

∂xi

)
.

For m ∈ N,
∂mf

∂xmi
= fxixi · · ·xi︸ ︷︷ ︸

m times

:=
∂

∂xi

(
∂m−1f

∂xm−1
i

)
For i1, i2, . . . , im ∈ {1, 2, 3, . . . , n},

∂mf

∂xim∂xim−1∂xim−2 · · · ∂xi1
= fxiixi2 ···xim :=

∂

∂xim

(
∂m−1f

∂xim−1∂xim−2 · · · ∂xi1

)
.

Example 5.19. Find all first and second order partial derivatives of:

f(x, y) = x sin y + y2e2x

Solution.
fx = sin y + 2y2e2x

fy = x cos y + 2ye2x

fxx = (fx)x = 4y2e2x

fxy = (fx)y = cos y + 4ye2x

fyx = (fy)x = cos y + 4ye2x

fyy = (fy)y = −x sin y + 2e2x

Is fxy = fyx a coincidence?
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Example 5.20. Compute fxy(0, 0), fyx(0, 0) , where:

f(x, y) =


xy (x2 − y2)

x2 + y2
if (x, y) 6= (0, 0)

0 if (x, y) = (0, 0)

Solution. By definition, fxy = (fx)y.

So, fxy(0, 0) = limk→0
fx(0, k)− fx(0, 0)

k
Need to find: fx(0, k) for k 6= 0 and fx(0, 0) for k 6= 0,

f =
xy (x2 − y2)

x2 + y2
near (0, k).

fx =
(x2 + y2) (3x2y − y3)− xy (x2 − y2) (2x)

(x2 + y2)2

near (0, k)
Hence:

fx(0, k) =
k2 (−k3)− 0

k4
= −k

fx(0, 0) = lim
h→0

f(h, 0)− f(0, 0)

h

= lim
h→0

0− 0

h
= 0

fxy(0, 0) = lim
k→0

fx(0, k)− fx(0, 0)

k

= lim
k→0

−k − 0

k
= −1

Similar calculation gives: fyx(0, 0) = 1.
(Alternatively, note that f(x, y) = −f(y, x). Hence fyx(0, 0) = −fxy(0, 0) =

1.)
Hence, in this example, fxy(0, 0) 6= fyx(0, 0)

Theorem 5.21 (Mixed Derivative Theorem). Let x and y be two of the variables
of a real-valued function f in multiple variables. If fxy and fyx exist and are
continuous on an open region containing a point ~a, then:

fxy(~a) = fyx(~a).

Proof of Mixed Derivative TheoremClairaut’s Theorem. We prove the theorem for
the special case where f : A −→ R has two variables (i.e. A ⊆ R2).

Without loss of generality, we may assume that ~a = (0, 0) ∈ A. We want to
show that:

fxy(0, 0) = fyx(0, 0)
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Let h, k be any positive real numbers such that [0, h]× [0, k] ⊆ A. Let:

α = (f(h, k)− f(h, 0))− (f(0, k)− f(0, 0))

Let:
g(x) = f(x, k)− f(x, 0), 0 ≤ x ≤ h.

Then:
α = g(h)− g(0),

and:
g′(x) = fx(x, k)− fx(x, 0).

By the Mean Value Theorem , there exists h1 ∈ (0, h) such that:

α

h
=
g(h)− g(0)

h
= g′(h1) = fx(h1, k)− fx(h1, 0).

By MVT again, there exists k1 ∈ (0, k) such that:

fx(h1, k)− fx(h1, 0)

k
= fxy(h1, k1).

Hence:
α = h [fx(h, k)− fx(h, 0)] = hkfxy(h1, k1).

Similarly, there exists (h2, k2) ∈ (0, h)× (0, k) such that:

α = hkfyx(h2, k2)

Hence, for any positive real numbers h, k sufficiently small, we have:

fxy(h1, k1) = fyx(h2, k2) (5.1)

for some (h1, k1), (h2, k2) lying the rectangle [0, h]× [0, k].
If we let (h, k)→ (0, 0), then (h1, k1), (h2, k2)→ (0, 0). So, from an intuitive

perspective, it follows from (5.1), and the continuity of fxy and fyx at (0, 0), that:

fxy(0, 0) = fyx(0, 0).

More rigorously:
Suppose fxy(0, 0) 6= fyx(0, 0). Then, d := |fxy(0, 0)− fyx(0, 0)| > 0.
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The continuity of fxy and fyx at (0, 0) implies that there exists δ > 0 such that
for all (x, y) ∈ Bδ(0, 0), we have:

|fxy(x, y)− fxy(0, 0)| < d/2

and
|fyx(x, y)− fyx(0, 0)| < d/2.

Hence, if we take (h, k) such that 0 < ‖(h, k)‖ < δ, then, (5.1) implies that the
intervals:

(fxy(0, 0)− d/2, fxy(0, 0) + d/2), (fyx(0, 0)− d/2, fyx(0, 0) + d/2),

have nonempty intersection (i.e. the common value fxy(h1, k1) = fyx(h2, k2) lies
in both intervals). This contradicts the assumption that the distance d between
fxy(0, 0) and fyx(0, 0) is nonzero.
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6.1 Differentiability
Definition 6.1. Let Ω ⊆ Rn be an open set, and f : Ω −→ R a real-valued
function on Ω. Let r be a non-negative integer.

The function f is said to be a Cr function if all partial derivatives of f up to
order r exist and are continuous on Ω.

The function f is said to be a C∞ function if it is Cr for any r ≥ 0.

Example 6.2. • f is C0 is if it continuous.

• f : R2 −→ R is C2 if:

f, fx, fy, fxx, fxy, fyx, fyy

are all defined and continuous everywhere.

Polynomials, rational functions, exponentials, logarithms, trigonometric func-
tions, and their sum/difference/product quotient/compositions are all C∞ func-
tions on any open set where all partial derivatives of all orders are defined.

For example:
f(x, y) = ex

2−y sin
x

y

is C∞ on:
Ω =

{
(x, y) ∈ R2 : y 6= 0

}
Theorem 6.3 (Generalization of Clairaut’s Theorem). Let r be a non-negative in-
teger. If a function f isCr on an open set Ω ⊆ Rn, then the order of differentiation
does not matter for all partial derivatives of order up to r.

Example 6.4. If f(x, y, z) is C3, then:

fxz = fzx, fxyz = fyzx = fzyx, fxxy = fxyx = fyxx
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6.1.1 Differentiability for Functions in One Variable
Recall the following definition of differentiability in one-variable calculus: A
function f : R −→ R is differentiable at a if:

f ′(a) := lim
x→a

f(x)− f(a)

x− a
exists. In geometric terms, this means that the graph y = f(x) of f "resembles"
the line y = L(x) with slope f ′(a) which passes through (x, f(a)):

f(x) ≈ L(x) := f(a) + f ′(a)(x− a)

for x "near" a.
The degree 1 polynomial L(x) is called the linear approximation (or lin-

earization) of f at x = a. The error of the approximation is simply the difference:

ε(x) = f(x)− L(x) = f(x)− f(a)− f ′(a) (x− a)︸ ︷︷ ︸
∆x

.

Observe that:
ε(x)

x− a
=
f(x)− f(a)

x− a
− f ′(a).

Hence,

lim
x→a

ε(x)

x− a
= f ′(a)− f ′(a) = 0,

which is equivalent to:

lim
x→a

ε(x)

|x− a|
= 0.

This motivates an equivalent formulation of differentiability for functions in one
variable, namely:

A real-valued function f is differentiable if there exists a line y = L(x) such
that the "error of approximation" ε(x) := f(x)− L(x) satisfies the condition:

lim
x→a

ε(x)

|x− a|
= 0.

The benefit of such a formulation is that it readily extends to a definition of differ-
entiability for functions in multiple variables.

Consider a function f : R2 −→ R is two variables. A possible formulation for
the differentiability of f at (a, b) is as follows:

There exists a plane L(x, y) = f(a, b) + C(x − a) + D(y − b) which well
approximates f(x, y) near (x, y) = (a, b), in the sense that:

lim
(x,y)→(a,b)

f(x, y)− L(x, y)

‖(x− a, y − b)‖
= 0.
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Notice that if the limit above exists, then the limit along every path towards (a, b)
must be the same, in particular, fixing y = b and letting x→ a+:

0 = lim
(x,b)→(a+,b)

f(x, b)− L(x, y)

‖(x− a, b− b)‖

= lim
x→a+

f(x, b)− L(x, b)

|x− a|

= lim
x→a+

f(x, b)− L(x, b)

x− a

= lim
x→a+

f(x, b)− f(a, b)− C(x− a)

x− a

= lim
x→a+

f(x, b)− f(a, b)

x− a
− C

This implies that:

lim
x→a+

f(x, b)− f(a, b)

x− a
= C

and likewise:

lim
x→a−

f(x, b)− f(a, b)

x− a
= C

Hence, for the plane L to even have a chance to well approximate f near (a, b),
the partial derivative:

fx(a, b) = lim
x→a

f(x, b)− f(a, b)

x− a

must exist, and the coefficientC must be equal to fx(a, b). Similarly, fy(a, b) must
exist and be equal to D.

The only candidate for a plane which well approximates f near (a, b) is there-
fore:

L(x, y) = f(a, b) + fx(a, b)(x− a) + fy(a, b)(y − b),

provided that fx(a, b) andfy(a, b) both exist.
Note that this is a necessary but not sufficient condition for f to be well ap-

proximated by a plane near (a, b).

6.1.2 Differentiability for Function in Multiple Variables
Definition 6.5. Let Ω ⊆ Rn be an open set. Let ~a = (a1, a2, . . . , an) ∈ Ω. A
function f : Ω −→ R is said to be differentiable at ~a if:

• Each first order partial derivative fxi(~a) exists, for i = 1, 2, . . . , n.
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• For:

L(~x) = f(~a) +
n∑
i=1

fxi(~a)(xi − ai)

(i.e. L is the linear approximation of f at ~a), and:

ε(~x) = f(~x)− L(~x)

(i.e. "error" of the approximation), we have:

lim
~x→~a

ε(~x)

‖~x− ~a‖
= 0.

Remark. Observe that:

• L(~x) is a polynomial of degree ≥ 1.

• L(~a) = f(~a).

• ∂L

∂xi
(~a) =

∂f

∂xi
(~a), for i = 1, 2, . . . , n.

• The graph y = L(~x) is the n-dimensional "tangent plane" to y = f(~x) at
(~a, f(~a)), in exact analogy to the fact that y = f(a) + f ′(a)(x − a) is the
tangent line to the graph y = f(x) of a differentiable function f at (a, f(a))
in one-variable calculus.

Example 6.6. Let f(x, y) = x2y.

1. Show that f is differentiable at (1, 2).

2. Approximate f(1.1, 1.9) using linearization

3. Find tangent plane of z = f(x, y) at (1, 2, f(1, 2)) = (1, 2, 2).

Solution. 1. Since:

∂f

∂x
= 2xy,

∂f

∂y
= x2,

∂f

∂x
(1, 2) = 4,

∂f

∂y
(1, 2) = 1,

the linearization of f at (1, 2) is:

L(x, y) = f(1, 2) +
∂f

∂x
(1, 2)(x− 1) +

∂f

∂y
(1, 2)(y − 2)

= 2 + 4(x− 1) + (y − 2)
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with error term:

ε(x, y) = f(x, y)− L(x, y)

= x2y − 2− 4(x− 1)− (y − 2)

To show that f is differentiable at (1, 2), we compute the limit:

lim
(x,y)→(1,2)

ε(x, y)

‖(x, y)− (1, 2)‖

= lim
(x,y)→(1,2)

x2y − 2− 4(x− 1)− (y − 2)√
(x− 1)2 + (y − 2)2

Let h = x− 1, k = y − 2.

= lim
(h,k)→(0,0)

(1 + h)2(2 + k)− 2− 4h− k√
h2 + k2

= lim
(h,k)→(0,0)

h2k + 2hk + 2h2

√
h2 + k2

Let h = r cos θ, k = r sin θ

= lim
r→0

r3 cos2 θ sin θ + 2r2 cos θ sin θ + 2r2 cos2 θ

r

= lim
r→0

r2 cos2 θ sin θ + 2r cos θ sin θ + 2r cos2 θ

= 0 by Sandwich theorem

Hence, f is differentiable at (1, 2).
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2. Using the linearization L of f at (1, 2) we have:

f(1.1, 1.9) ≈ L(1.1, 1.9)

= 2 + 4(1.1− 1) + (1.9− 2)

= 2 + 0.4 + (−0.1)

= 2.3

Compare: f(1, 1, 1.9) = 2.299.

3. The tangent plane to z = f(x, y) at (1, 1, 2) is:

z = L(x, y)

= 2 + 4(x− 1) + (y − 2)

z = −4 + 4x+ y

Exercise 6.7. Is f(x, y) =
√
|xy| differentiable at (0, 0)?

Solution.
∂f

∂x
(0, 0) = lim

h→0

f(h, 0)− f(0, 0)

h
= lim

h→0

0− 0

h
= 0

Similarly:
∂f

∂y
(0, 0) = 0

Hence,

L(x, y) = f(0, 0) +
∂f

∂x
(0, 0)(x− 0) +

∂f

∂y
(0, 0)(y − 0)

= 0 + 0 + 0 = 0.

So, L(x, y) is the zero function.
The error term is:

ε(x, y) = f(x, y)− L(x, y) =
√
|xy|
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So,

lim
(x,y)→(0,0)

ε(x, y)

‖(x, y)− (0, 0)‖
= lim

(x,y→0,0)

√
|xy|√

x2 + y2

= lim
r→0

√
|r2 cos θ sin θ|

r

= lim
r→0

√
| cos θ sin θ|,

which varies with θ. Hence, the limit does not exist.
We conclude that f is not differentiable at (0, 0).

Theorem 6.8. If a real-valued function f in multiple variables is differentiable at
~a, then f is continuous at ~a.

Proof of Theorem 6.8. Let L be the linear approximation of f at ~a, that is:

f(~x) = L(~x) + ε(~x)

By definition of differentiability, we have:

lim
~x→~a

ε(~x)

‖~x− ~a‖
= 0

Hence,

lim
~x→~a

ε(~x) = lim
~x→~a

ε(~x)

‖~x− ~a‖
· ‖~x− ~a‖

= lim
~x→~a

ε(~x)

‖~x− ~a‖
· lim
~x→~a
‖~x− ~a‖

= 0 · 0 = 0.

It now follows that:

lim
~x→~a

f(~x) = lim
~x→~a

L(~x) + lim
~x→~a

ε(~x)

= lim
~x→~a

f(~a+ lim
~x→~a

(
n∑
i=1

fxi(~a)(xi − ai)

)
︸ ︷︷ ︸

=0

+0

= f(~a).
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MATH 2010 Chapter 7

7.1 Differentiability, Gradient
Theorem 7.1. If f, g : Ω ⊆ Rn → R are differentiable at ~a ∈ Ω. Then:

1. f(~x)± g(~x), cf(~x), f(~x)g(~x) are differentiable at ~a.

2.
f(~x)

g(~x)
is differentiable at ~a if g(~a) 6= 0.

3. (Special case of Chain Rule) Let h(x) be a one-variable function which is
differentiable at f(~a). Then, h ◦ f is differentiable at ~a.

~a 7−→ f(~a) 7−→ (h ◦ f)(~a)

4. Any constant function f(~x) = c is differentiable.

5. Coordinate functions f(~x) = xi are differentiable.

Remark. We will discuss general case of chain rule later

Proof of 1,2,3 are similar to those for one variable. (MATH 2050)
The results above give many examples of differentiable functions:

• Polynomials (Sum of products of xi )

e.g. 4x3y2 + xy2 − xyz + z2 (deg 5)

• Rational functions (Quotient of polynomials) e.g.
x3y + z

x2 + y2 + z2 + 1

• If f(~x) is differentiable, then the followings are differentiable:

ef(~x), sin(f(~x)), cos(f(~x))

ln(f(~x)) where f(~x) > 0
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√
f(~x) where f(~x) > 0

ln |f(~x)| where f(~x) 6= 0

e.g.
e
√

4+sin(x2+xy)

ln (1 + cos(x2y))
is differentiable on its domain.

Theorem 7.2. If a function f isC1 on an open set Ω ⊆ Rn, then f is differentiable
on Ω.

Remark. The theorem provides a simple way to verify differentiability if all
∂f

∂xi
can be easily shown to be continuous.

e.g. f(x, y, z) = xex+y − log(x+ z). The domain of f :{
(x, y, z) ∈ R3 : x+ z > 0

}
is open.

∂f

∂x
= ex+y + xex+y − 1

x+ z

∂f

∂y
= xex+y

∂f

∂z
= − 1

x+ z

Hence,
∂f

∂x
,
∂f

∂y
,
∂f

∂z
are all continuous on the open domain of f .

So, f is C1, and by the theorem is it is differentiable.

Proof of Theorem 7.2. We prove the theorem for the special case where f has two
variables.

Let B be an open ball centered at (a, b) such that fx, fy are defined on B.
For each fixed x ∈ B, viewing f(x, y) as a one-variable function in y, by the

MVT there exists k between b and y such that:

f(x, y)− f(x, b) = fy(x, k)(y − b).

Likewise, for fixed y = b, there exists h between a and x such that:

f(x, b)− f(a, b) = fx(h, b)(x− a).

Hence,
f(x, y)− f(a, b) = f(x, y)− f(x, b)︸ ︷︷ ︸

fy(x,k)(y−b)

+ f(x, b)− f(a, b)︸ ︷︷ ︸
fx(h,b)(x−a)
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We have:∣∣∣∣ ε(x, y)

‖(x− a, y − b)‖

∣∣∣∣= ∣∣∣∣f(x, y)− f(a, b)− fx(a, b)(x− a)− fy(a, b)(y − b)
‖(x− a, y − b)‖

∣∣∣∣
=

∣∣∣∣ [fy(x, k)− fy(a, b)](y − b) + [fx(h, b)− fx(a, b)](x− a)

‖(x− a, y − b)‖

∣∣∣∣
≤
∣∣∣∣ [fy(x, k)− fy(a, b)](y − b)

‖(x− a, y − b)‖

∣∣∣∣+

∣∣∣∣ [fx(h, b)− fx(a, b)](x− a)

‖(x− a, y − b)‖

∣∣∣∣
≤ |fy(x, k)− fy(a, b)|+ |fx(h, b)− fx(a, b)|

Take the limit of both sides of the above inequality as (x, y) → (a, b). Then,
(x, k), (h, b) → (a, b), and by the continuity of fx and fy at (a, b) the right-hand
side of the inequality tends to zero.

It follows that:

lim
(x,y)→(a,b)

ε(x, y)

‖(x− a, y − b)‖
= 0.

So, f is differentiable at (a, b).

7.2 Gradient and Directional derivative
Definition 7.3. Let Ω ⊆ Rn be open ,~a ∈ Ω, f : Ω → R. The gradient, or
gradient vector, of f at ~a is:

∇f(~a) =

(
∂f

∂x1

(~a), · · · , ∂f
∂xn

(~a)

)
∈ Rn

Example 7.4.
f(x, y) = x2 + 2xy

∇f(x, y) = (fx, fy) = (2x+ 2y, 2x)

∇f(1, 2) = (6, 2)

Remark. Using ∇f , the linearization of f at ~a can be expressed as:

L(~x) = f(~a) +
∑ ∂f

∂xi
(~a) (xi − ai)

= f(~a) +∇f(~a) · (~x− ~a)

Definition 7.5. Let Ω ⊆ Rn be open, ~a ∈ Ω, f : Ω→ R.
Let ~u ∈ Rn be an unit vector (i.e. ‖~u‖ = 1 ) The directional derivative of f

in the direction of ~u at ~a is:

D~uf(~a) = lim
t→0

f(~a+ t~u)− f(~a)

t
= the rate of change of f in the direction of ~u at the point ~a
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Example 7.6. e2 = (0, 1) ∈ R2

De2f(a, b) = lim
t→0

f ((a, b) + te2)− f(a, b)

t

= lim
t→0

f(a, b+ t)− f(a, b)

t

=
∂f

∂y
(a, b)

Remark. In general, if ei = (0, · · · , 0, 1, 0, · · · 0) ∈ Rn (with the i-th entry equal
1), then:

Deif(~a) =
∂f

∂xi
(~a).

Theorem 7.7. Suppose f is differentiable at ~a. Let ~u ∈ Rn be a unit vector .
Then:

D~uf(~a) = ∇f(~a) · ~u

Remark. Recall that if ~v 6= ~0 ∈ Rn, then the unit vector
~v

‖~v‖
is essentially the

direction of ~v.

Example 7.8. Let f(x, y) = arcsin

(
x

y

)
.

Find the rate of change of f at (1,
√

2) in the direction of ~v = (1,−1).

Solution. Let ~u =
~v

‖~v‖
=

(
1√
2
,− 1√

2

)
.

Recall:
d

dz
(arcsin z) =

1√
1− z2

.

Hence.
∂f

∂x
=

1√
1−

(
x
y

)2
· 1

y
,

∂f

∂y
=

1√
1−

(
x
y

)2
· −x
y2
.

Note that: f,
∂f

∂x
,
∂f

∂y
are continuous near (1,

√
2).

Hence, f is C1 near (1,
√

2)
So, f is differentiable at (1,

√
2).
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By the theorem above, it follows that:

D~uf(1,
√

2) = ∇f(1,
√

2) · ~u

=

(
∂f

∂x
(1,
√

2),
∂f

∂y
(1,
√

2)

)
·
(

1√
2
,− 1√

2

)
=

(
1,− 1√

2

)
·
(

1√
2
,− 1√

2

)
=

1√
2

+
1

2

Proof of Theorem 7.7. Suppose f is differentiable at ~a.
Let L(~x) be the linearization of f(~x) at ~a.
Then,

f(~x) = L(~x) + ε(~x)

= f(~a) +∇f(~a) · (~x− ~a) + ε(~x)

Put ~x = ~a+ t~u :

f(~a+ t~u) = f(~a) +∇f(~a) · (t~u) + ε(~a+ t~u)

.
Then,

D~uf(~a) = lim
t→0

f(~a+ t~u)− f(~a)

t

= lim
t→0

∇f(~a) · (t~u) + ε(~a+ t~u)

t

= ∇f(~a) · ~u+ lim
t→0

ε(~a+ t~u)

t

Differentiability of f at ~a implies that:

lim
t→0

∣∣∣∣ε(a+ t~u)

t

∣∣∣∣ = lim
t→0

|ε(a+ t~u)|
‖(~a+ t~u)− ~a‖

= 0,

It now follows that:

D~uf(~a) = ∇f(~a) · ~u+ 0 = ∇f(~a) · ~u.
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7.3 Geometric Meanings of∇f (~a)
Suppose f is differentiable at ~a and ‖~u‖ = 1. Then:

D~uf(~a) = ∇f(~a) · ~u.

By the Cauchy-Schwarz Theorem, we have:

|∇f(~a) · ~u| 6 ‖∇f(~a)‖‖~u‖ = ‖∇f(~a)‖

Also, if∇f 6= ~0, then:

−‖∇f(~a)‖ ≤ ∇f(~a) · ~u ≤ ‖∇f(~a)‖,

where each inequality is equality if and only if∇f(~a) is parallel to ~u.
This means that: f increases (resp. decreases) most rapidly in the direction of

∇f(~a) (resp. (−∇f(~a)), at the rate of ‖∇f(~a)‖.

7.4 Properties of the Gradient
Theorem 7.9. Let Ω ⊆ Rn be open. Suppose f, g : Ω ⊆ Rn −→ R are differen-
tiable, and c ∈ R is a constant. Then:

1. ∇(f + g) = ∇f +∇g

2. ∇(cf) = c∇f

3. ∇(fg) = g∇f + f∇g

4. ∇
(
f

g

)
=
g∇f − f∇g

g2
, provided that: g 6= 0

Proof of Theorem 7.9. Exercise.

Remark. In the definition of D~uf(~a), the vector ~u is assumed to be a unit vector.
It can also be generalized to D~vf(~a) for any vector ~v of any length.

In that case,

D~vf(~a) = lim
t→0

f(~a+ t~v)− f(~a)

t

and D~vf(~a) = ∇f(~a) · ~v.
Note that:

D~vf =

 ‖~v‖D~uf if ~v 6= ~0, ~u =
~v

‖~v‖
0 if ~v = ~0
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7.5 Total Differential
(of a real-valued function)

Let f : Ω ⊆ Rn → R be differentiable at ~a ∈ Ω.
Consider linearization at ~a :

f(~x) = f(~a) +
n∑
i=1

∂f

∂xi
(~a) (xi − ai) + ε(~x)

Denote:
∆f = f(~x)− f(~a),∆xi = xi − ai

Then,

∆f ≈
n∑
i=1

∂f

∂xi
(~a)∆xi.

The approximation is good up to first order, since:

lim
~x→a

ε(~x)

‖~x− ~a‖
= 0.

Classically, this first order approximated change is denoted by

df =
n∑
i=1

∂f

∂xi
(~a)dxi

and is called the total differential of f at ~a.

Example 7.10. Let V (r, h) = πr2h, the volume of a cylinder of radius r and
height h.

Observe that V is C1 on R2, hence it is differentiable everywhere.
We have:

dV =
∂V

∂r
dr +

∂V

∂h
dh

= 2πrhdr + πr2dh

For application:
Suppose we want to approximate change of V when (r, h) changes from
(r, h) = (3, 12) to (3 + 0.08, 12− 0.3)
Let

dr = ∆r = 0.08,

dh = ∆h = −0.3
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Then:
∆V ≈ dV ← approximated change

= 2πrhdr + πr2dh

= 2π(3)(12)(0.08) + π(3)2(−0.3)

= 3.06π ≈ 9.61

7.5.1 Properties of the Total Differential
Theorem 7.11. Suppose f, g : Ω ⊆ Rn → R are differentiable and c ∈ R is a
constant. Then:

1. d(f + g) = df + dg

2. d(cf) = c df

3. d (fg) = g df + f dg

4. d
(
f

g

)
=
g df − f dg

g2

Proof of Theorem 7.11. Exercise.

7.6 Summary: Differentiating a real-valued func-
tion f (~x) = f (x1, · · · , xn) at ~a ∈ Rn

7.6.1 Different types of derivatives

• Directional derivative: D~uf(~a) = limt→0
f(~a+ t~u)− f(~a)

t
for ‖~u‖ = 1

• Partial derivative:
∂f

∂xi
(~a) = Deif(~a) ei = (0, · · · , 0, 1, 0, · · · , 0)

• Gradient: ∇f(~a) =

(
∂f

∂x1

(~a), · · · , ∂f
∂xn

(~a)

)
• Total differential: df =

∑n
i=1

∂f
∂xi

(~a)dxi

• Higher derivatives: eg
∂2f

∂x1∂x2

= fx2x1

f isCk means f and all its partial derivatives up to order k exist and are continuous
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7.6.2 Linear Approximation of f(~x) near ~a
• L(~x) = f(~a) +∇f(~a) · (~x− ~a)

• f(~x) = L(~x) + ε(~x)

• f is differentiable at ~a if lim~x→~a
ε(~x)

‖~x− ~a‖
= 0⇒ df ≈ ∆f

7.6.3 Relations among derivatives
1. C∞ ⇒ · · · ⇒ Ck+1 ⇒ Ck ⇒ · · · ⇒ C1 ⇒ C0

2.
f is C1 on an open set containing ~a

⇓

f is differentiable at ~a.

⇓

D~uf(~a) = ∇f(~a) · ~u

⇓

D~uf(~a) exists for any unit vector ~u ∈ Rn

⇓
∂f

∂xi
(~a) exists for i = 1, · · · , n

3. All the⇒ in the reverse direction are false. See next slide for counter ex-
amples

Verify the following (counter-) example:

Example 7.12. f : R −→ R

f(x) =

{
x2 sin 1

x
if x 6= 0;

0 if x = 0.
f is differentiable on R but f ′(x) is not continuous at x = 0.
Simiarly,
g(x) = x2k−2f(x) is k-time differentiable but g(k)(x) is not continuous at

x = 0 .
Hence, k-time differentiable ; Ck

In particular, Ck−1 ; Ck

For a multivariable example, let: h(~x) = g (x1).
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Example 7.13. Let:

f(x, y) =


xy2

x2 + y4
if (x, y) 6= (0, 0).

0 if (x, y) = (0, 0).

Then, D~uf(0, 0) exists for any unit vector ~u ∈ R2 but f is not continuous at (0, 0).

Example 7.14. Let f(x, y) = |x+ y|.
Then, f is continuous on R2 but fx(0, 0), fy(0, 0) do not exist.

Example 7.15. Let f(x, y) =
√
|xy|.

Then, fx(0, 0), fy(0, 0) exist, butD~uf(0, 0) does not exist for any ~u 6= ±~e1,±~e2
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MATH 2010 Chapter 8

8.1 Matrix Multiplication

A be an m× n (m rows, n columns) matrix. Let b =

|~b
|

 be a (column) vector in

Rn.
If we view A as a collection of row vectors:

A =

a11 . . . a1n
... . . . ...

am1 . . . amn

 =

−~a1−
...

−~am−

 ,
then by definition of matrix multiplication we have:

A~b =

−~a1−
...

−~am−


|~b
|

 =

~a1 ·~b
...

~am ·~b

 ∈ Rm

Now let,B be an n×k matrix. Then, viewB as a collection of column vectors:

B =

 | |
~b1 · · · ~bk
| |

 ,
we have:

AB = A

 | |
~b1 · · · ~bk
| |

 =

 | |
A~b1 · · · A~bk
| |


Alternatively, we also have:

AB =

−~a1−
...

−~am−

B =

−~a1B−
...

−~amB−

 ,
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where:
~aiB = (~ai ·~b1, ~ai ·~b2, . . . , ~ai ·~bk)

Example 8.1.

A
q[

1 2
3 4

] B
q[

5 6 7
8 9 10

]
=

[
21 24 27
47 54 61

]

A

[
5
8

]
=

[
21
47

]
A

[
6
9

]
=

[
24
54

]
A

[
7
10

]
=

[
27
61

]
[
1 2

]
B =

[
21 24 27

] [
3 4

]
B =

[
47 54 61

]
8.2 Vector-valued Functions
Let ~f : Ω ⊆ Rn → Rm

~f(~x) =
(
f1(~x), · · · , fm(~x)

)
vector-valued

=

f1(~x)
...

fm(~x)


Suppose ∂fi

∂xj
(~a) exists for each i, j . For each 1 6 i 6 m,

fi(~x)
1×1

= fi(~a)
1×1

+∇fi(~a)
1×n

· (~x− ~a)
n×1

+ εi(~x)
1×1

~

Here, regard ∇fi(~a) as a row vector and ~x− ~a as a column vector,
in order to use multiplication Writing ~ for 1 6 i 6 m in a matrix:f1(~x)

...
fm(~x)

 =

f1(~a)
...

fm(~a)

+

−∇f1(~a)−
...

−∇fm(~a)−


︸ ︷︷ ︸
m×n matrix of ∂fi

∂xj

x1 − a1
...

xn − an

+

ε1(~x)
...

εm(~x)


︸ ︷︷ ︸

Errors

Definition 8.2. The Jacobian matrix of ~f at ~a is:

D~f(~a) =

−∇f1(~a)−
...

−∇fm(~a)−

 (m× n matrix )
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The linearization of ~f at ~a is:

~L(~x) = ~f(~a) +D~f(~a)(~x− ~a)

The function ~f is said to be differentiable at ~a if the error term:

~ε(~x) := ~f(~x)− ~L(~x)

of the linearization ~L of ~f satisfies:

lim
~x→~a

‖~ε(~x)‖
‖~x− ~a‖

= 0.

Remark. 1.

[D~f(~a)]ij =
∂fi
∂xj

(~a)

2.

~f(~x)
m×1

= ~f(~a)
m×1

+D~f(~a)
m×n

(~x− ~a)
n×1

+ ~ε(~x)
m×1

3. If f is real-valued (m = 1) , then

Df(~a) = ∇f(~a)

4. ‖~ε(~x)‖, ‖~x− ~a‖ are lengths in Rm,Rn, respectively.

5.

lim
~x→~a

‖~ε(~x)‖
‖~x− ~a‖

= 0⇔ lim
~x−~a

εi(~x)

‖~x− ~a‖
= 0,

for all i = 1, · · · ,m.

Hence,

~f is differentiable at ~a⇔ fi is differentiable at ~a,

for all i = 1, · · · ,m.
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8.2.1 Approximation:

~f(~x) ≈ L(~x) = ~f(~a) +D~f(~a)(~x− ~a)

⇒ ~f(~x)− ~f(~a)︸ ︷︷ ︸
∆~f= change in f

≈ D~f(~a)︸ ︷︷ ︸
Jacobian Matrix

× (~x− ~a)︸ ︷︷ ︸
∆~x= change in ~x

Can consider D~f(~a) as a linear map:

D~f(~a) : Rn −→ Rm

∆~x 7−→ D~f(~a)∆~x = d~f
approximated change in f

∆~f
(vector)

≈ d~f = D~f(~a)
(matrix)

× d~x
(vector)

Remark. Compare with f : R→ R

∆y
(number)

≈ df = f ′(a)
(number)

× ∆x
(number)

Example 8.3.

~f(x, y) = [

f1
q

(y + 1) lnx,

f2
q

x2 − sin y + 1]

=

[
(y + 1) lnx
x2 − sin y + 1

]
(rewrite as column vector)

1. Find D~f(1, 0)

2. Approximate ~f(0.9, 0.1)

Solution.

f1(x, y) = (y + 1) lnx

f2(x, y) = x2 − sin y + 1
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∇f1 =

[
y + 1

x
lnx

]
∇f2 = [2x − cos y]

⇒ D~f(x, y) =

[
y+1
x

lnx
2x − cos y

]

∴ D~f(1, 0) =

[
1 0
2 −1

]
Linearization of ~f at (1,0):

~L(x, y) = ~f(1, 0) +D~f(1, 0)(

[
x
y

]
−
[
1
0

]
)

=

[
0
2

]
+

[
1 0
2 −1

] [
x− 1
y

]
~f(0.9, 0.1) ≈ ~L(0.9, 0.1)

=

[
0
2

]
+

[
1 0
2 −1

] [
0.9− 1

0.1

]
︸ ︷︷ ︸

∆~x=d~x=change in ~x

=

[
0
2

]
+

[
−0.1
−0.3

]
︸ ︷︷ ︸ d~f=approximated change of ~f

=

[
−0.1
1.7

]
Remark. Actual change in ~f :

∆~f = ~f(0.9, 0.1)− ~f(1, 0) =

[
−0.1159 · · ·
−0.2898 · · ·

]
Remark. Total differential can also be written in matrix form:

f : Ω ⊆ Rn → Rm

~f =

f1
...
fm



d~f =

df1
...
dfm

 =


∂f1
∂x1

· · · ∂f1
∂xn

... . . . ...
∂fm
∂x1

· · · ∂fm
∂xn


dx1

...
dxn

 = Df(~a)d~x
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8.3 Chain Rule
Recall the chain rule for functions in one variable:

w = g(u) = 2u+ 1

u = f(x) = x2

(g ◦ f)′(x) = g′(f(x))f ′(x) or
dw

dx
=
dw

du
· du
dx

= 2 · 2x = 4x

For multivariable functions,

Theorem 8.4 (Chain Rule). Let:

~f : Ω1 ⊆ Rk −→ Rn

~g : Ω2 ⊆ Rn −→ Rm

Suppose that ~f is differentiable at ~a, and ~g is differentiable at~b = ~f(~a).
Then, ~g ◦ ~f is differentiable at ~a, with:

D(~g ◦ ~f)(~a)
m×k

= (D~g)(f(~a))
m×n

(D~f)(~a)
n×k

Remark. For simplicity, we might omit→ for vectors
From now on: ~f = f , ~x = x

Example 8.5. Let:
f : R→ R2,

g : R2 → R2,

where:

f(θ) = (cos θ, sin θ) =

[
cos θ
sin θ

]

g(u, v) = (2uv, u2 − v2) =

[
2uv

u2 − v2

]
Find D(g ◦ f)(θ).
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Solution. Method 1 Find composition explicitly.

(g ◦ f)(θ) = g(cos θ, sin θ)

=

[
2 cos θ sin θ

cos2 θ − sin2 θ

]
=

[
sin 2θ
cos 2θ

]

∴ D(g ◦ f)(θ) =

[
d sin 2θ
dθ

d cos 2θ
dθ

]
=

[
2 cos 2θ
−2 sin 2θ

]
Method 2 Chain Rule

Df(θ) =

[
f1
′

f2
′

]
=

[
− sin θ
cos θ

]

Dg(u, v) =

[
∇g1

∇g2

]
=

[
2v 2u
2u −2v

]

Dg(f(θ)) = Dg(cos θ, sin θ) =

[
2 sin θ 2 cos θ
2 cos θ −2 sin θ

]
By Chain Rule,

D(g ◦ f)(θ) = Dg(f(θ))Df(θ)

=

[
2 sin θ 2 cos θ
2 cos θ −2 sin θ

] [
− sin θ
cos θ

]
=

[
−2 sin2 θ + 2 cos2 θ
−4 cos θ sin θ

]
=

[
2 cos 2θ
−2 sin 2θ

]
(same answer)

Example 8.6.

f(x, y) = (x2, 3xy, x+ y2)

g(u, v, w) =
uw

v
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Consider g ◦ f :

x
y

f7−→
f1 = u
f2 = v
f3 = w

g7−→ g

Find ∂g
∂x

(1, 1) .

Solution.

Dg = ∇g =
[
w
v
−uw

v2
u
v

]
Dg(f(1, 1)) = Dg(1, 3, 2)

=
[

2
3
−2

9
1
3

]

Df =

∇f1

∇f2

∇f3

 =

2x 0
3y 3x
1 2y



Df(1, 1) =

2 0
3 3
1 2


Hence,

D(g ◦ f)(1, 1) = Dg(f(1, 1))Df(1, 1)

=
[

2
3
− 2

9
1
3

] 2 0
3 3
1 2


=
[
1 0

]
Note D(g ◦ f) =

[
∂g
∂x

∂g
∂y

]
∴ ∂g

∂x
(1, 1) = 1

In the previous example, we have:

D(g ◦ f) = DgDf

[
1 0

]
=
[

2
3
−2

9
1
3

] 2 0
3 3
1 2

 f1 = u
f2 = v
f3 = w

80



From matrix multiplication, we get another form of chain rule (in classical nota-
tion)

∂g

∂x
=
∂g

∂u
· ∂u
∂x

+
∂g

∂v
· ∂v
∂x

+
∂g

∂w
· ∂w
∂x

∂g

∂y
=
∂g

∂u
· ∂u
∂y

+
∂g

∂v
· ∂v
∂y

+
∂g

∂w
· ∂w
∂y

Example 8.7.

w(x, y, z) =
√
x2 + y2 + z2,

where: 
x = 3et sin s
y = 3et cos s
z = 4et

Find ∂w
∂s

at (s, t) = (0, 0).

Solution.

∂w

∂s
=
∂w

∂x
· ∂x
∂s

+
∂w

∂y
· ∂y
∂s

+
∂w

∂z
· ∂z
∂s

=
x√

x2 + y2 + z2
· 3et cos s− y√

x2 + y2 + z2
· 3et sin s+

z√
x2 + y2 + z2

(0)

s = t = 0⇒ (x, y, z) = (0, 3, 4). Hence,

∂w

∂s

∣∣∣∣
(s,t)=(0,0)

= 0− 3

5
(0) + 0 = 0.

Example 8.8. John is hiking with position at time t given by:{
x(t) = t3 + 1
y(t) = 2t2

His altitude is given by: H(x, y) = x2 − y2 + 100

1. Is John going up/down at t = 1 ?

2. Which direction should he go instead at t = 1 to go down most quickly?
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Solution. 1. Find dH
dt

∣∣
t=1

:

dH

dt
=
∂H

∂x
· dx
dt

+
∂H

∂y
· dy
dt

= (2x)(3t2) + (−2y)(4t)

= 2(t3 + 1)(3t2)− 2(2t2)(4t)

= 6t5 − 16t3 + 6t2

∴ dH
dt

∣∣
t=1

= 6− 16 + 6 = −4 < 0

∴ John is going downhill at t = 1.

2. At t = 1, (x, y) = (2, 2)

∇H = (2x,−2y)

∇H = (4,−4)

∴ H decreases most rapidly in the direction of −∇H(2, 2) = (−4, 4)

∴ John should go NW .

Remark.

dH

dt
=

slope in x- and y- direction
↓
∂H

∂x
· dx
dt
↑

+

↓
∂H

∂y
· dy
dt
↑

velocity in x- and y- direction

=

gradient
↓
∇H ·

[
dx

dt

dy

dt

]
↑

velocity

8.3.1 Idea of Proof of Chain Rule
Suppose

f : Ω1 ⊆ Rk 7−→ Rn, differentiable at a
g : Ω2 ⊆ Rn 7−→ Rm, differentiable at b = f(a) ∈ Ω2

For

x ∈ Ω1, f(x)− f(a) = Df(a)(x− a) + εf (x) (8.2)
y ∈ Ω2, g(y)− g(b) = Dg(b)(y − b) + εg(y) (8.3)

Put y = f(x), b = f(a) and (1) into (2):

g(f(x))− g(f(a)) = Dg(f(a))[Df(a)(x− a) + εf (x)] + εg(f(x))

= Dg(f(a))Df(a)(x− a)︸ ︷︷ ︸
linear in x−a

+Dg(f(a))εf (x) + εg(f(x))︸ ︷︷ ︸
Denote this by εg◦f (x)
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Then, show that:

lim
x→a

‖εg◦f (x)‖
‖x− a‖

= 0.

Sketch of the argument: For x close to a, the continuity of f at a implies that
‖f(x) − f(a)‖ is small. The differentiability of g at f(a) then implies that
εg(f(x))) is small.

Similarly, the differentiability of f at a implies that εf (x) is small. Hence,
Dg(f(a))εf (x) is small.

Hence, g ◦ f is differentiable at a, with:

D(g ◦ f)(a) = Dg(f(a))Df(a).

8.3.2 Summary
Jacobian Matrix

1. f : Ω ⊆ R→ R
x 7−→f(x)

(1-variable, real-valued)

Df(x) = df
dx

(scalar, 1× 1 matrix)

2. f : Ω ⊆ Rn → R
x=(x1,··· ,xn)7−→f(x)=f(x1,··· ,xn)

(multivariable, real-valued)

Df(x) = ∇f(x)

=

(
∂f

∂x1

(x), · · · , ∂f
∂xn

(x)

) (
vectors in Rn

1× n matrix

)
3. f : Ω ⊆ Rn → Rm(multivariable, vector-valued)

x=(x1,··· ,xn) 7−→


f1(x)

...
fm(x)

 fi(x)=fi(x1,··· ,xn)

Df(x) =

−∇f1−
...

−∇fm−

 =


∂f1
∂x1

· · · ∂f1
∂xn

... . . . ...
∂fm
∂x1

· · · ∂fm
∂xn

 (m× n matrix)

Chain Rule

(x1, · · · , xk)
f7−→ (y1, · · · , yn)

g7−→ (g1, · · · , gm)
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gi = gi(y1, · · · , yn) are functions of y1, · · · , yn
yj = fj = fj(x1, · · · , xk) are functions of x1, · · · , xk
∴We can regard gi = gi(x1, · · · , xk) as functions of x1, · · · , xk

Chain Rule in Matrix Notation


∂g1
∂x1

· · · ∂g1
∂xk... · · · ...

∂gm
∂x1

· · · ∂gm
∂xk


m×k

=


∂g1
∂y1

· · · ∂g1
∂yn

... · · · ...
∂gm
∂y1

· · · ∂gm
∂yn


m×n


∂y1
∂x1

· · · ∂y1
∂xk... · · · ...

∂yn
∂x1

· · · ∂yn
∂xk


n×k

By definition of matrix multiplication:

∂gi
∂xj

=
∂gi
∂y1

∂y1

∂xj
+ · · ·+ ∂gi

∂yn

∂yn
∂xj
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MATH 2010 Chapter 9

9.1 Application of Chain Rule

9.1.1 Level Sets
Let

f : Ω ⊆ Rn → R, c ∈ R

Recall that the level set of f corresponding to c ∈ R is:

Lc = f−1(c) = {x ∈ Ω : f(x) = c}

Example 9.1. Some level sets of f(x, y) = x2 + y2:

f−1(1) = {x2 + y2 = 1}

f−1(4) = {x2 + y2 = 4}

IFRAME
IFRAME

Theorem 9.2. Let f : Ω ⊆ Rn → R,Ω is open,
Let c ∈ R, S = f−1(c) and a ∈ S.
Suppose f is differentiable at a, and ∇f(a) 6= 0. Then,∇f(a)⊥S at a.

Example 9.3.
f(x, y) = x2 + y2 ∇f = (2x, 2y)

Let S = f−1(25), then (4, 3) ∈ S
∇f(4, 3) = (8, 6)
IFRAME

Example 9.4. f(x, y) = x2 − y2 ∇f(x, y) = (2x,−2y)
IFRAME
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Example 9.5.
S : x2 + 4y2 + 9z2 = 22 (Ellipsoid)

Find equation of tangent plane of S at (3, 1, 1)
IFRAME

Solution. Let f(x, y, z) = x2 + 4y2 + 9z2, S = f−1(22)
Also f(3, 1, 1) = 22 , so (3, 1, 1) ∈ S
∇f = (2x, 8y, 18z)
∇f(3, 1, 1) = (6, 8, 18)⊥S at (3, 1, 1)
∴ (6, 8, 18) is a normal vector for the tangent plane. Equation of the tangent

plane:

[(x, y, z)− (3, 1, 1)] · (6, 8, 18) = 0

6(x− 3) + 8(y − 1) + 18(z − 1) = 0

3x+ 4y + 9z = 22

Proof of Example 9.5. Let r(t) be a curve on S , r(0) = a.
Then r(t) on S = f−1(c)

⇒ f(r(t)) = c is a constant

By the chain rule,

∇f(r(t)) · r′(t) =
df

dt
= 0

Put t = 0 , then∇f(a) · r′(0) = 0
∴ ∇f(a)⊥ any curve on S at a .
∴ ∇f(a)⊥S at a .

9.1.2 Implicit Differentiation
Consider the curve:

C : x2 + y2 = 1

Find dy
dx

at (3
5
,−4

5
). Locally near (3

5
,−4

5
), we have:

y2 = 1− x2, y < 0⇒ y = −
√

1− x2

∴ y is a function of x near (3
5
,−4

5
).

To find dy
dx

at (3
5
,−4

5
),

Method 1: Compute:
d

dx

(
−
√

1− x2
)
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Method 2: Implicit Differentiation (chain rule)

x2 + y2 = 1

(
Regard x as a variable
y as a function of x

)
Differentiating both sides:

d

dx
: 2x+ 2y

dy

dx
= 0

Evaluating at (x, y) = (3
5
,−4

5
), we have:

2(
3

5
) + 2(−4

5
)
dy

dx
= 0

∴ dy
dx

∣∣
( 3
5
,− 4

5
)

= 3
4

Example 9.6. Consider

S : x3 + z2 + yexz + z cos y = 0 ~

Given that z can be regarded as a function z = z(x, y) of independent variables
x, y locally near (0, 0, 0) .

Find ∂z
∂x
, ∂z
∂y

at (0, 0, 0) .

Remark. It is not easy to express z in terms of x, y .

Solution. Take ∂
∂x

to ~ ,

3x2 + 2z
∂z

∂x
+ yexz(z + x

∂z

∂x
) +

∂z

∂x
cos y = 0

Substitute (x, y, z) = (0, 0, 0) ,

0 + 0 + 0 +
∂z

∂x
(1) = 0⇒ ∂z

∂x
(0, 0) = 0

Similarly, take ∂
∂y

to ~

0 + 2z
∂z

∂y
+ exz + yexz(x

∂z

∂y
) +

∂z

∂y
cos y − z sin y = 0

Substitute (x, y, z) = (0, 0, 0) , then

0 + 0 + 1 + 0 +
∂z

∂y
(1)− 0 = 0⇒ ∂z

∂y
(0, 0) = −1

Remark. From computations above, we have:

∂z

∂x
= − 3x2 + yzexz

2z + xyexz + cos y
∂z

∂y
=

z sin y − exz

2z + xyexz + cos y

whenever the denominator is non-zero.
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9.2 Finding Extrema (Maximum or Minimum)
Definition 9.7. Let:

f : A ⊆ Rn → R, a ∈ A.

1. The function f is said to have global (absolute) maximum at a if:

f(x) ≤ f(a)

for all x ∈ A.

2. The function f is said to have local (relative) maximum at a if:

f(x) ≤ f(a)

for all x ∈ A near a, (i.e. There exists ε > 0 such that f(x) ≤ f(a) for all
x ∈ A ∩Bε(a).)

3. Global (absolute) minimum and local (relative) minimum are defined
similarly.

Remark. Any global extremum (max/min) is also a local extremum.

A function does not necessarily have a global maximum/minimum.

Example 9.8. Let f(x) = ex: on R

lim
x→−∞

f(x) = 0.

lim
x→∞

f(x) =∞.

But f(x) > 0 for all x ∈ R. Hence, f has neither global maximum nor global
minimum.

Example 9.9. Let f(x) = x on (−1, 1] (Domain is not closed).
Then f attains its global maximum at x = 1, but it has no global minimum.

Example 9.10. Let:
f : [−1, 1]→ R

f(x) =


1− x if x ∈ (0, 1]

0 if x = 0
−1− x if x ∈ [−1, 0)

The function f has neither global maximum nor global minimum.
( f is not continuous)
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Question: When must a function have global extremum?

Theorem 9.11 (Extreme Value Theorem EVT). Let A be closed and bounded
subset of Rn. Let f : A→ R be a continuous function.

Then f has a global maximum and a global minimum.

Remark. 1. A closed and bounded subset of Rn is said to be compact.

2. The theorem provides a sufficient, but not necessary, condition for the exis-
tence of global extrema.

Example 9.12. Let:
f : A = [0, 4]→ R,

IFRAME
Observe that A is closed and bounded, and f is continuous.
Hence, by Extreme Value Theorem (EVT), the function f has a global maxi-

mum and a global minimum on A.

Recall that in one-variable calculus: local extrema can only occur at:

1. Critical points (i.e. points a in the interior of the domain where f ′(a) = 0
or DNE.)

2. The boundary points of the domain.

Definition 9.13. Let:
f : A→ R, a ∈ Int(A).

Then, a is called a critical point of f if either of the following conditions holds:

1. ∇f(a) DNE (i.e. ∂f
∂xi

(a) DNE for some i)

2. ∇f(a) = ~0 (i.e. ∂f
∂xi

(a) = 0 for all i )

Theorem 9.14. Suppose f : A ⊆ Rn → R attains a local extremum at a ∈
Int(A), then a is a critical point of f .

Proof of Theorem 9.14. Suppose f has a local extremum at a ∈ Int(A).
If ∇f(a) DNE, then a is a critical point.
If ∇f(a) exists, then all ∂f

∂xi
(a) exist.

For any i = 1, · · · , n, let:

gi(t) = f(a+ tei)

Note that a ∈ Int(A) implies that gi(t) is defined for t near 0.
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By assumption, g′i(0) = ∂f
∂xi

(a) exists.
Hence, f has a local extremum at a.
This implies that gi has a local extremum at 0.
This in turn implies that g′i(0) = 0 since by assumption g′i(0) exists.
We conclude that:

∂f

∂xi
(a) = 0 (for all i = 1, 2, · · · , n).

Hence,∇f(a) = ~0. So, a is a critical point.

9.2.1 Finding Extrema on a Bounded Region
Strategy for finding extrema:

Given:
f : A ⊆ Rn → R.

To find the extrema of f :

1. Find critical points of f in Int(A).

2. Consider the restriction of f to the boundary ∂A of A.

Find maximum/minimum of f on ∂A

3. Comparing values of f at points found in 1. and 2.

Example 9.15. Find global maximum/minimum of

f(x, y) = x2 + 2y2 − x+ 3

on the region:
A = {(x, y) ∈ R2 : x2 + y2 ≤ 1}

Remark. The region A is is closed and bounded.
Moreover, since f is polynomial, it is continuous.
So, by Extreme Value Theorem (EVT), the function f has global maximum

and minimum on A.

Solution. We follow the strategy above:
Step 1 Consider the critical points of f in Int(A):
First, notice that∇f = (2x− 1, 4y) exists everywhere. Moreover:

∇f = ~0 ⇔
{

2x− 1 = 0
4y = 0

⇔ (x, y) =

(
1

2
, 0

)
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Also, (1
2
, 0) lies in Int(A) = {(x, y) ∈ R2 : x2 + y2 < 1}.

So, we conclude that f has only one critical point
(

1
2
, 0
)

in Int(A), with:

f

(
1

2
, 0

)
=

(
1

2

)2

+ 0− 1

2
+ 3 =

11

4

Step 2 Consider f on ∂A = {(x, y) ∈ R2 : x2 + y2 = 1}.
Parametrize ∂A as follows:

(x, y) = (cos θ, sin θ), θ ∈ [0, 2π]

f(cos θ, sin θ) = cos2 θ + 2 sin2 θ − cos θ + 3

= cos2 θ + 2(1− cos2 θ)− cos θ + 3

= − cos2 θ − cos θ + 5

= −(cos θ +
1

2
)2 +

1

4
+ 5

=
21

4
− (cos θ +

1

2
)2

Maximum value of f on ∂A is 21
4

. It is attained when:

x = cos θ = −1

2
i.e. (x, y) = (−1

2
,±
√

3

2
)

Minimum value of f on ∂A is 3. It is attained when:

x = cos θ = 1, i.e. (x, y) = (1, 0)

Step 3 Reviewing the values of f at the points obtained in Steps 1 and 2, we have:

f

(
1

2
, 0

)
=

11

4
(minimum)

f

(
−1

2
,±
√

3

2

)
=

21

4
(maximum)

f(1, 0) = 3

Hence, the maximum value of f is 21
4

. It is attained at
(
−1

2
,±
√

3
2

)
The minimum value of f is 11

4
. It is attained at

(
1
2
, 0
)
.

Example 9.16. Find the global extrema of

f(x, y) =
√
x2 + y4 − y

on R = {(x, y) ∈ R2 : −1 ≤ x, y ≤ 1}
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Solution. R is the square [−1, 1]× [−1, 1] ⊆ R2

R is closed and bounded.
Also, f is continuous.
By Extreme Value Theorem (EVT), the function f has a global maximum and

a global minimum.
First, observe that: Int(R) = {(x, y) ∈ R2,−1 < x, y < 1}
Exercise : Show that ∂f

∂x
(0, 0) DNE. (Hint: (f(x, 0)) = |x|).)

For(x, y) 6= (0, 0), the gradient∇f exists, with:

∇f =

(
∂f

∂x
,
∂f

∂y

)
=

(
x√

x2 + y4
,

2y3√
x2 + y4

− 1

)

Hence:

∇f = (0, 0)⇔


x√
x2+y4

= 0

2y3√
x2+y4

− 1 = 0

Hence,∇f(x, y) = ~0 if and only if: x = 0, and

2y3

y2
− 1 = 0,

which holds if and only if y = 1
2
.

Therefore, f has two critical points in Int(R):

(0, 0)︸ ︷︷ ︸
∇f DNE

,

(
0,

1

2

)
︸ ︷︷ ︸
∇f=~0

Note that:

f(0, 0) = 0, f

(
0,

1

2

)
= −1

4

Consider f on ∂R:

f(x, y) =
√
x2 + y4 − y

∂R = {(x, y) : |x| = 1,−1 ≤ y ≤ 1} ∪ {(x, y) : |y| = 1,−1 ≤ x ≤ 1}

Consider different parts of ∂R:
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1. y = 1,−1 ≤ x ≤ 1

f(x, 1) =
√
x2 + 1− 1⇒ 0 ≤ f ≤

√
2− 1

2. y = −1,−1 ≤ x ≤ 1

f(x,−1) =
√
x2 + 1 + 1⇒ 2 ≤ f ≤

√
2 + 1

3. |x| = 1,−1 ≤ y ≤ 1

f(x, y) =
√

1 + y4 − y.

If −1 ≤ y ≤ 1, then 1 ≤
√

1 + y4 ≤
√

2, and −1 ≤ −y ≤ 1. Hence:

0 = 1− 1 ≤
√

1 + y4 − y ≤
√

2 + 1.

Restricted to C = {(x, y)| |x| = 1,−1 ≤ y ≤ 1}, the maximum value of
f(x, y) is therefore f(±1,−1) =

√
2 + 1.

Since we already know that f(0, 1) = 0, which is less than all possible
values of f restricted to C. The exact minimum of f on C is of little interest
to us.

Hence, on ∂R, the function f has a minimum value of 0 at (0, 1), and a maximum
value of

√
2 + 1 at (±1,−1).

Comparing values of f at points obtained in Steps 1 and 2:

f(0, 0) = 0

f(0,
1

2
) = −1

4
(minimum)

f(0, 1) = 0

f(±1,−1) =
√

2 + 1 (maximum)

f(±1, 1) =
√

2− 1,

we conclude that the maximum value of f is
√

2 + 1, attained at (±1,−1), and
the minimum value is −1

4
, attained at (0, 1

2
).

9.2.2 Finding Extrema on an Unbounded Region
Example 9.17. Find the global extrema of

f(x, y) = x2 + y2 − 4x+ 6y + 7

on R2.
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Remark. R2 is not bounded. So f might not have global extrema. Observe that:

lim
(x,y)→∞︸ ︷︷ ︸ f(x, y) = +∞

"(x, y) are far away from origin."

Hence,

1. f has no global maximum on R2

2. Strategy for finding global minimum

Find a closed and bounded region A such that f is ”large enough” outside
R. Then, the minimum of f on A is equal to the minimum of f of R.

min on R = min on R2

Solution. Find the critical points of f .

∇f = (
∂f

∂x
,
∂f

∂y
) = (2x− 4, 2y + 6)

is defined everywhere on R2.

∇f = (0, 0)⇔
{

2x− 4 = 0
2y + 6 = 0

⇔ (x, y) = (2,−3)

Hence, the function f has only one critical point (2,−3), with f(2,−3) = −6.
We want to show that f has a global minimum at (2,−3):
For (x, y) ∈ R2, let r =

√
x2 + y2

Then f(x, y) = x2 + y2 − 4x+ 6y + 7

≥ r2 − 4r − 6r + 7

= r(r − 10) + 7.

This is because:
r =

√
x2 + y2 ≥ |x|, |y|,

which implies: {
x ≤ r ⇒ −4x ≥ −4r
−y ≤ r ⇒ 6y ≥ −6r
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Hence, if
√
x2 + y2 = r ≥ 10, then f(x, y) ≥ 7 > f(2,−3).

Let A = B10(0, 0). Let f |R denote the restriction of f on R.
By Extreme Value Theorem (EVT) , the function f |R has global a minimum.
In Int(R), the point (2,−3) is the only critical point, with:

f(2,−3) = −6

On ∂A, we have f(x, y) ≥ 7 > f(2,−3). Hence, f |R has a global minimum at
(2,−3).

For (x, y) /∈ R, we have f(x, y) ≥ 7 > f(2,−3). Hence, f has no global
maximum, but it has a global minimum value of −6 at (2,−3).

Remark. 1. It is in fact easier to solve this problem using elementary algebra:

Since

f(x, y) = x2 + y2 − 4x+ 6y + 7

= (x− 2)2 + (y + 3)2 − 6,

it is quite clear what the global minimum of f is.

2. A function can have neither global maximum nor global minimum.

For example, let g(x, y) = x2 − y2 − 4x+ 6y + 7

Along the line x = 0, we have g(0, y) = −y2 + 6y + 7. So:

lim
y→±∞

g(0, y) = −∞⇒ no global minimum.

Along y = 0, we have g(x, 0) = x2 − 4x+ 7. So:

lim
x→±∞

g(x, 0) =∞⇒ no global maximum.

Another example of extrema on unbounded region.

Example 9.18. Make a box (without top) with volume = 16
Cost:
Base $2/unit area
Side $0.5/unit area
Question :
How to minimize cost?

Solution. Want to minimize

C(x, y) = 2xy + (
16

xy
x+

16

xy
y)(2)(0.5)

= 2xy +
16

x
+

16

y

on the domain Ω = {(x, y) ∈ R2 : x, y > 0}
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• Ω is neither closed nor bounded. Hence, Extreme Value Theorem (EVT)
cannot be applied directly.

• C is large if x or y is small or large.

Strategy: Find a rectangle R such that the values of C|R2\R are all greater than the
minimum of C|R.

Step 1
Find critical points

∇C = (2y − 16

x2
, 2x− 16

y2
) exists everywhere

∇C = ~0⇔
{

2y − 16
x2

= 0
2x− 16

y2
= 0

Hence, y = 8
x2
, x = 8

y2
= 8

64
x4

= x4

8
, x > 0⇒ x3 = 8, x = 2, y = 2 Hence, Only

one critical point (2, 2), C(2, 2) = 24.
Step 2
Choose R s.t. C > 24 on ∂R and outside R.

C(x, y) = 2xy +
16

x
+

16

y

One possible choice: R = [0.1, 1000]× [0.1, 1000]

• If x ≤ 0.1 or y ≤ 0.1 ,

then C >
16

x
+

16

y
>

16

0.1
= 160 > 24

• If (x ≥ 0.1, y ≥ 1000) or (y ≥ 0.1, x ≥ 1000) ,

then C > 2(0.1)(1000) = 200 > 24

Step 3
Analysis

• R is closed and bounded, C is continuous.

By Extreme Value Theorem (EVT), C|R has minimum.

• C has only one critical point (2, 2) ∈ Ω (2, 2) ∈ Int(R), C(2, 2) = 24
C > 24 on ∂R⇒ C|R has minimum value 24 at (2, 2)

• C > 24 outside R

Hence, C has the minimum value of 24 at (2, 2) on Ω.
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MATH 2010 Chapter 10

10.1 Taylor Series Expansion
Recall

Taylor expansion for 1-variable function g(t) at t = 0 up to order k.

g(t) = g(0) + g′(0)t+
1

2!
g′′(0)t2 + · · ·+ 1

k!
g(k)(0)tk + remainder ~

We want a similar formula for a multi-variable function f(x) defined near a,
where x = (x1, · · · , xn), a = (a1, · · · , an).
Let g(t) = f(a+ t(x− a))
If ‖x− a‖ is small, then for |t| ≤ 1 ,

‖t(x− a)‖ = |t|‖x− a‖ ≤ ‖x− a‖ is small

and g(t) is defined.
By ~ ,

f(a+ t(x− a)) = g(0) + g′(0)t+
1

2!
g′′(0)t2 + · · ·+ 1

k!
g(k)(0)tk + remainder

Put t = 1,

f(x) = g(0) + g′(0) +
1

2!
g′′(0) + · · ·+ 1

k!
g(k)(0) + remainder

Next, express g(k)(0) in terms of f :

g(0) = f(a+ t(x− a)) = f(a)

g′(t) = ∇f(a+ t(x− a)) · d
dt

(a+ t(x− a))

= ∇f(a+ t(x− a)) · (x− a)

=
n∑
i=1

∂f

∂xi
(a+ t(x− a))(xi − ai)
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⇒ g′(0) = ∇f(a) · (x− a)

=
n∑
i=1

∂f

∂xi
(a)(xi − ai)

g′′(t) =
d

dt
g′(t)

=
n∑
i=1

d

dt
[
∂f

∂xi
(a+ t(x− a))(xi − ai)]

=
n∑
i=1

n∑
j=1

∂2f

∂xj∂xi
(a+ t(x− a))(xj − aj)(xi − ai)

g′′(0) =
n∑
i=1

n∑
j=1

∂2f

∂xj∂xi
(a)(xj − aj)(xi − ai)

Hence, Taylor Expansion at a up to order 2 is

f(x) = f(a) +
n∑
i=1

∂f

∂xi
(a)(xi − ai) +

1

2!

n∑
i,j=1

∂2f

∂xi∂xj
(a)(xi − ai)(xj − aj) + remainder

Similarly, the general term is

g(k)(0) =
n∑

i1,··· ,ik=1

∂kf

∂xi1 · · · ∂xik
(a)(xi1 − ai1) · · · (xik − aik)

Example 10.1. If n = 2 , i.e. f = f(x, y), a = (x0, y0) f is C2 (so fxy = fyx ),
then

f(x, y) =f(x0, y0) + fx(x0, y0)(x− x0) + fy(x0, y0)(y − y0)

+
1

2
[fxx(x0, y0)(x− x0)2 + 2fxy(x0, y0)(x− x0)(y − y0) + fyy(x0, y0)(y − y0)2]

+ remainder

Theorem 10.2 (Taylor’s Theorem). Let Ω ⊆ Rn be open, f : Ω→ R be Ck.
Then for any x, a ∈ Ω,

f(x) =f(a) +
n∑
i=1

∂f

∂xi
(a)(xi − ai) +

1

2!

n∑
i,j=1

∂2f

∂xi∂xj
(a)(xi − ai)(xj − aj) + · · ·

+
1

k!

n∑
i1,··· ,ik=1

∂kf

∂xi1 · · · ∂xik
(a)(xi1 − ai1) · · · (xik − aik) + εk(x, a) ,
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with:

lim
x→a

εk(x, a)

‖x− a‖k
= 0

Definition 10.3.

pk(x) = f(a) +
n∑
i=1

∂f

∂xi
(a)(xi − ai) + · · ·

+
1

k!

n∑
i1,··· ,ik=1

∂kf

∂xi1 · · · ∂xik
(a)(xi1 − ai1) · · · (xik − aik)

is called the k-th order Taylor polynomial of f at a.

Remark. • p1(x) = L(x) = Linearization of f at a

• pk and f have equal partial derivatives up to order k at a.

IFRAME
open in new window

Example 10.4. f(x, y) = ex cos y Find the 2nd order Taylor polynomial at a =
(0, 0)

Solution.

fx = ex cos y fy = −ex sin y

fxx = ex cos y fyx = −ex sin y

fxy = −ex sin y fyy = −ex cos y

⇒ f(0, 0) = 1 ,

fx(0, 0) = 1 fy(0, 0) = 0

fxx(0, 0) = 1 fyy(0, 0) = −1

fxy(0, 0) = fyx(0, 0) = 0

p2(x, y) = f(0, 0) + fx(0, 0)x+ fy(0, 0)y +
1

2!
(fxx(0, 0)x2 + 2fxy(0, 0)xy + fyy(0, 0)y2)

= 1 + x+
1

2
x2 − 1

2
y2

How about p3(x, y) at (0, 0) ?
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p3(x, y) = p2(x, y) +
1

3!
g(3)(0)︸ ︷︷ ︸

3rd order terms

fxxx = ex cos y fxxy = fxyx = fyxx = −ex sin y

fyyy = ex sin y fxyy = fyxy = fyyx = −ex cos y

⇒fxxx(0, 0) = 1 fxxy(0, 0) = 0

fxyy(0, 0) = −1 fyyy(0, 0) = 0

g(3)(0) = fxxx(0, 0)x3 + 3fxxy(0, 0)x2y + 3fxyy(0, 0)xy2 + fyyy(0, 0)y3

= x3 − 3xy2

p3(x, y) = p2(x, y) +
1

3!
(x3 − 3xy2)

= 1 + x+
1

2
x2 − 1

2
y2 +

1

6
x3 − 1

2
xy2

Question If f = f(x, y, z) is C6 , then coefficient of xy2z3 in p6(x, y, z) at
(0, 0, 0) is αfxyyzzz(0, 0, 0), α =?

10.1.1 Matrix form for 2nd order Taylor Polynomial
Definition 10.5. Let Ω ⊆ Rn be open, f : Ω→ R be C2.

Then the Hessian matrix of f at a ∈ Ω is:

Hf(a) =

fx1x1(a) · · · fx1xn(a)
... . . . ...

fxnx1(a) · · · fxnxn(a)


Remark. • Hf(a) is a symmetric n × n matrix by the mixed derivatives

theorem.

• In Thomas’ Calculus, Hessian of f is defined to be the determinant of our
Hessian matrix.
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With the Hessian matrix, the 2nd order Taylor polynomial of f at a can be
written as:

p2(x)
1×1

= f(a)
1×1

+∇f(a)
1×n

(x− a)
n×1

+
1

2
(x− a)>

1×n
Hf(a)
n×n

(x− a)
n×1

where x, a ∈ Rn are written as column vectors:

(x− a)> = Transpose of x− a
= [x1 − a1, · · · , xn − an]

Remark.

(x− a)>Hf(a)(x− a)

=[x1 − a1, · · · , xn − an]

fx1x1(a) · · · fx1xn(a)
... . . . ...

fxnx1(a) · · · fxnxn(a)


x1 − a1

...
xn − an


=[x1 − a1, · · · , xn − an]

fx1x1(a)(x1 − a1) + · · ·+ fx1xn(a)(xn − an)
...

fxnx1(a)(x1 − a1) + · · ·+ fxnxn(a)(xn − an)


=fx1x1(a)(x1 − a1)(x1 − a1) + · · ·+ fx1xn(a)(x1 − a1)(xn − an)

+ · · ·
...

+ fxnx1(a)(x1 − a1)(xn − an) + · · ·+ fxnxn(a)(xn − an)(xn − an)

=
n∑

i,j=1

fxixj(a)(xi − ai)(xj − aj)

=g(2)(0)

Example 10.6.

f(x, y) = ex cos y

Find p2(x, y) at a = (0, 0) using matrix form.

Solution.

f(0, 0) = 1

∇f(0, 0) = (1, 0)
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Hf(0, 0) =

[
1 0
0 −1

]

p2(x, y) = f(0, 0) +∇f(0, 0)

[
x− 0
y − 0

]
+

1

2
[x− 0 y − 0]Hf(0, 0)

[
x− 0
y − 0

]
= 1 + [1 0]

[
x
y

]
+

1

2
[x y]

[
1 0
0 −1

] [
x
y

]
= 1 + x+

1

2
x2 − 1

2
y2

Example 10.7.

g(x, y) =
lnx

1− y

Find p2(x, y) at (1, 0).

Solution.

g(1, 0) = 0

∇g = [gx, gy] =

[
1

x(1− y)
,

lnx

(1− y)2

]

Hg =

[
gxx gxy
gyx gyy

]
=

[
− 1
x2(1−y)

1
x(1−y)2

1
x(1−y)2

2 lnx
(1−y)3

]

∇g(1, 0) = [1 0] Hg(1, 0) =

[
−1 1
1 0

]

p2(x, y) = g(0, 0) +∇g(0, 0)

[
x− 1
y

]
+

1

2
[x− 1 y]Hg(1, 0)

[
x− 1
y

]
= 0 + [1 0]

[
x− 1
y

]
+

1

2
[x− 1 y]

[
−1 1
1 0

] [
x− 1
y

]
= (x− 1)− 1

2
(x− 1)2 + (x− 1)y
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10.1.2 Application to local maximum / minimum
Suppose f : Rn −→ R is C2, and a is a critical point of f .

Then, ∇f(a) = ~0. For x near a ,

f(x) ≈ p2(x)

= f(a) +∇f(a)(x− a) +
1

2
(x− a)>Hf(a)(x− a)

= f(a) +
1

2
(x− a)>Hf(a)(x− a)︸ ︷︷ ︸

This term determines whether f(x)>f(a) or f(x)<f(a)

For n = 1, i.e. f is 1-variable.

1

2
(x− a)>Hf(a)(x− a) =

1

2
f ′′(a)(x− a)2

Recall: Second Derivative Test
This may be viewed as a consequence of Taylor’s Theorem. That is, if f ′(a) =

0, then near x = a, we have:

f(x) ≈ f(a) + f ′(a)(x− a)︸ ︷︷ ︸
=0

+
1

2
f ′′(a)(x− a)

IFRAME
The sign of the second derivative at x = a essentially tells us whether locally

the graph of the function looks like an upward or downward parabola.
For n = 2, the 2nd order term is:

1

2
[x− x0 y − y0]

[
fxx(x0, y0) fxy(x0, y0)

yx(x0, y0) fyy(x0, y0)

]
︸ ︷︷ ︸

f is C2⇒Symmetric

[
x− x0

y − y0

]

To understand the nature of critical points, we study quadratic forms of 2 vari-
ables.

q(x, y) = [x y]

[
A B
B C

] [
x
y

]
= Ax2 + 2Bxy + Cy2

Does q(x, y) have a definite sign (always positive or always negative) for (x, y) 6=
(0, 0)?

We can determine it by completing square.
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Example 10.8.

q(x, y) = 2xy

(
= [x y]

[
0 1
1 0

] [
x
y

])
IFRAME
Note q(x, y) = 1

2
(x+ y)2 − 1

2
(x− y)2 Along x+ y = 0, i.e. y = −x,

q(x,−x) = −2x2 < 0 for x 6= 0

Along x− y = 0 , i.e. y = x

q(x, x) = 2x2 > 0 for x 6= 0

Hence, q has no definite sign, i.e. indefinite.
Clearly (0, 0) is a critical point of q(x, y) but neither local maximum nor min-

imum.
Such a critical point is called a saddle point .

Example 10.9.

q(x, y) = 17x2 − 12xy + 8y2

(
= [x y]

[
17 −6
−6 8

] [
x
y

])
IFRAME
Does q(x, y) have a definite sign?

Solution.

q(x, y) = 17[x2 − 2 · 6
17

xy + (
6

17
)2y2] + (8− 36

17
)y2

= 17(x− 6

17
y)2 + 10y2 ~

Hence, q(x, y) > 0 = q(0, 0) for (x, y) 6= (0, 0) Hence, The critical point (0, 0) is
a local minimum. Also global minimum of q(x, y).

Remark. Expression like ~ is called diagonalization of quadratic form. It is not
unique!

For example q(x, y) = 5(x+2y√
5

)2

↑
+ 20(2x−y√

5
)2

↑
"Orthogonal" change of coordinates

is another diagonalization.
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10.1.3 Higher dimension example
Example 10.10.

q(x, y, z) = xy + yz + zx

Definite sign for (x, y, z) 6= (0, 0, 0) ?

Solution.

q =
1

4
(x+ y)2 − 1

4
(x− y)2 + z(x+ y)

Let u = x+y
2

v = x−y
2

. Then

q = u2 − v2 + 2uz

= (u2 + 2uz + z2)− v2 − z2

= (u+ z)2 − v2 − z2

= (
x+ y

2
+ z)2 − (

x− y
2

)2 − z2

=
1

4
↑

positive

(x+ y + 2z)2 − 1

4
(x− y)2

↑
−
↑
z2

negative

On the plane x+ y + 2z = 0 , i.e. z = −x+y
2

q = q(x, y,−x+ y

2
)

= −1

4
(x− y)2 − 1

4
(x+ y)2 < 0 for (x, y, z) 6= (0, 0, 0)

Along the line x− y = z = 0 , i.e. y = x, z = 0

q(x, y, z) = q(x, x, 0)

= x2 > 0 for x 6= 0

Hence, the critical point (0, 0, 0) is a saddle point. For general theory, need linear
algebra:

Diagonalization of quadratic form, eigenvalues · · ·

Definition 10.11. Let A be a n× n symmetric matrix.
Then A is said to be

• positive definite if x>Ax > 0 for all column vectors x ∈ Rn\{~0}
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• negative definite if x>Ax < 0 for all column vectors x ∈ Rn\{~0}

• indefinite if ∃ column vectors x, y ∈ Rn\{~0} such that x>Ax > 0 and
y>Ay < 0

Remark. These are not all the possible cases:
There are symmetric matrix which is not positive definite, negative definite

nor indefinite.

Example 10.12.

[x y]

[
1 0
0 4

] [
x
y

]
= x2 + 4y2 > 0 for all

[
x
y

]
∈ R2\{~0}

Hence,
[
1 0
0 4

]
is positive definite.

Example 10.13.

[x y]

[
−1 0
0 −4

] [
x
y

]
= −x2 − 4y2 < 0 for all

[
x
y

]
∈ R2\{~0}

Hence,
[
−1 0
0 −4

]
is negative definite.

Example 10.14.

[x y]

[
−1 0
0 4

] [
x
y

]
= −x2 + 4y2

[1 0]

[
−1 0
0 4

] [
1
0

]
= −1 < 0

[0 1]

[
−1 0
0 4

] [
0
1

]
= 4 > 0

Hence,
[
−1 0
0 4

]
is indefinite.

Example 10.15.

[x y]

[
1 0
0 0

] [
x
y

]
= x2 ≥ 0 for all

[
x
y

]
∈ R2

[0 1]

[
1 0
0 0

] [
0
1

]
= 0⇒ not positive definite

Hence,
[
1 0
0 0

]
is neither positive/negative definite nor indefinite.
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Example 10.16.

[x y]

[
1 2
2 5

] [
x
y

]
=x2 + 4xy + 5y2

=(x2 + 4xy + 4y2) + y2

=(x+ 2y)2 + y2 > 0 for all
[
x
y

]
∈ R2\{~0}

Hence,
[
1 2
2 5

]
is positive definite.
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MATH 2010 Chapter 11

11.1 Second Derivative Test
Last time: Definiteness of symmetric matrix

Theorem 11.1. Suppose Ω ⊆ Rn is open, f : Ω → R is C2, and a ∈ Ω is a
critical point (i.e. ∇f(a) = 0).

If Hf(a) is:

• positive definite, then a corresponds to a local minimum.

• negative definite, then a corresponds to a local maximum.

• indefinite, then a is a saddle point.

Idea of proof:
Use Taylor’s Theorem.
∇f(a) = 0⇒ For x near a,

f(x)− f(a) ≈ 1

2
(x− a)THf(a)(x− a)

If Hf(a) is positive definite
R.H.S. > 0 for all x 6= a
⇒ f(x)− f(a) > 0 for all x 6= a and near a.
⇒ f has a local minimum at a.
”Proof” is similar for the other two cases.
Geometrically,

1. Hf(a) is positive definite (e.g. f = x2 + y2 at (0, 0) )
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2. Hf(a) is negative definite (e.g. f = −x2 − y2 at (0, 0) )

3. Hf(a) is indefinite (e.g. f = x2 − y2 at (0, 0) )
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How do we determine the definiteness of Hf(a)?
For the simple case n = 2, it can be done easily by completing square.

Theorem 11.2. Let M =

[
A B
B C

]
be a symmetric 2 × 2 matrix with real coeffi-

cients. Then:

• M is positive definite⇔ det(M) > 0, A > 0

• M is negative definite⇔ det(M) > 0, A < 0

• M is indefinite⇔ det(M) < 0

Remark. det(M) = AC −B2.

Proof of Theorem 11.2. Let q(x, y) = [x y]M

[
x
y

]
= Ax2 + 2Bxy + Cy2

Case I (A 6= 0 )

Aq(x, y) = A2x2 + 2ABxy + ACy2

= (Ax+By)2 + (AC −B2)y2

Clearly,

q(x, y) > 0 ∀(x, y) 6= (0, 0)⇔ AC −B2 > 0, A > 0

q(x, y) < 0 ∀(x, y) 6= (0, 0)⇔ AC −B2 > 0, A < 0

q(x, y) change signs⇔ AC −B2 < 0
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Case II (A = 0 ) AC −B2 = −B2 ≤ 0

q(x, y) = 2Bxy + Cy2 = y(2Bx+ Cy)

Clearly q is neither positive or negative definite and is indefinite⇔ B 6= 0
⇔ AC −B2 < 0

Theorem 11.3 (Second Derivative Test for functions of two variables). If Ω ⊆ R2

is open, f : Ω→ R is C2, a ∈ Ω, ∇f(a) = 0. Then,

1. fxxfyy − f 2
xy > 0, fxx > 0 at a⇒ a is a local minimum

2. fxxfyy − f 2
xy > 0, fxx < 0 at a⇒ a is a local maximum

3. fxxfyy − f 2
xy < 0 at a⇒ a is a saddle point

4. fxxfyy − f 2
xy = 0 at a⇒ inconclusive

Remark. • fxxfyy − f 2
xy = det(Hf)

• In Item 4, the point a can correspond to a local maximum/minimum or
saddle point.

Example 11.4.

f(x, y) = 3x2 − 10xy + 3y2 + 2x+ 2y + 3

Find and classify critical points of f .

Solution. f is polynomial, so is differentiable on R2

∇f = [fx fy]

= [6x− 10y + 2 − 10x+ 6y + 2]

∇f = ~0⇔
{

6x− 10y + 2 = 0
−10x+ 6y + 2 = 0

⇔ (x, y) = (
1

2
,
1

2
)

∴ (1
2
, 1

2
) is the only critical point.

Hf =

[
fxx fxy
fyx fyy

]
=

[
6 −10
−10 6

]
fxxfyy − f 2

xy = (−6)2 − (−10)2 = −64 < 0.
By 2nd derivative test, (1

2
, 1

2
) is a saddle point.
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Example 11.5.

f(x, y) = 3x− x3 − 3xy2

Find and classify critical points of f .

Solution. f is a polynomial, so is differentiable on R2.

∇f = [fx fy]

= [3− 3x2 − 3y2 − 6xy]

∇f = 0

⇔

{
3− 3x2 − 3y2 = 0 · · · (1)

−6xy = 0 · · · (2)

(2)⇒ x = 0 or y = 0
If x = 0, (1)⇒ 3− 3y2 = 0⇒ y = ±1
If y = 0, (1)⇒ 3− 3x2 = 0⇒ x = ±1
Hence, there are 4 critical points: (0,±1), (±1, 0).

Hf =

[
fxx fxy
fyx fyy

]
=

[
−6x −6y
−6y −6x

]
• a = (0, 1)

Then, Hf(a) =

[
0 −6
−6 0

]
.

detHf(a) = −36 < 0.

Hence, the point (0, 1) corresponds to a saddle point.

• a = (0,−1)

Then, Hf(a) =

[
0 6
6 0

]
.

detHf(a) = −36 < 0.

Hence, the point (0,−1) corresponds to a saddle point.

• a = (1, 0)

Then, Hf(a) =

[
−6 0
0 −6

]
.

detHf(a) = 36 > 0.

fxx(a) = −6 < 0.

Hence (1, 0) corresponds to a local maximum.
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• a = (−1, 0)

Then, Hf(a) =

[
6 0
0 6

]
.

detHf(a) = 36 > 0.

fxx(a) = 6 > 0.

Hence (−1, 0) corresponds to a local minimum.

IFRAME

Example 11.6. Inconclusive from 2nd derivative test

f(x, y) = x2 + y4 g(x, y) = x2 − y4 h(x, y) = −x2 − y4

∇f = [2x 4y3] ∇g = [2x − 4y3] ∇h = [−2x − 4y3]

⇒ (0, 0) is a critical point of f , g, h.

Hf =

[
2 0
0 12y2

]
Hg =

[
2 0
0 −12y2

]
Hh =

[
−2 0
0 −12y2

]

Hf(0, 0) = Hg(0, 0) =

[
2 0
0 0

]
Hh(0, 0) =

[
−2 0
0 0

]
⇒ Each Hessian matrix has zero determinant at (0, 0), so the 2nd derivative test is
inconclusive.

Remark. Clearly, f , g, h has local minimum, saddle point and local maximum at
(0, 0) respectively.

11.1.1 Second Derivative Test for Functions of n Variables
Let f : Ω ⊆ Rn → R be C2, a ∈ Ω,∇f(a) = 0.

Hf(a) =


fx1x1 fx1x2 · · · fx1xn
fx2x1 fx2x2 · · · fx2xn

...
... . . . ...

fxnx1 fxnx2 · · · fxnxn


f is C2 ⇒ Hf(a) is symmetric. From linear algebra, there exists an orthogonal
n× n matrix P (i.e. P>P = In ) such that:

P THf(a)P =


λ1 0 · · · 0

0 λ2
. . . ...

... . . . . . . 0
0 · · · 0 λn


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where λi are eigenvalues of Hf(a). Hence,

Hf(a) is


positive definite ⇔ All λi > 0
negative definite ⇔ All λi < 0
indefinite ⇔ Some λi > 0, some λj < 0

11.1.2 Another way to check definiteness of Hf(a)

Let Hk be the k by k submatrix

Hk =


fx1x1 fx1x2 · · · fx1xk
fx2x1 fx2x2 · · · fx2xk

...
... . . . ...

fxkx1 fxkx2 · · · fxkxk


1. Hf(a) is positive definite⇔ detHk > 0 for k = 1, 2, · · · , n

2. Hf(a) is negative definite⇔ detHk

{
< 0 if k is odd
> 0 if k is even

For n = 2,

detH1 = det[fxx] = fxx

detH2 = det

[
fxx fxy
fyx fyy

]
= fxxfyy − f 2

xy

Same result as before.

11.2 Lagrange Multiplier
Finding extrema under constraints.

Example 11.7. Find the point on the parabola x2 = 4y closest to (1, 2).
Find minimum of f(x, y) = (x − 1)2 + (y − 2)2 under constraint g(x, y) =

x2 − 4y = 0.
(Constraint: expressed as a level set g = 0 )
IFRAME
https://www.math3d.org/Z2YmkbAD
IFRAME

Theorem 11.8 (Lagrange Multipliers). Let f , g be C1 functions on Ω ⊆ Rn

S = g−1(c) = {x ∈ Ω : g(x) = c}

Suppose
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1. a corresponds to a local extremum of f on S

2. ∇g(a) 6= 0

Then
{
∇f(a) = λ∇g(a) for some λ ∈ R
g(a) = c

Remark. 1. λ is called a Lagrange Multiplier.

2. Let F (x, λ) = f(x)− λ(g(x)− c)
Then ∇F (x, λ) = (∇(f(x)− λg(x))︸ ︷︷ ︸

n components

, g(x)− c)

Find critical points point of f under constraint g = c

m

Find critical point of F without constraint

Back to Example 11.7,

Minimize f(x, y) = (x− 1)2 + (y − 2)2

Constraint g(x, y) = x2 − 4y = 0

Solution. f , g are C1 on R2.

∇f = [2(x− 1) 2(y − 2)]

∇g = [2x − 4] 6= ~0 on R2

Suppose (x, y) is a local extremum of f(x, y) on g(x, y) = 0.
Then, by Lagrange multipliers,{

∇f(x, y) = λ∇g(x, y) for some λ ∈ R
g(x, y) = 0

⇒


2(x− 1) = 2λx · · · (1)
2(y − 2) = −4λ · · · (2)
x2 − 4y = 0 · · · (3)
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(1)⇒ x− 1 = λx⇒ x(1− λ) = 1
(2)⇒ y − 2 = −2λ⇒ y = 2(1− λ) = 2

x

(3)⇒ x2 − 8
x

= 0, x3 − 8 = 0⇒ x = 2
∴ y = 2

2
= 1, and now it is easy to check (x, y) = (2, 1) is a solution.

Geometrically, f must have a minimum on g = 0.
By the Lagrange Multipliers Theorem, only one point can be that minimum

point.
⇒ f has minimum at (2, 1) on g = 0.
To summarize, to find the minimum of f(x, y) = (x − 1)2 + (y − 2)2 under

the constraint g(x, y) = x2 − 4y, we solve:{
∇f = λ∇g
g = 0

Exercise 11.9. Find the point on the parabola x2 = 4y closest to (2, 5).
f(x, y) = (x− 2)2 + (y − 5)2

g(x, y) = x2 − 4y

Remark. The system: {
∇f = λ∇g
g = 0

has solutions. Global minimum on g = 0 : (4, 4).
Not local extremum on g = 0 : (−2, 1).

Example 11.10. Maximize xy2 on the ellipse

x2 + 4y2 = 4

Solution.

Let f(x, y) = xy2

g(x, y) = x2 + 4y2

Note f is continuous and the ellipse g = 4 is closed and bounded.
By EVT, f has global maximum and minimum on g = 4.

∇f = [y2 2xy]

∇g = [2x 8y]

Note:∇g 6= 0 on x2 + 4y2 = 4.
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Lagrange multipliers:

{
∇f = λ∇g
g = 4

⇔


y2 = 2λx · · · (1)

2xy = 8λy · · · (2)
x2 + 4y2 = 4 · · · (3)

Case 1: If y = 0, then

(3)⇒ x2 = 4⇒ x = ±2,

λ = 0 by (1)

∴ (x, y) = (±2, 0).
Case 2: If y 6= 0, then:

(2)

(1)
⇒ 2xy

y2
=

8λy

2λx
⇒ 2x

y
=

4y

x
⇒ x2 = 2y2

By (3), 6y2 = 4⇒ y = ±
√

2
3

∴ x2 = 2y2 = 4
3
⇒ x = ±

√
4
3

∴ (x, y) = (±
√

4
3
,±
√

2
3
).

Compare values of f at the 6 points found using Lagrange Multipliers:
f(x, y) = xy2

f(±2, 0) = 0

f(
√

4
3
,±
√

2
3
) =

√
4
3
· 2

3
= 4

3
√

3
(maximum)

f(−
√

4
3
,±
√

2
3
) = −

√
4
3
· 2

3
= − 4

3
√

3
(minimum)

Hence, for f(x, y) on g = 4,

Global maximum value = 4
3
√

3
at (
√

4
3
,±
√

2
3
)

Global minimum value = − 4
3
√

3
at (−

√
4
3
,±
√

2
3
)

Remark. We may use another form of Lagrange Multiplier.
Let F (x, y, λ) = f(x, y)− λ(g(x, y)− 4) = xy2 − λ(x2 + 4y2 − 4).

Then,∇F = (y2−2λx, 2xy−8λy, x2+4y2−4),∇F = 0⇔


y2 − 2λx = 0

2xy − 8λy = 0
x2 + 4y2 − 4 = 0

Same system as before.

For problems of finding maximum/minimum of f : A→ R,
Lagrange Multipliers can be used to study f on ∂A. Consider a previous

example:
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Example 11.11. Find global maximum/minimum of:

f(x, y) = x2 + 2y2 − x+ 3 for x2 + y2 ≤ 1

Solution. Domain = A = {(x, y) ∈ R2 : x2 + y2 ≤ 1}
As found before, f has only one critical point (1

2
, 0) in Int(A), with f(1

2
, 0) =

11
4

.
To study f on ∂A = {(x, y) ∈ R2 : x2 + y2 = 1} by Lagrange Multipliers:
Let g(x, y) = x2 + y2

∇g = (2x, 2y) 6= ~0 on ∂A(g = 1)

{
∇f = λ∇g
g = 1

⇔


2x− 1 = 2λx · · · (1)

4y = 2λy · · · (2)
x2 + y2 = 1 · · · (3)

(2)⇒ (4− 2λ)y = 0

⇒ λ = 2 or y = 0

For λ = 2:
By (1),

2x− 1 = 4x

x = −1

2

By (3),

y = ±
√

3

2

For y = 0,
By (3),

x = ±1

Comparing values of f at five points:

f(
1

2
, 0) =

11

4

f(−1

2
,

√
3

2
) = f(−1

2
,−
√

3

2
) =

21

4
f(1, 0) = 3

f(−1, 0) = 5

Hence, maximum value = 21
4

at (−1
2
,±
√

3
2

) and minimum value = 11
4

at (1
2
, 0).
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MATH 2010 Chapter 12

Question:
When does f have global extrema subject to constraint g = c ?
A sufficient condition:

• The level set S = {g = c} is closed and bounded

• f is continuous on S

By EVT, f has global extrema on S.

12.1 Quadratic Constraint on 2 Variables (Conic Sec-
tion)

g(x, y) = Ax2 + 2Bxy + Cy2 +Dx+ Ey + F

Some typical examples of g = c :

1. x2

a2
+ y2

b2
= 1, a, b > 0 (Ellipse. Circle if a = b )

IFRAME

2. x2

a2
− y2

b2
= 1, a, b > 0 (Hyperbola)

IFRAME

Remark. xy = c, c 6= 0 also a hyperbola.

IFRAME

3. y = ax2, a 6= 0 (Parabola) (only 1 quadratic term)

IFRAME

4. Degenerate Cases
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https://www.desmos.com/calculator/8pzowhtbpa?embed
https://www.desmos.com/calculator/abzngyn0ga?embed
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• x2

a2
+ y2

b2
= 0 a point (0, 0)

• x2

a2
+ y2

b2
= −1 empty set

• x2

a2
− y2

b2
= 0 x

a
= ±y

b

(a pair of intersecting lines)

• x2 = c x = ±
√
c

(a pair of parallel lines (double line if c = 0 ))

By a change of coordinates, any quadratic constraint g(x, y) = c can be trans-
formed to one of the forms above:
⇒ Ellipse, Hyperbola, Parabola, Degenerate
Each quadratic constraint corresponds to the intersection of a plane with a

cone:
IFRAME

Example 12.1.

17x2 − 12xy + 8y2 + 16
√

5x− 8
√

5y = 0

⇔ (u+ 1)2

12
+
v2

22
= 1, where u =

2x− y√
5

v =
x+ 2y√

5

Remark. In the last example, u and v are chosen so that u-axis ⊥ v-axis.
Such u and v can be found using theory of symmetric matrices in linear alge-

bra. Among the non-degenerate quadratic constraints above, only ellipse is closed
and bounded.
Any continuous f(x, y) restricted to an ellipse has both global maximum and
global minimum.

It is not true for hyperbola and parabola:
A continuous f(x, y) restricted to a hyperbola or parabola may not have global
maximum or minimum.

12.2 Quadratic Constraint for 3-variable

g(x, y, z) = Ax2 +By2 + Cz2 + 2Pxy + 2Qyz + 2Rzx+Dx+ Ey + Fz +G
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https://www.math.cuhk.edu.hk/~pschan/surfaceplot/?data=%7B%22sidebar%22%3A0%2C%22zscale%22%3A%22-0.5%22%2C%22domain%22%3A%222%22%2C%22numsamples%22%3A%2240%22%2C%22autozscale%22%3A%221%22%2C%22showaxes%22%3A%221%22%2C%22centeredaxes%22%3A%221%22%2C%22xmin%22%3A%22-2%22%2C%22xmax%22%3A%222%22%2C%22ymin%22%3A%22-2%22%2C%22ymax%22%3A%222%22%2C%22zmin%22%3A%22-10%22%2C%22zmax%22%3A%2210%22%2C%22xticks%22%3A%225%22%2C%22yticks%22%3A%229%22%2C%22zticks%22%3A%2210%22%2C%22equations%22%3A%5B%7B%22isParam%22%3Afalse%2C%22formula%22%3A%221%22%2C%22color%22%3A%22d797d8%22%2C%22alpha%22%3A%220.9%22%7D%2C%7B%22isParam%22%3Atrue%2C%22formula%22%3A%22s*cos(t)%2C%20s*sin(t)%2Cs%22%2C%22domain%22%3A%7B%22s%22%3A%22-2%2C2%22%2C%22t%22%3A%220%2C7%22%7D%2C%22color%22%3A%22b8b8b8%22%2C%22alpha%22%3A%220.9%22%7D%2C%7B%22isParam%22%3Atrue%2C%22formula%22%3A%22-1%2Cs%2Ct%22%2C%22domain%22%3A%7B%22s%22%3A%22-2%2C2%22%2C%22t%22%3A%22-2%2C2%22%7D%2C%22color%22%3A%2297d8b0%22%2C%22alpha%22%3A%220.9%22%7D%2C%7B%22isParam%22%3Atrue%2C%22formula%22%3A%22s%2Ct%2C1-s%22%2C%22domain%22%3A%7B%22s%22%3A%22-1%2C1.5%22%2C%22t%22%3A%22-2%2C2%22%7D%2C%22color%22%3A%226d9cd9%22%2C%22alpha%22%3A%220.9%22%7D%2C%7B%22isParam%22%3Atrue%2C%22formula%22%3A%22s%2Ct%2C0.75-0.5s%22%2C%22domain%22%3A%7B%22s%22%3A%22-2%2C2%22%2C%22t%22%3A%22-2%2C2%22%7D%2C%22color%22%3A%22d8c397%22%2C%22alpha%22%3A%220.9%22%7D%5D%2C%22rotationMatrix%22%3A%5B-0.59%2C-0.33%2C0.49%2C0%2C0.58%2C-0.3%2C0.47%2C0%2C0.03%2C0.66%2C0.43%2C0%2C0%2C0%2C0%2C1%5D%7D&dimensions=[480,480]


12.2.1 Some typical examples of g = c

Graph x2

a2
+ y2

b2
+ z2

c2
= 1, a, b, c > 0

How to graph it?
Start with the unit sphere:

x2 + y2 + z2 = 1

IFRAME
Then, stretch in x, y, z directions according to the values of a, b, c:
IFRAME
Graph x2

a2
+ y2

b2
− z2

c2
= 1

Up to rescaling, can assume a = b = c = 1

 x2 + y2 − z2 = 1

Let r =
√
x2 + y2 = distance from (x, y, z) to z-axis r2 − z2 = 1 Hyperbola

IFRAME
x2 + y2 − z2 = 1 · · · (2)
Hyperboloid of 1 sheet
IFRAME
Graph x2

a2
+ y2

b2
− z2

c2
= −1

r2 − z2 = −1 Hyperbola
IFRAME
x2 + y2 − z2 = −1 Hyperboloid of 2 sheets
IFRAME

Exercise 12.2. Graph

• x2 + y2 − z2 = 0 (Elliptical cone)

• z = x2 + y2 (Elliptical Paraboloid)

• z = x2 − y2 (Hyperbolic Paraboloid)

12.2.2 Graph of standard quadratic surfaces
Example 12.3.

121

https://www.math.cuhk.edu.hk/~pschan/surfaceplot/?data=%7B%22sidebar%22%3A0%2C%22zscale%22%3A%220%22%2C%22domain%22%3A%2210%22%2C%22numsamples%22%3A%2240%22%2C%22autozscale%22%3A%221%22%2C%22showaxes%22%3A%221%22%2C%22centeredaxes%22%3A%221%22%2C%22xmin%22%3A%22-5%22%2C%22xmax%22%3A%225%22%2C%22ymin%22%3A%22-5%22%2C%22ymax%22%3A%225%22%2C%22zmin%22%3A%22-10%22%2C%22zmax%22%3A%2210%22%2C%22xticks%22%3A%225%22%2C%22yticks%22%3A%229%22%2C%22zticks%22%3A%2210%22%2C%22equations%22%3A%5B%7B%22isParam%22%3Atrue%2C%22formula%22%3A%22sin(s)cos(t)%2Csin(s)sin(t)%2Ccos(s)%22%2C%22domain%22%3A%7B%22s%22%3A%220%2C4%22%2C%22t%22%3A%220%2C7%22%7D%2C%22color%22%3A%22d998b7%22%2C%22alpha%22%3A%220.9%22%7D%5D%2C%22rotationMatrix%22%3A%5B-0.8%2C-0.31%2C0.69%2C0%2C0.76%2C-0.25%2C0.76%2C0%2C-0.05%2C1.04%2C0.39%2C0%2C0%2C0%2C0%2C1%5D%7D&dimensions=[480,480]
https://www.math.cuhk.edu.hk/~pschan/surfaceplot/?data=%7B%22sidebar%22%3A0%2C%22zscale%22%3A%220.5%22%2C%22domain%22%3A%2210%22%2C%22numsamples%22%3A%2240%22%2C%22autozscale%22%3A%221%22%2C%22showaxes%22%3A%221%22%2C%22centeredaxes%22%3A%221%22%2C%22xmin%22%3A%22-5%22%2C%22xmax%22%3A%225%22%2C%22ymin%22%3A%22-5%22%2C%22ymax%22%3A%225%22%2C%22zmin%22%3A%22-10%22%2C%22zmax%22%3A%2210%22%2C%22xticks%22%3A%225%22%2C%22yticks%22%3A%229%22%2C%22zticks%22%3A%2210%22%2C%22equations%22%3A%5B%7B%22isParam%22%3Atrue%2C%22formula%22%3A%225*sin(s)cos(t)%2C3*sin(s)sin(t)%2C2*cos(s)%22%2C%22domain%22%3A%7B%22s%22%3A%220%2C4%22%2C%22t%22%3A%220%2C7%22%7D%2C%22color%22%3A%2297d8d4%22%2C%22alpha%22%3A%220.9%22%7D%5D%2C%22rotationMatrix%22%3A%5B-0.71%2C-0.42%2C0.72%2C0%2C0.84%2C-0.45%2C0.56%2C0%2C0.09%2C0.93%2C0.61%2C0%2C0%2C0%2C0%2C1%5D%7D&dimensions=[480,480]
https://www.desmos.com/calculator/dtup6ligcw?embed
https://www.math.cuhk.edu.hk/~pschan/surfaceplot/?data=%7B%22sidebar%22%3A0%2C%22zscale%22%3A%220%22%2C%22domain%22%3A%2210%22%2C%22numsamples%22%3A%2240%22%2C%22autozscale%22%3A%221%22%2C%22showaxes%22%3A%221%22%2C%22centeredaxes%22%3A%221%22%2C%22xmin%22%3A%22-5%22%2C%22xmax%22%3A%225%22%2C%22ymin%22%3A%22-5%22%2C%22ymax%22%3A%225%22%2C%22zmin%22%3A%22-10%22%2C%22zmax%22%3A%2210%22%2C%22xticks%22%3A%225%22%2C%22yticks%22%3A%229%22%2C%22zticks%22%3A%2210%22%2C%22equations%22%3A%5B%7B%22isParam%22%3Atrue%2C%22formula%22%3A%22sqrt(1%2Bt%5E2)cos(s)%2Csqrt(1%2Bt%5E2)sin(s)%2C%20t%22%2C%22domain%22%3A%7B%22s%22%3A%220%2C7%22%2C%22t%22%3A%22-5%2C5%22%7D%2C%22color%22%3A%2299d897%22%2C%22alpha%22%3A%220.9%22%7D%5D%2C%22rotationMatrix%22%3A%5B-0.59%2C-0.5%2C0.63%2C0%2C0.81%2C-0.34%2C0.49%2C0%2C-0.02%2C0.79%2C0.61%2C0%2C0%2C0%2C0%2C1%5D%7D&dimensions=[480,480]
https://www.desmos.com/calculator/hlfmveccwl?embed
https://www.math.cuhk.edu.hk/~pschan/surfaceplot/?data=%7B%22sidebar%22%3A0%2C%22zscale%22%3A%220%22%2C%22domain%22%3A%2210%22%2C%22numsamples%22%3A%2240%22%2C%22autozscale%22%3A%221%22%2C%22showaxes%22%3A%221%22%2C%22centeredaxes%22%3A%221%22%2C%22xmin%22%3A%22-5%22%2C%22xmax%22%3A%225%22%2C%22ymin%22%3A%22-5%22%2C%22ymax%22%3A%225%22%2C%22zmin%22%3A%22-10%22%2C%22zmax%22%3A%2210%22%2C%22xticks%22%3A%225%22%2C%22yticks%22%3A%229%22%2C%22zticks%22%3A%2210%22%2C%22equations%22%3A%5B%7B%22isParam%22%3Atrue%2C%22formula%22%3A%22t*cos(s)%2C%20t*sin(s)%2C%20sqrt(1%20%2B%20t%5E2)%22%2C%22domain%22%3A%7B%22s%22%3A%220%2C7%22%2C%22t%22%3A%22-3%2C3%22%7D%2C%22color%22%3A%2297a8d8%22%2C%22alpha%22%3A%220.9%22%7D%2C%7B%22isParam%22%3Atrue%2C%22formula%22%3A%22t*cos(s)%2C%20t*sin(s)%2C%20-sqrt(1%20%2B%20t%5E2)%22%2C%22domain%22%3A%7B%22s%22%3A%220%2C7%22%2C%22t%22%3A%22-3%2C3%22%7D%2C%22color%22%3A%2296a9d5%22%2C%22alpha%22%3A%220.9%22%7D%5D%2C%22rotationMatrix%22%3A%5B-0.65%2C-0.41%2C0.63%2C0%2C0.76%2C-0.28%2C0.6%2C0%2C-0.06%2C0.86%2C0.51%2C0%2C0%2C0%2C0%2C1%5D%7D&dimensions=[480,480]


x2 + y2 = 1 Cylinder of Ellipse
IFRAME
z = x2 Cylinder of parabola
IFRAME

Similar to the case of 2-variable:
Any quadratic constraint g(x, y, z) = c can be transformed to one of the stan-

dard forms by a change of coordinates. Among the cases above, only ellipsoid is
closed and bounded.
Any continuous f(x, y) restricted to an ellipsoid has both global maximum and
global minimum.

This is not the case for other quadratic surfaces.
Back to finding maximum/minimum under constraint.

Example 12.4. Find the point on the ellipse:

x2 + xy + y2 = 9

(Exercise. Show that this is indeed an ellipse.) with maximum x-coordinate.

Solution. Let f(x, y) = x

g(x, y) = x2 + xy + y2

Maximize f under constraint g = 9
The ellipse g = 9 is closed and bounded.
f is continuous. By EVT, maximum exists.

∇f = [1 0]

∇g = [2x+ y x+ 2y]

Note∇g = [0 0]⇔ (x, y) = (0, 0)
(0, 0) is not on the ellipse. Use Lagrange Multipliers,{

∇f = λ∇g
g = 9

⇒


1 = λ(2x+ y) · · · (i)
0 = λ(x+ 2y) · · · (ii)

x2 + xy + y2 = 9 · · · (iii)

(i)⇒ λ 6= 0
∴ (ii)⇒ x+ 2y = 0⇒ x = −2y · · · (iv)
Put (iv) into (iii) ,

(−2y)2 + (−2y)y + y2 = 9⇒ 3y2 = 9, y = ±
√

3

By (iv) , (x, y) = (−2
√

3,
√

3) or (2
√

3,−
√

3)
Comparing x-coordinates, answer is (2

√
3,−
√

3) .
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https://www.math.cuhk.edu.hk/~pschan/surfaceplot/?data=%7B%22sidebar%22%3A0%2C%22zscale%22%3A%220.5%22%2C%22domain%22%3A%2210%22%2C%22numsamples%22%3A%2240%22%2C%22autozscale%22%3A%221%22%2C%22showaxes%22%3A%221%22%2C%22centeredaxes%22%3A%221%22%2C%22xmin%22%3A%22-5%22%2C%22xmax%22%3A%225%22%2C%22ymin%22%3A%22-5%22%2C%22ymax%22%3A%225%22%2C%22zmin%22%3A%22-10%22%2C%22zmax%22%3A%2210%22%2C%22xticks%22%3A%225%22%2C%22yticks%22%3A%229%22%2C%22zticks%22%3A%2210%22%2C%22equations%22%3A%5B%7B%22isParam%22%3Atrue%2C%22formula%22%3A%22cos(s)%2Csin(s)%2Ct%22%2C%22domain%22%3A%7B%22s%22%3A%220%2C7%22%2C%22t%22%3A%22-3%2C3%22%7D%2C%22color%22%3A%2297d1d8%22%2C%22alpha%22%3A%220.9%22%7D%5D%2C%22rotationMatrix%22%3A%5B-0.69%2C-0.42%2C0.57%2C0%2C0.72%2C-0.39%2C0.59%2C0%2C-0.02%2C0.81%2C0.59%2C0%2C0%2C0%2C0%2C1%5D%7D&dimensions=[480,480]
https://www.math.cuhk.edu.hk/~pschan/surfaceplot/?data=%7B%22sidebar%22%3A0%2C%22zscale%22%3A%221%22%2C%22domain%22%3A%2210%22%2C%22numsamples%22%3A%2240%22%2C%22autozscale%22%3A%221%22%2C%22showaxes%22%3A%221%22%2C%22centeredaxes%22%3A%221%22%2C%22xmin%22%3A%22-5%22%2C%22xmax%22%3A%225%22%2C%22ymin%22%3A%22-5%22%2C%22ymax%22%3A%225%22%2C%22zmin%22%3A%22-10%22%2C%22zmax%22%3A%2210%22%2C%22xticks%22%3A%225%22%2C%22yticks%22%3A%229%22%2C%22zticks%22%3A%2210%22%2C%22equations%22%3A%5B%7B%22isParam%22%3Atrue%2C%22formula%22%3A%22s%2Ct%2Cs%5E2%22%2C%22domain%22%3A%7B%22s%22%3A%22-3%2C3%22%2C%22t%22%3A%22-3%2C3%22%7D%2C%22color%22%3A%22d89797%22%2C%22alpha%22%3A%220.9%22%7D%5D%2C%22rotationMatrix%22%3A%5B-0.69%2C-0.42%2C0.57%2C0%2C0.72%2C-0.39%2C0.59%2C0%2C-0.02%2C0.81%2C0.59%2C0%2C0%2C0%2C0%2C1%5D%7D&dimensions=[480,480]


Example 12.5. Find the point(s) on the hyperboloid xy − yz − zx = 3 closest to
the origin.

Remark. It may be shown such closest point(s) exist.
For example, after a suitable change of coordinates, the surface is equivalent

to the "two-piece" hyperboloid:

x2 + y2 − z2 = −1

The distance between the origin and any point (x, y, z) on the hyperboloid above
is simply: √

x2 + y2 + z2 =
√

2x2 + 2y2 + 1 ≥ 1,

which clearly has an absolute minimum.
However, the hyperboloid is not bounded⇒ farthest point does not exist.

Solution. Let f(x, y, z) = ‖(x, y, z)− (0, 0, 0)‖2 = x2 + y2 + z2

Minimize f under constraint

g(x, y, z) = xy − yz − zx = 3

∇f = [2x 2y 2z] ∇g = [y − z x− z − x− y]

Note ∇g 6= [0, 0, 0] on g = 3
Use Lagrange Multipliers,{

∇f = λ∇g
g = 3

⇒
(Ex)

{
(x, y, z) = ±(1, 1,−1)

λ = 1

Note f(1, 1,−1) = f(−1,−1, 1) = 3
∴ Closest points are ±(1, 1,−1)
Corresponding distance =

√
3

12.3 Lagrange Multipliers - Multiple Constraints
Theorem 12.6. Lagrange Multipliers with multiple constraints

Let f, g1, g2, · · · , gk be C1 functions on Ω ⊆ Rn

S = {x ∈ Ω : gi(x) = ci, i = 1, · · · , k}

Suppose
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1. a is a local extremum of f on S

2. ∇g1(a), · · · ,∇gk(a) are linearly independent

Then {
∇f(a) =

∑k
i=1 λi∇gi(a) for some λ1, · · · , λk ∈ R

gi(a) = ci for i = 1, · · · , k

Example 12.7. Maximize f(x, y, z) = x2+2y−z2 on the lineL =

{
2x− y = 0
y + z = 0

in R3

It is given that f has maximum on L

Solution. Let g1(x, y, z) = (2x− y) and g2(x, y, z) = y + z

∇f = [2x 2 − 2z]

∇g1 = [2 − 1 0]

∇g2 = [0 1 1]

}
linearly independent

Use Lagrange Multipliers,
∇f = λ1∇g1 + λ2∇g2

g1 = 0
g2 = 0

Hence


2x = 2λ1 + 0λ2 · · · (1)
2 = −λ1 + λ2 · · · (2)
−2z = 0λ1 + λ2 · · · (3)

2x− y = 0 · · · (4)
y + z = 0 · · · (5)

(4), (5)⇒ 2x = y = −z
(1), (3)⇒ λ1 = x λ2 = −2z
(2)⇒ −x− 2z = 2⇒ −x+ 4x = 2⇒ x = 2

3

⇒ y = 4
3
, z = −4

3
Since solution is unique and maximum exists, it must occur

at (x, y, z) = (2
3
, 4

3
,−4

3
) with maximum value f(2

3
, 4

3
,−4

3
) = 4

3

Example 12.8. Find the minimum distance (provided that it exists) between

C : xy = 1 and L : x+ 4y =
15

8

IFRAME
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Solution. Let f(x, y, u, v) = ‖(x, y)− (u, v)‖2 = (x− u)2 + (y − v)2

To find distance:
Minimize f(x, y, u, v) under constraints

g1(x, y, u, v) = xy = 1

g2(x, y, u, v) = u+ 4v =
15

8

∇f = [2(x− u) 2(y − v) − 2(x− u) − 2(y − u)]

∇g1 = [y x 0 0]

∇g2 = [0 0 1 4]

∇g1,∇g2 are linearly independent⇔ (x, y) 6= (0, 0)
But xy = 1⇒ ∇g1,∇g2 are linearly independent on g1 = 1 and g2 = 15

8

Use Lagrange Multipliers,


∇f = λ1∇g1 + λ2∇g2

g1 = 1
g2 = 15

8

⇒



2(x− u) = λ1y · · · (1)
2(y − v) = λ1x · · · (2)
−2(x− u) = λ2 · · · (3)
−2(y − v) = 4λ2 · · · (4)

xy = 1 · · · (5)
u+ 4v = 15

8
· · · (6)

Case 1:
If λ1 = 0 or λ2 = 0 , then

x = u, y = v

(6)⇒ x = 15
8
− 4y

(5)⇒ (15
8
− 4y)y = 1⇒ −4y2 + 15

8
y − 1 = 0

No real solution
Case 2:
If λ1, λ2 6= 0 , then

1

4
=
x− u
y − v

=
y

x
⇒ x = 4y

(5)⇒ 4y2 = 1⇒ y = ±1
2

∴ (x, y) = (2, 1
2
) or (−2,−1

2
)
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If (x, y) = (2, 1
2
) ,

2− u
1
2
− v

=
1

4
⇒ 8− 4u =

1

2
− v

⇒
{
−4u+ v = −15

2

u+ 4v = 15
8

⇒ (u, v) = (
15

8
, 0)

If (x, y) = (−2, 1
2
) ,

By similar calculation, (u, v) = (−225
136
, 15

17
) Comparing the two solutions,

f attains minimum at (x, y, u, v) = (2, 1
2
, 15

8
, 0)

Distance between C and L =
√
f(2, 1

2
, 15

8
, 0) =

√
17
8

12.3.1 Where the Lagrange Multipliers Method "Fails"
Example 12.9. Provided that it exists, find the minimum of f(x, y) = x on:

g(x, y) = x3 − y2 = 0.

IFRAME
It is easy to see that The absolute minimum of f occurs at (x, y) = (0, 0).
But:

∇f = [1 0],

while:
∇g = [3x2 − 2y]

Hence,
∇f = λ∇g

has no solutions.
So, a naive (i.e. fail to check all conditions) application of Lagrange Multipli-

ers would "miss" the point (0, 0) where the minimum occurs.
In general, when∇g is not necessarily nonzero, one has to separately consider

the points where∇g is zero, after solving for the Lagrange multipliers.
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Example 12.10. Provided that it exists, find the maximum of f(x, y, z) = −y on:

g1(x, y, z) = x2 − y2 − y3 − z = 0

g2(x, y, z) = y2 + z = 0

The function f in fact attains its absolute maximum at (0, 0, 0) (why?).
IFRAME
But:

∇f = [0 − 1 0],

while:

∇g1 = [2x − 2y − 3y2 − 1]

∇g2 = [0 2y 1]

Hence, there are no λ1, λ2 such that:

∇f(0, 0, 0) = λ1∇g1(0, 0, 0) + λ2∇g2(0, 0, 0),

which is a direct consequence of the linear dependence of the vectors:

∇g1(0, 0, 0) = [0 0 − 1]

∇g2(0, 0, 0) = [0 0 1].

(Their span is not "large enough" to accomodate∇f(0, 0, 0).)

12.4 Implicit Function Theorem
Question When can we ”solve” a constraint?

For example, if g(x, y) = c , can we find y = h(x) such that g(x, h(x)) = c ?

Example 12.11. Consider level set g(x, y) = x2 − y2 = 0
IFRAME
Near (0, 0), y = x? y = −x? or ±|x|?
y is not uniquely determined by x

Example 12.12. S : x2 + y2 + z2 = 2 in R3

IFRAME
Question: 3 variables, 1 equation⇒ S is 2-dimensional surface?
Solve for z = h(x, y)?
x = k(y, z)?
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We focus locally near (0, 1, 1)
If we can solve for z as a differentiable function z = z(x, y) near (0, 1, 1) ,by

implicit differentiation on x2 + y2 + z2 = 2

∂

∂x
: 2x+ 2z

∂z

∂x
= 0

∂

∂y
: 2y + 2z

∂z

∂y
= 0

At (x, y, z) = (0, 1, 1)⇒
{

0 + 2 ∂z
∂x

= 0
2 + 2∂z

∂y
= 0

⇒ [ ∂z
∂x
, ∂z
∂y

] = [0 − 1] at (0, 1, 1)

How about x as a differentiable function x = x(y, z) near (0, 1, 1) ?
If so, by implicit differentiation,

∂

∂y
: 2x

∂x

∂y
+ 2y = 0

∂

∂z
: 2x

∂x

∂y
+ 2y = 0

Put (x, y, z) = (0, 1, 1)⇒
{

0 + 2 = 0 (coefficient of ∂x
∂y

is ∂g
∂x

= 0)

0 + 2 = 0
Contradiction!
∴ x is not a differentiable function of y, z near (0, 1, 1)
Reason:
For x2 + y2 + z2 = 2,
If y, z > 1 a little bit, no solution for x.
If y, z < 1 a little bit, 2 solution for x.
Let g(x, y, z) = x2 + y2 + z2.
Difference in the two cases:
At (0, 1, 1),

∂g

∂z
= 2z 6= 0

∂g

∂x
= 2x = 0

In general, given constraint F (x, y, z) = c
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If z = z(x, y) , then by implicit differentiation,

∂
∂x

: ∂F
∂x

+ ∂F
∂z

∂z
∂x

= 0
∂
∂y

: ∂F
∂y

+ ∂F
∂z

∂z
∂y

= 0

}
~

If F (~a) = c, ∂F
∂z

(~a) 6= 0 , then ~ has solution (No contradiction)
∴ z = z(x, y) may exist and[

∂z
∂x

∂z
∂y

]
= − 1

∂F
∂z

(~a)

[
∂F
∂x

(~a) ∂F
∂y

(~a)
]

Example 12.13. Multiple Constraints

C

{
x2 + y2 + z2 = 2 3 variables

x+ z = 1 2 equations

IFRAME
Question: Is C a 1-dimensional curve? y = y(x)? z = z(x)?
If we can solve for y, z as differentiable functions y(x), z(x)

Implicit Differentiation⇒
{

2x+ 2y dy
dx

+ 2z dz
dx

= 0
1 + dz

dx
= 0

[
2y 2z
0 1

] [
dy
dx
dz
dx

]
=

[
−2x
−1

]
If this linear system has a solution, then y = y(x), z = z(x) may exist.

For instance, if (x, y, z) = (0, 1, 1) ,[
2 2
0 1

] [
dy
dx
dz
dx

]
=

[
0
−1

]

⇒
[
dy
dx
dz
dx

]
=

[
2 2
0 1

]−1 [
0
−1

]
=

[
1
−1

]
In general, given F1(x, y, z) = c1 and F2(x, y, z) = c2

Suppose Fi(a, b, c) = ci, i = 1, 2 .
Do there exist differentiable functions y = y(x), z = z(x) near (a, b, c) such

that {
F1(x, y(x), z(x)) = c1

F2(x, y(x), z(x)) = c2
?
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If so, by implicit differentiation,{
∂F1

∂x
+ ∂F1

∂y
dy
dx

+ ∂F1

∂z
dz
dx

= 0
∂F2

∂x
+ ∂F2

∂y
dy
dx

+ ∂F2

∂z
dz
dx

= 0

[
∂F1

∂y
∂F1

∂z
∂F2

∂y
∂F2

∂z

][
dy
dx
dz
dx

]
=

[
−∂F1

∂x

−∂F2

∂x

]

If

[
∂F1

∂y
(~a) ∂F1

∂z
(~a)

∂F2

∂y
(~a) ∂F2

∂z
(~a)

]−1

exists at ~a = (a, b, c) ,

then
[
dy
dx

(a)
dz
dx

(a)

]
=

[
∂F1

∂y
(~a) ∂F1

∂z
(~a)

∂F2

∂y
(~a) ∂F2

∂z
(~a)

]−1 [
−∂F1

∂x
(~a)

−∂F2

∂x
(~a)

]
Generally,
given n+ k variables
k equations 

F1(x1, · · · , xn, y1, · · · , yk) = c1
...

Fk(x1, · · · , xn, y1, · · · , yk) = ck

When can y1, · · · , yk be expressed as functions of x1, · · · , xn locally?
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MATH 2010 Chapter 13

13.1 Implicit Function Theorem
Theorem 13.1 (Implicit Function Theorem). Let Ω ⊆ Rn+k be open, F : Ω→ Rk

be C1

Denote x = (x1, · · · , xn), y = (y1, · · · , yk)

F (~x, ~y) =

F1(~x, ~y)
...

Fk(~x, ~y)


=

F1(x1, · · · , xn, y1, · · · , yk)
...

Fk(x1, · · · , xn, y1, · · · , yk)


Suppose (a, b) ∈ Ω, where a = ~a ∈ Rn, b = ~b ∈ Rk, such that

F (a, b) = ~c =

c1
...
ck

 ∈ Rk

and the k × k matrix

(D~yF ) |(a,b) :=
[
∂Fi

∂yj
(a, b)

]
16i,j6k

=


∂F1

∂y1
(a, b) · · · ∂F1

∂yk
(a, b)

...
...

∂Fk

∂y1
(a, b) · · · ∂Fk

∂yk
(a, b)

 is invertible.

Then, there exist open sets U ⊆ Rn containing a , V ⊆ Rk containing b and a C1

function

ϕ : U → V

x = (x1, · · · , xn) ∈ U → y = (y1, · · · , yk) ∈ V

such that
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1. ϕ(a) = b

2. F (x, ϕ(x)) = c

3. For any (x, y) ∈ U × V such that F (x, y) = c, we have y = ϕ(x).

4. For 1 ≤ i ≤ k, 1 ≤ j ≤ n,[
∂yi
∂xj

(a)
]

=
[
∂ϕi

∂xj
(a)
]

= −
(
(D~yF )−1D~xF

)
ij

Remark. Provided that we know ~y = ~y(~x) is a differentiable function of ~x, the
last item follows from the Chain Rule.

If ~y is a differentiable function of ~x, then (~x, ~y) may be viewed as a vector-
valued function:

~φ : Rn −→ Rn+k

where:
~φ(~x) =

[
~x
~y(~x)

]
Applying the chain rule for differentiation with respect to ~x to both sides of:

F (~x, ~y)︸ ︷︷ ︸
F(~φ(~x))

= ~c,

we have:


∂F1

∂x1
· · · ∂F1

∂xn
∂F1

∂y1
· · · ∂F1

∂yk
...

...
...

...
...

...
∂F1

∂x1
· · · ∂Fk

∂xn

∂Fk

∂y1
· · · ∂Fk

∂yk


︸ ︷︷ ︸

DF=[D~xF | D~yF ]



∂φ1
∂x1

· · · ∂φ1
∂xn

...
...

...
∂φn
∂x1

· · · ∂φn
∂xn

∂φn+1

∂x1
· · · ∂φn+1

∂xn
...

...
...

∂φn+k

∂x1
· · · ∂φn+k

∂xn


︸ ︷︷ ︸

D~φ

= ~0


∂F1

∂x1
· · · ∂F1

∂xn
...

...
...

∂F1

∂x1
· · · ∂Fk

∂xn

 In +


∂F1

∂y1
· · · ∂F1

∂yk
...

...
...

∂F1

∂y1
· · · ∂Fk

∂yk



∂y1
∂x1

· · · ∂y1
∂xn

...
...

...
∂yk
∂x1

· · · ∂yk
∂xn

 = ~0

Hence,
∂y1
∂x1

· · · ∂y1
∂xn

...
...

...
∂yk
∂x1

· · · ∂yk
∂xn

 = −


∂F1

∂y1
· · · ∂F1

∂yk
...

...
...

∂F1

∂y1
· · · ∂Fk

∂yk


−1 

∂F1

∂x1
· · · ∂F1

∂xn
...

...
...

∂F1

∂x1
· · · ∂Fk

∂xn


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Remark. Applying the theorem to the special case where we have a real-valued
differentiable function F : R2 −→ R satisfying:

F (x, y) = c,

we have:
∂y

∂x
= −Fx

Fy

Example 13.2. n = 2, k = 1.
Consider the surface (a sphere to be precise) desribed by the following equa-

tion:
x2 + y2 + z2 = 2.

Is z implicitly a function of (x, y) near the point (0, 1, 1) on the surface?

If so, what is
∂z

∂x
,
∂z

∂y
at (x, y, z) = (0, 1, 1)?

Solution. The equation describing the surface is equivalent to F (x, y, z) = 2,
where:

F (x, y, z) = x2 + y2 + z2 : R3 −→ R1

Observe that F is C1 on R3. In the context of the IFT, we have k = 1, n = 3−1 =
2.

So, it is possible that any one (k = 1) of (x, y, z) is implicitly a function of the
other two (n = 2).

We have:
D(z)F = [Fz] = [2z].

At (0, 1, 1), we have [Fz]|(0,1,1) = [2 · 1] = [2], which is an invertible 1× 1 matrix,
with inverse: (

D(z)F |(0,1,1)

)−1
= [1/2]

Hence, the conditions of IFT are satisfied. The variable z is implicitly a C1 func-
tion of (x, y) near (0, 1, 1) on the surface.

Moreover, we have:[
∂z
∂x

∂z
∂y

]∣∣
(0,1,1)

=−
(
D(z)F |(0,1,1)

)−1 [
Fx Fy

]
|(0,1,1)

=− [1/2]
[
Fx Fy

]
|(0,1,1)

=− [1/2]
[
2x 2y

]
|(0,1,1)

=− [1/2]
[
0 2

]
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Hence:
∂z

∂x
|(0,1,1) = −1

2
· 0 = 0,

∂z

∂y
|(0,1,1) = −1

2
· 2 = −1

Example 13.3. n = 1, k = 2 Consider the curve (a circle) which is the intersec-
tion the following two surfaces:{

x2 + y2 + z2 = 2

x+ z = 1

IFRAME
What does IFT say in this case?
Define F : R2+1 −→ R2 as follows:

F (x, y, z) =

[
F1

F2

]
=

[
x2 + y2 + z2

x+ z

]
Then, the curve in question corresponds to the constraint:

F (x, y, z) = ~c =

[
2
1

]
Since the codomain of F is R2 (k = 2), and F has 3 variables, by IFT, any two
(k = 2) of the variables of F could implicitly be a function of the remaining one
variable (n = 3− k = 1).

We have:

D(y,z)F =

[
F1,y F1,z

F2,y F2,z

]
=

[
2y 2z
0 1

]
Hence, at, for example, the point (0, 1, 1), we have:

D(y,z)F
∣∣
(0,1,1)

=

[
2 2
0 1

]
,

which is invertible.
Hence, by IFT, on the curve the variables y, z are implicitly differentiable

functions of x near the point (0, 1, 1), with:[
∂y
∂x
∂z
∂x

]
= − D(y,z)F

∣∣−1

(0,1,1)

[
F1,x

F2,x

]∣∣∣∣
(0,1,1)

= −1

2

[
1 −2
0 2

] [
2 · 0

1

]
=

[
1
−1

]
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Remark. There is no intrinsic ordering to the variables x, y, z, so we might equally
ask whether x, y are implicitly functions of z on the curve.

Since

D(x,y)F
∣∣
(0,1,1)

=

[
F1,x F1,y

F2,x F2,y

]∣∣∣∣
(0,1,1)

=

[
2x 2y
1 0

]∣∣∣∣
(0,1,1)

=

[
0 2
1 0

]
is invertible, the IFT says that on the curve the variable x, y are implicity functions
of z near the point (0, 1, 1), with:

[
∂x
∂z
∂y
∂z

]
= − D(x,y)F

∣∣−1

(0,1,1)

[
F1,z

F2,z

]∣∣∣∣
(0,1,1)

=
1

2

[
0 −2
−1 0

] [
2 · 1

1

]
=

[
−1
−1

]
Example 13.4. Consider the constraints{

xz + sin(yz − x2) = 8
x+ 4y + 3z = 18

Near (2, 1, 4), can we express 2 of the variables as functions of the remaining
variable?

Solution. Let F (x, y, z) =

[
F1(x, y, z)
F2(x, y, z)

]
=

[
xz + sin(yz − x2)
x+ 4y + 3z

]
.

Then:

DF =

[
z − 2x cos(yz − x2) z cos(yz − x2) x+ y cos(yz − x2)

1 4 3

]

DF (2, 1, 4) =

[
0 4 3
1 4 3

]
D(x,y)F |(2,1,4):∣∣∣∣ 0 4

1 4

∣∣∣∣ = −4 6= 0
IFT⇒ x, y can be expressed as functions of z near (2, 1, 4)

D(x,z)F |(2,1,4):∣∣∣∣ 0 3
1 3

∣∣∣∣ = −3 6= 0
IFT⇒ x, z can be expressed as functions of y near (2, 1, 4)
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D(y,z)F |(2,1,4): ∣∣∣∣ 4 3
4 3

∣∣∣∣ = 0

Hence,D(y,z)F |(2,1,4) is not invertible. We may not conclude from the IFT whether
y, z are locally functions of x near (2, 1, 4).

Remark. The variables y, z are in fact not differentiable functions of x near
(2, 1, 4).

Otherwise, by implicit differentiation, we have:

D(y,z)F |(2,1,4)

[
dy
dx
dz
dx

]∣∣∣∣
(2,1,4)

= −DxF |(2,1,4) = −
[
0
1

]
[
4 3
4 3

] [
dy
dx
dz
dx

]∣∣∣∣
(2,1,4)

= −
[
0
1

]
,

which has no solutions, i.e. not satisfied for any values of ∂y
∂x
|(2,1,4),

∂z
∂x
|(2,1,4).

Hence, y, z cannot be differentiable functions of x near (2, 1, 4).

Remark. Implicit Function Theorem has many important applications, such as
rigorous proofs of

1. Implicit differentiation

2. Tangent plane of surface F (x, y, z) = c

3. Lagrange Multipliers

13.2 Inverse Function Theorem
Theorem 13.5 (Inverse Function Theorem). Let Ω ⊆ Rn be open.

f : Ω→ Rn be C1, f(a) = b.
Suppose Df(a) is an invertible n× n matrix
Then, there exist open sets U1, U2 ⊆ Rn, a ∈ U1, b ∈ U2 and a C1 function

g : U2 → U1 such that:

1. g(b) = a

2. g(f(x)) = x for all x ∈ U1

f(g(y)) = y for all y ∈ U2

(g is a local inverse of f : g = (f |U1)
−1 )
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3. Dg(b) = Df(a)−1

Remark. The Inverse Function Theorem is equivalent to Implicit Function The-
orem.

Idea:
⇒: Given F (x, y) = c, where x ∈ Rn and y, c ∈ Rk, apply the Inverse

Function Theorem to: H(x, y) = (x, F (x, y)) : Rn+k −→ Rn+k.
⇐: Given H : Rn −→ Rn, apply the Implicit Function Theorem to F (x, y) =

0, where F (x, y) = y −H(x) : R2n −→ Rn.

Example 13.6. f : R2 → R2

f(x, y) = (x2 − y2, 2xy)
Clearly f(−x,−y) = f(x, y)
⇒ f is not injective and has no global inverse.
How about local inverse?

Solution.

f(x, y) =

[
x2 − y2

2xy

]

Df(x, y) =

[
2x −2y
2y 2x

]

detDf(x, y) = 4(x2 + y2) > 0⇔ (x, y) 6= (0, 0)

By the Inverse Function Theorem, f is locally invertible with differentiable local
inverse.

For instance, let g(u, v) be a local inverse of f(x, y) near (x, y) = (1,−1).
Then f(1,−1) = (0,−2)⇒ g(0,−2) = (1,−1), and:

Dg(0,−2) = Df(1,−1)−1 =

[
2 2
−2 2

]−1

=
1

4

[
1 −1
1 1

]
In fact, we can find g(u, v) explicitly.

Let: {
u = x2 − y2

v = 2xy

Near (x, y) = (1,−1), x 6= 0⇒ y = v
2x
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∴ u = x2 − ( v
2x

)2

4x4 − 4ux2 − v2 = 0

x2 =
4u±

√
(−4u)2 − 4(4)(−v2)

8

=
u±
√
u2 + v2

2

Let (x, y) = (1,−1), then (u, v) = (0,−2).

⇒ 12 =
0±
√

4

2

So, we may reject the negative sign, and it follows that:

x2 =
u+
√
u2 + v2

2

⇒ x =

√
u+
√
u2 + v2

2
, y =

2v

x
=

2
√

2v√
u+
√
u2 + v2

Hence,

g(u, v) =

√u+
√
u2 + v2

2
,

2
√

2v√
u+
√
u2 + v2


In both Implicit and Inverse Function Theorems,
we assume a Jacobi matrix to be invertible.
Without this assumption , the theorems are inconclusive on the existence of

local implicit or inverse function. See the examples below:
Implicit Function Theorem

• F (x, y) = x2 − y2 = 0
∂F
∂y
|(0,0) = 0

• F (x, y) = x3 − y3 = 0
∂F
∂y
|(0,0) = 0

y = x locally (and in fact globally).

Inverse Function Theorem
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• f(x) = x2

f ′(0) = 0

Not injective near x = 0.

Hence, no local inverse near x = 0.

• f(x) = x3

f ′(0) = 0

The function f has a global inverse: g(y) = 3
√
y
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