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Self-Affine Sets and Graph-Directed Systems

Xing-Gang He, Ka-Sing Lau, and Hui Rao

Abstract. A self-affine set inRn is a compact set T with A(T ) =⋃d∈D(T +d)where
A is an expanding n × n matrix with integer entries and D = {d1, d2, . . . , dN } ⊂ Zn

is an N -digit set. For the case N = |det(A)| the set T has been studied in great detail
in the context of self-affine tiles. Our main interest in this paper is to consider the case
N > |det(A)|, but the theorems and proofs apply to all the N . The self-affine sets
arise naturally in fractal geometry and, moreover, they are the support of the scaling
functions in wavelet theory. The main difficulty in studying such sets is that the pieces
T +d, d ∈ D, overlap and it is harder to trace the iteration. For this we construct a new
graph-directed system to determine whether such a set T will have a nonvoid interior,
and to use the system to calculate the dimension of T or its boundary (if T o 	= ∅). By
using this setup we also show that the Lebesgue measure of such T is a rational number,
in contrast to the case where, for a self-affine tile, it is an integer.

1. Introduction

Let Mn(Z) denote the set of n × n matrices with integer entries. A matrix A ∈ Mn(Z)

is called expanding if all its eigenvalues have moduli > 1. Throughout this paper we
assume that A is an expanding matrix and that D = {d1, . . . , dN } ⊆ Z

n is a set of N
distinct vectors, called a digit set. Let

ϕi (x) = A−1(x + di ), 1 ≤ i ≤ N .(1.1)

The family {ϕi (x)}N
i=1 is called an iterated function system (IFS). It is known that under

a suitable norm in Rn the maps ϕi (x), 1 ≤ i ≤ N , are contractive [19, p. 29]. Therefore,
there is a unique nonempty compact set T = T (A,D) satisfying

T =
N⋃

i=1

ϕi (T )

[8]. An equivalent form of the above equation is

A(T ) =
N⋃

i=1

(T + di ) = T +D.
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Also T can be expressed in radix expansions: T = {∑∞
k=1 A−kdk : dk ∈ D}. We call T a

self-affine set, and a self-affine region, if it has positive Lebesgue measure. If in addition
A is a constant multiple of an orthonormal matrix (i.e., A is a similarity and the {ϕi }N

i=1
are similitudes), then we call T a self-similar set or a self-similar region instead.

It is easy to see that if N < |det(A)|, then T has zero Lebesgue measure. If N =
|det(A)|, then T can have positive or zero Lebesgue measure, and in the first case it is
equivalent to T o 	= ∅ [19]. We call such T a self-affine tile. The geometric and algebraic
properties of the self-affine tiles have been studied in great detail in literature recently
(see, e.g., [1], [7], [12], [16], [18], [19], [20], [21], [30], [32]). The case for N ≥ |det(A)|
arises naturally in the study of iterated function systems with overlaps [23], [28]. The
corresponding self-affine regions also appear in wavelet theory, as they are the supports
of the important class of scaling functions [5]:

f (x) =
∑
di ∈D

wi f (Ax + di ).

The solution f for A = 2 and D = {0, 1, . . . , N } has been studied in great detail. The
general cases on Rn have been sketched briefly in [4, Appendix] and detailed investiga-
tions were given only for special cases. Note that T is a self-affine region is necessary
for the existence of the L1-solution. So far there is little attention focused directly on the
class of self-affine regions and that is the main purpose of our investigation in this paper.

If T is a self-affine tile, then its copies {ϕi (T )} are essentially disjoint (i.e., the inter-
section of any two copies has zero Lebesgue measure). This property plays a key role
in the investigation of self-affine tiles. On the other hand, it is easy to see that for a self-
affine set with N > |det(A)| (also for the case of N ≤ |det(A)| and the IFS {ϕi }N

i=1 does
not satisfy the open set condition [8]), its copies have overlaps (not essentially disjoint).
The overlaps create much complication, as described by Odlyzko [27, p. 213]: “the task
of classifying them seems hopeless.”

A systematic attempt to study the self-affine region is in [13] where some fundamental
properties have been established. Analogous to the self-affine tiles [19], it was proved
that

Theorem 1.1. Let A be an expanding matrix in Mn(Z) and let D ⊆ Z
n be a digit set

with N ≥ |det A|, then T is a self-affine region if and only if T o 	= ∅. In this case T = T̄ o

and the boundary ∂T of T has Lebesgue measure zero.

In this paper we will consider the following questions:

(1) How to determine that T has a nonvoid interior constructively based on A andD?
(2) What is the Lebesgue measure for such a self-affine region? It is known that the

Lebesgue measure of a self-affine tile is an integer [20].
(3) How to compute the Hausdorff dimension of T or its boundary when it is a

self-affine (self-similar) region?

We will introduce a graph-directed system to investigate these questions. Since T (A,
D− x0) = T (A,D)− (A− E)−1x0 (where E is the unit matrix) [18], we always assume
that d1 = 0. First, we select a digit set C ∈ Zn and form an auxiliary self-affine tile
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� = T (A, C) such that

T ⊆ �o and � +D ⊆ A�.

The associated auxiliary IFS is

ψj (x) = A−1(x + cj ), j = 1, . . . , q,

where q := |det(A)|. Let 
k
q = {J = ( j1, . . . , jk) : 1 ≤ js ≤ q}, 
q = ⋃∞

k=1

k
q and

cJ = cjk + Acjk−1 + · · · + Ak−1cj1 .

Observing that, for each k, {ψJ (�) = A−k(� + cJ ) : J ∈ 
k
q} is a partition of � and

the diameter of ψJ (�), J ∈ 
k
q , tends to zero when k tends to infinity. The key of this

auxiliary system is that we can rewrite

T =
∞⋂

k=1

⋃
I∈
k

N

ϕI (�)

as

T =
∞⋂

k=1

⋃
J∈Sk

ψJ (�),(1.2)

where Sk = {J ∈ 
k
q : ψJ (�) ∩

⋃
I∈
k

N
ϕI (�) 	= ∅}. Note that {ϕI (�) : I ∈ 
k

N } in the

first expression is an overlapping family, but {ψJ (�) : J ∈ 
k
q} in the second expression

is a nonoverlapping family which gives an advantage in handling the self-affine set T .
More precisely, in our construction we associate, for each fixed ψJ (�) with J ∈ 
k

q
(hence a fixed cJ ), a set

�(J ) = {dI − cJ : I ∈ 
k
N , ψJ (�) ∩ ϕI (�) 	= ∅},

where ϕI (x) = A−k(x + dI ). We regard �(J ) as a symbol attached to J ∈ 
q . Then
Sk = {J ∈ 
k

q : �(J ) 	= ∅}. We define

So
k = {J ∈ Sk : �(JL) 	= ∅, ∀ L ∈ 
q} and S∂k = Sk\So

k .

These three families of indices will be used to determine T , T o, and ∂T as in the
following theorem:

Theorem 1.2. Let A be an expanding matrix in Mn(Z) and let D ⊆ Z
n be a digit set.

With the above notations, we have:

(i) T = ⋂∞
k=1(

⋃
J∈Sk

ψJ (�)).
(ii) T o 	= ∅ if and only if So

k 	= ∅, for some k bounded by a constant, depends only
on the diameter of �.

(iii) ∂T = ⋂∞
k=1(

⋃
J∈S∂k ψJ (�)).
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The IFS {ψj }q
j=1 induces a recurrent relationship on the �(J )’s, which is used to

construct the graph-directed system (V, E). Here V has (m + 1)-vertices formed by the
distinct nonempty symbols�(J ); the set of outgoing “edges” E = {Ei j }0≤i, j≤m satisfies
Ei j ⊆ C and Ei j ∩ Ei j ′ = ∅ if j 	= j ′. The associated IFS is defined by

{ϕe
i j (x) = A−1(x + e) : e ∈ Ei j , 0 ≤ i, j ≤ m}.

The attractor of the system is {F0, F1, . . . , Fm} where Fi ⊆ �, and

Fi =
m⋃

j=0

⋃
e∈Ei j

ϕe
i j (Fj ) :=

m⋃
j=0

A−1(Fj + Ei j ), i = 0, 1, . . . ,m,(1.3)

with F0 = T . If T o 	= ∅, we consider ∂T by using the J ∈ ⋃
k S∂k to construct a sub-

graph-directed IFS of (1.3) and has F0 = ∂T . Let B = (bi j ) be the adjacency matrix
defined by bi j = #Ei j for all 0 ≤ i, j ≤ m, then we can make use of a theorem of
Mauldin and Williams [24] to conclude the following dimension formula (Theorems 4.2
and 4.3).

Theorem 1.3. Let A = ρ−1 R ∈ Mn(Z) where R is an orthonormal matrix and 0 <
ρ < 1, let D ⊆ Z

n be an integral digit set. Let B (B ′) be the adjacency matrix of the
graph-directed relationship of T (∂T , respectively). Then

dimH (T ) = log λB

−log ρ
, dimH (∂T ) = log λB ′

−log ρ
,

where λB , λB ′ are the spectral radius of B and B ′, respectively.

We remark that there are various algorithms to calculate the dimension of the self-
similar sets. They can be classified into two types: one type is to calculate the Hausdorff
dimension of such sets if they have Lebesgue measure zero (e.g., Falconer [8], [9], Rao
and Wen [28], Ngai and Wang [26], and Zerner [33]); another type is to calculate the
Hausdorff dimension of the boundaries of the self-similar tiles (Strichartz and Wang
[30], Duvall et al. [7], and Veerman [31]). Our theorems and the algorithm allow us to
have a unified approach to apply to all the cases of integral self-affine sets. Our approach
may or may not be as efficient as the other more specialized methods to deal with integral
self-affine tiles or self-affine sets with no interior.

For the dimension of self-affine sets, the above theorem is not true in general. Mc-

Mullen [25] and Bedford [2] had considered the special case for A =
(

n 0
0 m

)
and the

IFS has no overlap. Based on the directed graph version of Kenyon and Peres [17] we can
use the above construction to include the case that the IFS has overlaps (Theorem 4.4).

It is known that the Lebesgue measure of a self-affine set T (A,D) is an integer when
#D = |det(A)| [19]. A simple example shows that this is not true if #D > |det(A)| (see
Section 4). For the next application of the above construction we prove (Theorem 4.5).

Theorem 1.4. Let A ∈ Mn(Z) be an expanding matrix and let D ⊆ Z
n be a digit set.

Then the Lebesgue measure of the attractor T is a rational number.
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For a self-affine tile it is not so simple to determine its interior (even for the case of the
twin dragon). Our other application of the graph-directed system is to give a constructive
way to find the interior points (Theorem 4.6).

For the organization of the paper, we introduce the auxiliary system and the symbols
�(J ) in Section 2 and prove Theorem 1.1. We construct the graph-directed system in
Section 3, and for the applications we prove Theorems 1.3 and 1.4 and the interior point
question in Section 4. In Section 5, we lay out the algorithm to calculate the dimensions
and give some examples to explain the construction of the directed graphs. There are
several technicalities in the actual implementation, for these we will make some further
discussions and remarks in Section 6.

2. The Setup

We let A ∈ Mn(Z) be an expanding integral matrix, q = |det(A)|, and let D =
{d1, . . . , dN } ∈ Zn with d1 = 0. The associated IFS is

ϕi (x) = A−1(x + di ), i = 1, . . . , N ,

and the self-affine set is T = T (A,D) as described in the Introduction. For the multi-
indices I , we use |I | to denote its length, and let 
k

N := {I = (i1, i2, . . . , ik) : i j =
1, . . . , N }; 
N := ⋃∞

k=1

k
N . For I = (i1, . . . , ik) ∈ 
k

N , we write

ϕI (x) = ϕi1 ◦ ϕi2 ◦ · · · ◦ ϕik , dI = dik + Adik−1 + · · · + Ak−1di1 , TI = ϕI (T ).

It follows that

ϕI (x) = A−k(x + dI ) and TI = A−k(T + dI ),

and for each k

T =
⋃
|I |=k

ϕI (T ) = A−k(T +Dk)

where Dk = D + AD + · · · + Ak−1D.
Note that, in the above expression, the sets {ϕI (T ) : |I | = k} have overlaps in general.

Our basic technique is to introduce an auxiliary system to avoid this main difficulty:

(A1) For the above matrix A with q = |det(A)|, we choose a q-digit set C =
{c1, . . . , cq} ⊆ Zn such that the IFS

ψj (x) = A−1(x + cj ), j = 1, . . . , q,

generates a self-affine tile � with T ⊂ �o and � +D ⊆ A�.

For simple cases, it is quite easy to construct such C and �. In general, there are
some technicalities to determine these auxiliary set constructively. We will discuss this
in Section 6. Also the auxiliary tiles and the IFS can be adjusted to serve a different
purpose, some modifications of (A1) are at the end of this section. It follows from (A1)
that

T =
∞⋂

k=1

⋃
I∈
k

N

ϕI (�) and � =
⋃

J∈
k
q

ψJ (�) ∀ k.
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For the auxiliary IFS {ψj }q
j=1 we have, similar to the previous notations, for J ∈ 
k

q ,

ψJ (x) = A−k(x + cJ ) and �J = ψJ (�) = A−k(� + cJ ),

where cJ ∈ Ck := C + AC + · · · + Ak−1C. For simplicity we also let

�(k)(�) =
⋃

I∈
k
N

ϕI (�) and �(k)(�) =
⋃

J∈
k
q

ψJ (�).

Then T = ⋂∞
k=1�

(k)(�) and � = �(k)(�) for each k.
For each fixed ψJ (�) (hence a fixed cJ ), J ∈ 
k

q , k ≥ 1, we define

�(J ) = {dI − cJ : I ∈ 
k
N , ψJ (�) ∩ ϕI (�) 	= ∅}.(2.1)

In the next section we will use these nonempty �(J ), J ∈ 
q , to form a set of vertices
of a graph-directed system. First we observe a few direct conclusions from the defi-
nition.

Proposition 2.1. By using the above notations, we have:

(i) For |J | = |I |, ψJ (�) ∩ ϕI (�) 	= ∅ if and only if (� + cJ ) ∩ (� + dI ) 	= ∅.
(ii) If �(J ) = ∅, then ψJ (�) ∩ T = ∅.

(iii) {�(J ) : J ∈ 
q} is a finite family of sets.

Proof. Part (i) follows from

ψJ (�) ∩ ϕI (�) = A−k(� + cJ ) ∩ A−k(� + dI ).

Part (ii) is trivial since T ⊆ �(k)(�).
For (iii) we observe that (� + cJ ) ∩ (� + dI ) 	= ∅ implies that ‖cJ − dI ‖ ≤ 2|�|. It

follows that there are finitely many cJ − dI ∈ Zn and hence there are at most finitely
many �(J ).

Let

Sk = {J ∈ 
k
q : �(J ) 	= ∅},

So
k = {J ∈ Sk : �(J L) 	= ∅, ∀ L ∈ 
q},
S∂k = Sk\So

k ,

and let

S =
∞⋃

k=1

Sk, So =
∞⋃

k=1

So
k , S∂ =

∞⋃
k=1

S∂k .

We want to use these indices and the auxiliary system {ψj }q
j=1 to express T .
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Theorem 2.2. Let A be an expanding matrix in Mn(Z), let D ⊆ Zn be a digit set, and
let T = T (A,D), then:

(i) T = ⋂∞
k=1(

⋃
J∈Sk

ψJ (�)).
(ii) T o 	= ∅ if and only if So

k 	= ∅ for some k > 0.
(iii) ∂T = ⋂∞

k=1(
⋃

J∈S∂k ψJ (�)).

In particular, if So = ∅, then S = S∂ and (i) and (iii) coincide.

Remark. The k in (ii) is actually bounded by 2� where � is the total number of integral
points contained in the ball B|�|. The explanation is given in Section 5 after Step 3.

Proof. (i) Write � = �(k)(�) = Ek ∪ Ẽk where

Ek =
⋃
J∈Sk

ψJ (�) and Ẽk =
⋃

J∈
k
q\Sk

ψJ (�).

Then T ∩ Ẽk ⊆ �(k)(�) ∩ Ẽk = ∅. Hence, for each k,

T = T ∩ � ⊆ T ∩ (Ek ∪ Ẽk) ⊆ Ek .

Consequently, T ⊆ ⋂∞
k=1 Ek = ⋂∞

k=1

⋃
J∈Sk

ψJ (�).
To prove the reverse inclusion, we let ε > 0, then for k large enough, such that

|A−k�| ≤ ε/2 and �(k)(�) ⊆ [T ]ε/2 ([A]ε denotes the open ε-neighborhood of A), the
definition of Sk implies that ψJ (�) ∩�(k)(�) 	= ∅ for J ∈ Sk . Hence

∞⋂
k=1

⋃
J∈Sk

ψJ (�) ⊆ [T ]ε.

and (i) follows by letting ε tend to 0.
(ii) Let J ∈ So

k , then JJ′ ∈ So
k+l for any J ′ ∈ 
l

q . Hence

ψJ (�) =
∞⋂

l=1

⋃
|J ′|=l

ψJJ′(�) =
∞⋂

l=1

⋃
{ψJJ′(�) : JJ′ ∈ So

k+l}(2.2)

⊆
∞⋂

m=1

⋃
{ψJ ′(�) : J ′ ∈ Sm} = T (by (i)).

This implies that T o 	= ∅. Conversely, if T o 	= ∅, then by (i) there exists J ∈ 
k
q such

that ψJ (�) ⊆ T o. Hence ψJJ′(�) ⊆ T o for all J ′ ∈ 
q . This implies that J ∈ So
k .

(iii) From (i) we have T ⊆ ⋃
J∈Sk

ψJ (�). For any x ∈ ∂T and k ≥ 1, we show that
x ∈ ⋃J∈S∂k ψJ (�). If otherwise, then x ∈ ⋃J∈So

k
ψJ (�). Let

Jx = {J ∈ 
k
q : x ∈ ψJ (�) and J ∈ So

k }
and let

Fk =
⋃

J∈Jx

ψJ (�), F̃k =
⋃

J∈
k
q\Jx

ψJ (�).
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Then x ∈ Fk\F̃k , � = Fk ∪ F̃k , and Fk ⊆ T (by (2.2)). Since x ∈ ∂T ⊂ �o and F̃k is
compact, there exists an open ball Bδ(x) ⊂ �o\F̃k . This implies Bδ(x) ⊆ Fk ⊆ T and
contradicts that x ∈ ∂T . All the above imply that

∂T ⊆
∞⋂

k=1

⋃
J∈S∂k

ψJ (�).

Conversely, we observe that for J ∈ S∂k , either ψJ (�)∩ T = ∅ or ψJ (�)∩ ∂T 	= ∅. Let
S̃∂k be the set of all J ∈ S∂k that satisfies ψJ (�) ∩ ∂T 	= ∅. Let αk = |A−k(�)|, then

⋃
J∈S̃∂k

ψJ (�) ⊆ [∂T ]αk .

For any J ′ ∈ S∂k \S̃∂k , the definition implies that if ψJ ′(�) ∩ T = ∅, then there exists an
integer s (depends on J ′) such that

ψJ ′ J1(�) ∩�(k+s)(�) = ∅ ∀ J1 ∈ 
s
q ,

hence J ′ J1 	∈ Sk+s . Let sk be the maximum among all the s associated with J ′ ∈ S∂k \S̃∂k
as above. It follows that for J ∈ Sk+sk we can write J = J̃ J1 with J̃ ∈ S̃∂k and J1 ∈ 
sk

q .
Therefore ⋃

J∈S∂k+sk

ψJ (�) ⊆
⋃

J̃∈S̃∂k ,J1∈
sk
q

ψ J̃ J1
(�) ⊆ [∂T ]αk .

Consequently,
⋂∞

i=1

⋃
J∈S∂i ψJ (�) ⊆ [∂T ]αk and (iii) follows by letting k tend to ∞.

For the auxiliary tile we assume in (A1) that T ⊂ �o. In many practical cases, it is
more convenient to assume that T ⊆ � instead. For example, in the consideration of the
Cantor set in [0, 1] in Example 5.1 (and the other examples in that section), it will be
simpler to use the auxiliary tile � = [0, 1] instead of using [−1, 2] in order to satisfy
T ⊂ �o. We therefore readjust the auxiliary system (A1) as:

(A1′) Let C = {c1, . . . , cq} ⊆ Zn such that the IFS

ψj (x) = A−1(x + cj ), j = 1, . . . , q,

generates a self-affine tile � with T ⊆ � and � +D ⊆ A�.

We define the symbols as

�′(J ) = {dI − cJ : I ∈ 
k
N , ψJ (�

o) ∩ ϕI (�
o) 	= ∅}

and replace the group of notations for S by S ′. There is basically no change of Proposi-
tion 2.1 and Theorem 2.2 (except (iii)).
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Proposition 2.1′. With the modified (A1′), we have:

(i) For |J | = |I |, ψJ (�
o) ∩ ϕI (�

o) 	= ∅ if and only if (�o + cJ ) ∩ (�o + dI ) 	= ∅.
(ii) If �′(J ) = ∅, then ψJ (�) ∩ T o = ∅.

(iii) {�′(J ) : J ∈ 
q} is a finite family of sets.

Theorem 2.2′. With the modified (A1′), we have:

(i) T = ⋂∞
k=1(

⋃
J∈S ′

k
ψJ (�)).

(ii) T o 	= ∅ if and only if S ′
k

o 	= ∅ for some k > 0.
(iii) Let G = ⋂∞

k=1(
⋃

J∈S ′
k
∂ ψJ (�)), then G ⊆ ∂T ⊆ ∂� ∪ G.

Proof. For (i) we define, in the same way, Ek = ⋃
J∈S ′

k
ψJ (�) and Ẽk = ⋃

J∈
k
q\S ′

k

ψJ (�). By replacing T with T o in the proof of Theorem 2.2(i), we have T o ⊆ Ek . This
implies that T ⊆ Ek = ⋃

J∈Sk
ψJ (�) for all k. The reverse inclusion can be proved in

the same way.
The proof of (ii) has no change.
For (iii), there is no change for G ⊆ ∂T . For the other inclusion, we let x ∈ ∂T \∂�

and show that x ∈ ⋃J∈S ′
k
∂ ψJ (�). Assume the contrary, then the same setup with x 	∈ ∂�

will imply that x ∈ �o. We can then use the same proof in Theorem 2.2(iii).

Remark 2.3. We can also define

�′(J ) = {dI − cJ : I ∈ 
k
N , ψJ (�) ∩ ϕI (�) 	= ∅}.

Then Theorem 2.2′ holds in the same way. We will use this setup in Theorem 4.5.

Remark 2.4. The set-back to use (A1′) instead of (A1) in Theorem 2.2′(iii) cannot
be improved to the form in Theorem 2.2(iii). Indeed if we consider the trivial case:
A = 2,D = {0, 1} on R, then T = [0, 1]. Let C = {0, 1}, then � = [0, 1] is the
auxiliary tile. It is easy to show that S ′ = S ′o, so that S ′∂ = ∅.

Remark 2.5. Also in Theorem 2.2′(iii), if dimH ∂T > dimH ∂�, then dimH ∂T =
dimH G. The latter term can be calculated by a graph-directed system in the same way
as Theorem 2.2 and will be discussed in the next section.

3. The Graph-Directed System

We first prove a recurrent relationship on the set of �(�)’s.

Proposition 3.1. For any J, J ′ ∈ 
q , if �(J ) = �(J ′), then �(Jj) = �(J ′ j) for
j = 1, . . . , q .

Proof. It suffices to show that �(Jj) ⊆ �(J ′ j); the reverse inclusion will hold in the
same way. Let |J | = k and let α ∈ �(Jj) then, by definition, α = δ − cJj for some
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δ ∈ Dk+1 and

(� + cJj) ∩ (� + δ) 	= ∅.(3.1)

Note that cJj = AcJ + cj and δ = AdI + di for some dI ∈ Dk , di ∈ D, we have from
(3.1) and � +D ⊆ A� that

(� + cJ ) ∩ (� + dI ) ⊇ A−1(� + cJj) ∩ A−1(� + δ) 	= ∅.
This implies that dI − cJ ∈ �(J ). Now consider the hypothesis �(J ) = �(J ′), let
|J | = k, |J ′| = l, then

dI − cJ = dI ′ − cJ ′

for some dI ′ ∈ Dl . By adding and subtracting, we have, from (3.1),

∅ 	= (� + AcJ ′ + cj ) ∩ (� + δ + AcJ ′ − AcJ )

= (� + cJ ′ j ) ∩ (� + δ + AdI ′ − AdI )

= (� + cJ ′ j ) ∩ (� + AdI ′ + di )

= (� + cJ ′ j ) ∩ (� + δ′),

where δ′ = AdI ′ + di ∈ Dl+1. This shows that

α = δ − cJj = δ′ − cJ ′ j ∈ �(J ′ j)

and the claim �(Jj) ⊆ �(J ′ j) follows.

For convenience, we add a new element J = 0 to the index set 1, . . . , q, let 
∗
q =

{0J : J ∈ 
q} ∪ {0}, and define �(0) = {0} and �(0J ) = �(J ). We construct a finite
graph-directed set (V, E) as follows: we start with the symbol {0}, by using the IFS with
the seed set �, the descendants are ψi (�), i = 1, . . . , q. We define the corresponding
iteration on the symbols as

�(0) → {�(1),�(2), . . . ,�(q)}.
In general, for ψJ (�), the descendents are {ψJ i (�)}q

i=1 and the actions on the symbols
are

�(J ) → {�(J1),�(J2), . . . ,�(Jq)}.(3.2)

By the proof of Proposition 2.1(iii), the set V of nonempty�(J ), J ∈ 
q , is a finite set
and can be determined within a fixed step. We will relabel the indices of the J ’s in�(J )
to form a set of vertices

V = {�(0) = {0},�(J1), . . . ,�(Jm)}.(3.3)

For brevity we write V = {v0, . . . , vm}. Next we define the directed edges E = {Ei j }m
i, j=0

on V by

Ei j = {cs : �(Ji s) = �(Jj ), 1 ≤ s ≤ q}(3.4)
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(and = ∅ if �(Ji s) 	= �(Jj ) for all 1 ≤ s ≤ q). The definition is well-defined by
Proposition 3.1. It is clear that Ei j ⊆ C; Ei j ∩ Ei j ′ = ∅ if j 	= j ′. Note that it is possible
that, for some vi , the corresponding Ei, j are empty for all j . We will discard those vi ’s
where there is no path going out, then discard all the paths going to such discarded
vertices. Hence, without loss of generality, we assume that, for each i ,

1 ≤
m∑

j=0

#Ei j ≤ q.

Remark 3.2. The graph-directed set (V, E) can also be viewed as follows: let S∗ =
{0J : J ∈ S} ∪ {0} by joining the index 0 to S. We use � to define an equivalent
relationship on S and denote the quotient by S∗/�. It is easy to see that the equivalent
classes are in one-to-one correspondence with the vertices in V (after discarding those
vertices with no path going out). The iteration in (3.2) induces the map

S∗
k /� → S∗

k+1/�, [J ] → {[Jj]}q
j=1.(3.5)

This is well-defined in view of Proposition 3.1. The corresponding directed edges from
[J ] to [Jj] are just the set of j ′’s such that [Jj] = [Jj′].

By using the set (V, E), we define the graph-directed IFS as

ϕe
i j (x) = A−1(x + e) for e ∈ Ei j 	= ∅, i, j = 0, 1, . . . ,m.

Proposition 3.3. For the above graph-directed IFS, there exist compact subsets {F0,

F1, . . . , Fm} such that

Fi =
m⋃

j=0

⋃
e∈Ei j

ϕe
i j (Fj ) =

m⋃
j=0

A−1(Fj + Ei j ), i = 0, 1, . . . ,m,(3.6)

where Ei j ⊆ C, Ei j ∩ Ei j ′ = ∅ if j 	= j ′. Moreover, F0 = T and for each i , and the
Fj + Ei j in the union are measurably disjoint.

Proof. The existence of the invariant sets in (3.6) is well-known [9, p. 48], [24]. Note
that, for each i ,

Fi =
{ ∞∑

k=1

A−kek : ek ∈ Eik ik+1 	= ∅ for i1 = i, 0 ≤ ik ≤ m, k ∈ N
}

(3.7)

(see [11]) and Fi ⊆ � because Ei j ⊆ C. Since �+ c, c ∈ C, are measurably disjoint and
Ei j ∩ Ei j ′ = ∅ if j 	= j ′, they imply that for each i ,

⋃m
j=0(Fj + Ei j ) is a measurably

disjoint union. To see that F0 = T , we observe that{
k∑

s=1

A−ses : es ∈ Eis ,is+1 	= ∅ for i1 = 0, 0 ≤ is ≤ m

}
= {A−kcJ : J ∈ Sk}

which converges to F0 as k → ∞. Hence

T = lim
k→∞

⋃
J∈Sk

ψJ (�) = lim
k→∞

⋃
J∈Sk

A−k(� + cJ ) = F0.
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In the above construction, we use all the nontrivial symbols �(J ) to form the set
of vertices V . For the case So 	= ∅, we can just use the indices J ′ ∈ S∂ and the
corresponding�(J ) to construct a new set of vertices V ∂ = {�(0),�(J ′

1), . . . ,�(J
′
k)}.

Analogous to the above we can define edges E∂ = {Ei j }0≤i, j≤k and a sub-graph-directed
set (V ∂ , E∂ ).

Proposition 3.4. With the graph-directed set (V ∂ , E∂ )and the corresponding IFS {ϕe
i j :

e ∈ Ei, j , 0 ≤ i, j,≤ k} constructed from the index set S∂ , we have F0 = ∂T and the
other conclusions are the same as in Proposition 3.3.

Remark 3.5. If we use the auxiliary system in (A1′), we can use the symbols �′(J )
and the same method to define the two graph-directed systems. The systems will be of
smaller size.

4. Some Applications

Application I. The Hausdorff Dimension of Self-Similar Sets

For the graph-directed relationship (3.6) we can define an (m + 1)× (m + 1) adjacency
matrix B with the (i, j)th entry given by

b(i, j) = #Ei j , i, j = 0, 1, . . . ,m,

[9, p. 48]. The adjacency matrix is used to count the paths of the graph-directed set in
the iteration. Let 1 be the (m + 1)-vector with all entries equal to 1 and let ei be an
(m + 1)-vector with the i th entry 1 and the others zero.

Proposition 4.1. With the above notations, we have

#Sk = et
0 Bk1.

Proof. The entry bk(0, ik) of Bk is given by

b(0, ik) =
∑

i1,...,ik−1

b(0, i1)b(i1, i2) · · · b(ik−1, ik).(4.1)

This expression is the number of paths from v0 to vik . There are corresponding J ∗ =
0J = 0 j1 · · · jk ∈ 
∗

k to go from v0 to �(0 j1 · · · jk) = vik . In view of (3.5) and
the remark there, the total number of J that satisfies �(0J ) = vik is given by (4.1).
The proposition follows from this since et

0 Bk1 counts all the paths of length k, starting
from v0.

Theorem 4.2. Let A = ρ−1 R ∈ Mn(Z) be an expanding similarity with 0 < ρ < 1
and letD ⊂ Zn be a finite digit set. Let B be the adjacency matrix of the graph-directed
relationship of T . Then

dimH (T ) = log λB

−log ρ
(4.2)

where λB is the spectral radius of B.
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In view of Proposition 3.3, the theorem is a direct consequence of a theorem of Mauldin
and Williams [24]. The basic idea is to apply Proposition 4.1 to obtain

λB = lim
k→∞

‖Bk‖1/k = lim
k→∞

(et
0 Bk1)1/k = lim

k→∞
(#Sk)

1/k .

For δk = |A−k(�)| = ρk |�|, {A−kcJ : J ∈ Sk} will give a δk-ball covering of T because

T ⊆
⋃
J∈Sk

A−k(� + cJ ) ⊆ [T ]δ.

The number in the covering is #Sk and, in essence, the smallest number needed. From
this we see that

dimH (T ) = dimB(T ) = lim
k→∞

log #Sk

−k log ρ
= log λB

−log ρ

If So 	= ∅, then following Proposition 3.5, we can consider ∂T by restricting the
indices to S∂ and set up a subgraph (V ∂ , E∂ ) of (V, E). Similar to Theorem 4.2 we have

Theorem 4.3. Let A = ρ−1 R ∈ Mn(Z) be an expanding similarity with 0 < ρ < 1
and let D ⊂ Z

n be a finite digit set. Suppose T o 	= ∅. Let B ′ be the adjacency matrix
corresponding to the subgraph (V ∂ , E∂ ). Then

dimH (∂T ) = log λB ′

−log ρ
(4.3)

where λB ′ is the spectral radius of B ′.

We have the same Theorems 4.2 and 4.3 if we use the auxiliary system in (A1′).

Application II. The Hausdorff Dimension of the McMullen-Type Self-Affine Sets

If A is not a similarity, then the only way we can handle this is for A =
(

n 0
0 m

)
,

0 < m < n, the special case of McMullen [25] and Bedford [2]. Let D ⊆ Z2
+ be a digit

set. (Note that in [25], [1],D ⊆ {0, . . . , n−1}×{0, . . . ,m−1} and it is a nonoverlapping
case.) Let

C = {0, . . . , α(n − 1)} × {0, . . . , α(m − 1)} := {cj : j = 1, 2, . . . ,mn},
where α = [max1≤i≤mn{d1

i /(n − 1), d2
i /(m − 1)}] + 1 with di = (d1

i , d2
i )

t , and let [x]
denote the largest integer less than x . Let � be the corresponding rectangular tile, then
T ⊆ � and �+D ⊆ A�. By using (A1′) we have a graph-directed system with vertices
V = {v0, . . . , vl} that satisfies (3.6). The system can be constructed with respect to T
or to ∂T , as in Proposition 3.5. Let B be the adjacency matrix B = (bi j ). Following the
setup of Kenyon and Peres [17] we can decompose the B to m matrix Bu according to
the second coordinate of elements of the edges in Ei j where 0 ≤ i, j ≤ l:

bu
i j = #{(w, u) : α(w, u) ∈ Ei j }, i, j = 0, 1, . . . , l and u = 0, 1, . . . ,m − 1.

We can then apply [17, Theorem 2.2] to conclude
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Theorem 4.4. Let {Bu}m−1
u=0 be defined as above. Then

dimH T̃ = lim
k→∞

1

k
logm

∑
0≤i1,...,ik≤m−1

‖Bik Bik−1 · · · Bi1‖α,

where α = log m/log n ≤ 1 and T̃ = T or ∂T according to the directed graphs used.

We remark that the limit in Theorem 4.4 has the same form, with the α-norm joint
spectral radius, of matrices defined by Jia [15], the difference between them is the range
of the values of α.

We will illustrate this in Example 5.6. It is also known that for this case the Hausdorff
dimension and the box dimension are not the same in general [25]. By using [17, Propo-
sition 3.5], we can also calculate the box dimension of the set T . We omit the details of
that.

Application III. The Lebesgue Measure of the Self-Similar Regions

Our next application of the graph-directed IFS is to consider the Lebesgue measure of
T . Let µ denote the Lebesgue measure. It is known that for an integral self-affine tile, its
Lebesgue measure is an integer [19]. However, this is not true for an integral self-affine
region in general, as is shown by the following simple example:

Example. Consider the one-dimensional case, let A = 3,D = {0, 1, 5, 6}. Then
T = [0, 4

3 ] ∪ [ 5
3 , 3] is the self-affine region, as it satisfies AT = T +D. The Lebesgue

measure of T is 8
3 .

Theorem 4.5. Let A ∈ Mn(Z) be an expanding matrix and let D ⊆ Z
n be a digit set.

Then the Lebesgue measure of the self-similar set T is a rational number.

Proof. Without loss of generality, we assume that µ(T ) > 0, and it follows that
#D ≥ |det(A)|. Let {F0 = T, F1, . . . , Fm} be defined as in Proposition 3.3. From (3.6)
we have

F0 =
m⋃

j=0

A−1(Fj + E0 j ).

By taking the Lebesgue measure on both sides of (3.6), and making use of the measurable
disjointness of the Fj + Ei j , we have

qu = Bu,

where q = |det(A)|, B is the adjacency matrix, and u = (µ(F0), µ(F1), . . . , µ(Fm))
t .

We can rearrange the states of B into communication classes and, hence, assume, without
loss of generality, that B is of the upper triangular form, i.e.,

B =




B11 B12 · · · B1k

B22 · · · B2k

. . .
...

Bkk


 .
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Let us write u = (u1, . . . ,uk) for the corresponding coordinates. Consider the last
component

quk = Bkkuk .

If uk = 0, we have quk−1 = B(k−1)(k−1)uk−1, and we consider this instead. Hence we can
assume that uk 	= 0 and that this is a q-eigenvector of Bkk . This and the fact that the sum
of each row of Bkk is at most q imply that the row sum must be q [29, Exercise 1.16].
Let Vk denote the vertices corresponding to the states in Bkk , then by (3.6) we have

Fi =
⋃

j

A−1(Fj + Ei j ),

where the i, j’s, corresponding to vertices vi , vj ∈ Vk , and
⋃

j Ei j = C and Ei j ∩Ei j ′ = ∅
if j 	= j ′. By the radix expansion of the Fi in (3.7), we see that Fi = � (= �(A, C)).
Since � is a tile, µ(�) is integer-valued [19]. It follows that

uk = (µ(�), . . . , µ(�))

is a vector with integer entries.
Next we consider

q

(
uk−1

uk

)
=
(

B(k−1)(k−1) B(k−1)k

Bkk

)(
uk−1

uk

)
.

If B(k−1)k = 0, then quk−1 = B(k−1)(k−1)uk−1 and uk−1 is an integral eigenvector as
above; if B(k−1)k 	= 0, then some of the row-sums of B(k−1)(k−1) are less than q. Hence
the maximal eigenvalue of B(k−1)(k−1) is less than q. It follows that qE − B(k−1)(k−1) is
invertible (where E is the identity matrix) and hence

uk−1 = (qE − B(k−1)(k−1))
−1 Bkkuk

is a rational eigenvector. Inductively, we conclude that u is a rational vector so that
µ(T ) = µ(F0), the first coordinate of u, is a rational number.

We remark that the proof of Theorem 4.5 actually provides a method of computing the
Lebesgue measure of a self-affine set (i.e., the first coordinate of u1), if we choose an aux-
iliary self-affine tile� whose Lebesgue measure is known (i.e., uk = (µ(�), . . . , µ(�)))

Application IV. The Interior of a Self-Affine Tile

For a self-affine tile it is not clear how to determine a point to be in the interior. In this
application we will assume that T = T (A,D) itself is a self-affine tile and that we can
make use of the present setup to give a constructive way of finding the interior points.
In view of (A1′), we take

C = D = {d0, . . . , dq−1} and ψi (x) = ϕi (x) = A−1(x + di ),

i = 0, . . . , q − 1,
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themselves to form the auxiliary system, hence T = �. To simplify notation we will
omit all the “′” ’s in the set of notations for (A1′). For the�(J ), we use the definition in
Remark 2.3, i.e.,

�(J ) = {dI − dJ : I ∈ 
k
N , ϕJ (T ) ∩ ψI (T ) 	= ∅}.

In this definition, the �(J ) counts the TJ ′ in the neighborhood of TJ . We say that �(J )
is maximal if there is no J ′ such that �(J ) is a proper subset of �(J ′). Intuitively, the
TJ must be in the interior of T . In fact, we have

Theorem 4.6. Suppose T = T (A,D) is a self-affine tile. If�(J ), J ∈ 
q , is maximal,
then TJ ⊆ T o.

Proof. We first show that for any I, J ∈ 
q ,�(J ) ⊆ �(IJ): let k = |J |. For t ∈ �(J ),
by definition, there exists J1 ∈ 
k

q such that

TJ1 ∩ TJ 	= ∅ and t = dJ1 − dJ .

It follows that TIJ1 ∩ TIJ = ϕI (TJ1 ∩ TJ ) 	= ∅ and

dIJ1 − dIJ = AkdI + dJ1 − (AkdI + dJ ) = dJ1 − dJ = t.

Hence t ∈ �(IJ) and �(J ) ⊆ �(IJ).
If TJ 	⊆ T o, then there exists an x ∈ TJ ∩∂T . We fix an I ∈ 
q such that TI ⊂ T o, then

ϕI (x) ∈ TI ∩ TI ′ for some I ′ 	= I and |I ′| = |I |. We claim that the above�(J ) ⊆ �(IJ)
is a strict inclusion, hence �(J ) is not maximal and completes the proof.

To prove the claim we observe that ϕI (x) ∈ TIJ and ϕI (x) ∈ TI ′ imply that there exists
an L ′ ∈ 
k

q such that ϕI (x) ∈ TI ′ L ′ . Then dI ′ L ′ − dIJ ∈ �(IJ) by the definition of�(IJ).
It remains to see that dI ′ L ′ − dIJ 	∈ �(J ). For, otherwise, there is an L ∈ 
k

q such that

dI ′ L ′ − dIJ = dL − dJ = dIL − dIJ .

Hence dI ′ L ′ = dIL. This contradicts that for a self-affine tile, the elements in Dk =
D + AD + · · · + Ak−1D are all distinct [19].

5. Examples

We summarize the foregoing sections as an algorithm to find the graph-directed sets
(V, E) and (V ∂ , E∂ ): Let A be the expanding integral matrix with |det(A)| = q and let
D ⊆ Z

n be an N -digit set. Let {ϕi }N
i=1 be the corresponding IFS and let T = T (A,D)

be the self-affine set.

Step 1. We use either (A1) or (A1′) to find the auxiliary digit setsC and� (the difference
is T ⊆ � versus T ⊆ �o). We will discuss some of the technicalities in the next section.

Step 2. Use (3.2), (3.3), and (3.4) to select the nonempty �(J )’s and the set of edges
E . Discard all those vertices with no edges going out, and then all the edges that go to
the removed edges. This way we form the graph-directed set (V, E). The paths in (V, E)
are in one-to-one correspondence to the indices in S.
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Step 3. To check thatSo 	= ∅, we look for those v ∈ V such that each of its descendents
has q edges going out. We then discard all those v and the edges going into them and
form a graph-directed subset (V ∂ , E∂ ). The corresponding indices are S∂ .

In view of Propositions 2.1(iii) and 3.1, the sets �(J ), J ∈ 
q , are integral sets
contained in the ball B|�|. Let l be the total number of integral points in the ball, there
are at most 2l distinct �(J ) and within k ≤ 2� steps, all the �(J ) will appear and we
can determine So

k 	= ∅ in not more than 2l steps. This justifies the estimation of k in
Theorem 1.2 (or the Remark following Theorem 2.2).

In the following we will give some simple examples to illustrate the algorithm. We
use (A1′) because the size of the graph-directed system can be reduced significantly. In
all the examples we always have � + D ⊆ A�. First we wish to test the algorithm on
the Cantor set.

Example 5.1. Let A = 3 and D = {0, 2}. Then dimH (T ) = log 2/log 3.

Solution. We choose C = {0, 1, 2} and � = [0, 1]. It follows from a direct checking
of the definition that (using the previous indices: c1 = 0, c2 = 1, and c3 = 2)

�(0) = {0}, �(1) = {0}, �(2) = ∅, �(3) = {0}.
We only have a vertex {0} and two edges from {0} to itself, namely E00 = {0, 2}. It is
clear that the adjacency matrix B = (2) and the Hausdorff dimension

dimH (T ) = log 2

log 3
.

Example 5.2. Let A = 3 and D = {0, 1, 2, 5}. This is an overlapping system and the
attractor T has a nonvoid interior. The dimension is

dimH (∂T ) = log 2

log 3
.

Solution. We can choose C = {0, 3, 6}. Then � = [0, 3] ⊃ T . Let �J = ψJ (�) for
any J ∈ 
3. By the definition we have the following relationship:

The first level:

�1 ↔ �(1) = {0, 1, 2} := v1,

�2 ↔ �(2) = {−2,−1, 2} := v2,

�3 ↔ �(3) = {−1} := v3.

The second level:

�11 ↔ �(11) = {0, 1, 2} = v1,

�12 ↔ �(12) = {−2,−1, 0, 1, 2} := v4,

�13 ↔ �(13) = {−2,−1, 0, 1, 2} := v4;
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�21 ↔ �(21) = {−2,−1, 2} = v2,

�22 ↔ �(22) = {−1} = v3,

�23 ↔ �(23) = {0, 1, 2} = v1;

�31 ↔ �(31) = {−2,−1} := v5,

�32 ↔ �(32) = {−1} = v3,

�33 ↔ �(33) = ∅.
The third level:

�121 ↔ �(121) = {−2,−1, 0, 1, 2} = v4,

�122 ↔ �(122) = {−2,−1, 0, 1, 2} = v4,

�123 ↔ �(123) = {−2,−1, 0, 1, 2} = v4;

�311 ↔ �(311) = {−2,−1, 2} = v2,

�312 ↔ �(312) = {−1} = v3,

�313 ↔ �(313) = {0, 1, 2} = v1.

Let v0 = {0}. From the above we have the following graph-directed relationship:

v0 → v1v2v3, v1 → v1v4v4, v2 → v2v3v1,

v3 → v5v3, v4 → v4v4v4, v5 → v2v3v1,

It is not difficult to see that the indices 1 and 12 corresponding to v1 and v4, respectively,
are contained by S0. We discard them and form the new set of vertices {v0, v2, v3, v5}
with the graph relationship

v0 → v2v3, v2 → v2v3,

v3 → v3v5, v5 → v2v3.

Then the adjacency matrix is

B =




0 1 1 0

0 1 1 0

0 0 1 1

0 1 1 0


 .

The spectral radius is γB = 2 and hence dimH (∂T ) = log 2/log 3 by Theorem 4.3.

Example 5.3. Let A = 3 and D = {0, 1, 5}. Then

dimH (∂T ) = log(3 + 23/2)

log 9
≈ 0.802261.
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Solution. If we choose C = {0, 3, 6} and � = [0, 3] as in the previous example to find
the �(J ), we need to use six levels of iteration. However, if we perform the following
modification, we only need to use three levels.

Note that T = T (A,D) = T (A2,D2) with D2 = {0, 1, 3, 4, 5, 8, 15, 16, 20}. We
choose C = {0, 3, 6, 9, 12, 15, 18, 21, 24} and � = [0, 3]. Similar to the previous ex-
ample, using D2 instead of D, we get 13 different symbols �(J ) for S. Among these
symbols two of them correspond to the indices in So. We omit them and build a sub-
graph-directed relationship for ∂T . The adjacency matrix is

B =




0 1 1 1 2 1 1 0 0 0 0

0 2 1 1 0 0 0 1 1 1 1

0 0 0 0 0 0 0 1 1 2 0

0 1 1 2 1 1 1 0 0 0 1

0 0 0 0 2 1 1 0 0 0 0

0 1 1 1 0 1 0 1 1 1 1

0 1 1 1 1 0 1 0 0 0 0

0 1 1 1 1 1 1 1 0 0 1

0 1 0 1 0 0 0 0 1 1 1

0 0 0 0 0 0 0 1 1 2 0

0 0 0 0 2 1 1 0 0 0 0




.

Using a computer we get γB = 3 + 23/2. Note that the dilation matrix is A2 = 9. Hence,
by Theorem 4.3,

dimH (∂T ) = log(3 + 23/2)

log 9
≈ 0.802261.

Next we consider an example in the plane. To simplify calculation we use the following
lemma for the digit sets having certain symmetry:

Lemma 5.4. Let A ∈ Mn(Z) be an expanding matrix and let q = |det(A)|. Let D =
−D, and let C = −C, i.e., ci = −cq−i+1, i = 1, . . . , q. If �(J ) = −�(J ′), then

�(J i) = −�(J ′i ′), i = 1, . . . , q,

where i ′ = q − i + 1.

We omit the proof since it is similar to the proof of Proposition 3.1.

Example 5.5. Let A =
(

1 −1
1 1

)
and D = {(−1, 0)t , (0, 0)t , (1, 0)t }. Then

dimH (∂T ) ≈ 1.06924.

(T is shown in Figure 1.)
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Fig. 1. The self-affine set in Example 5.5.

Solution. A direct application of the algorithm is more complicated and will be dis-
cussed in next section. Instead, we will use a similar technique as in the previous example.
Since

T = T (A,D) = T (A4,D4) = T (−4E,D4) = T (4E,D4),

where the matrix E is the 2 × 2 identity matrix. In this case the dilation matrix is 4E , let

C = {(−6,−6)t , (−6,−2)t , (−6, 2)t , (−6, 6)t , (−2,−6)t , (−2,−2)t , (−2, 2)t ,

(−2, 6)t , (2,−6)t , (2,−2)t , (2, 2)t , (2, 6)t , (6,−6)t , (6,−2)t , (6, 2)t , (6, 6)t }.

Then � = {(x, y) : −2 ≤ x, y ≤ 2} = T (4E, C). It is not difficult to check that T ⊆ �o

and � + D ⊆ 4�. Using the above method and Lemma 5.4, we can get a 35 × 35
adjacency matrix and by Theorem 4.3, dimH (∂T ) ≈ 1.06924.

Note that the twin dragon (see Figure 3) is generated by the same A with D =
{(0, 0)t , (1, 0)t } and it is known that its dimension is ≈1.523627. The above self-similar
region is generated by one additional digit. It fits the intuition that the boundary is
smoother that the twin dragon.

Example 5.6. Let A =
(

3 0
0 2

)
and D = {(0, 0)t , (0, 1)t , (0, 2)t , (4, 0)t }, then dimH

(T ) ≈ 1.54694. (T is shown on the right of Figure 2.)
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Fig. 2. The overlaps and the self-affine set in Example 5.6.

Solution. Observe that the IFS {ϕi (x) = A−1(x + di ) : i = 1, 2, 3, 4} is overlapping
as shown on the left of Figure 2. Let

C = {(0, 0)t , (2, 0)t , (4, 0)t , (0, 2)t , (2, 2)t , (4, 2)t },
then � = T (A, C) = [0, 2]2 and � + D ⊆ A�. Denote �J = ψJ (X) for J ∈ 
6. The
vertices are constructed as the following:

The zeroth level is � ↔ �(0) = {(0, 0)t } := v0.

The first level:

�1 ↔ �(1) = {(0, 0)t , (0, 1)t } := v1, �4 ↔ �(4) = {(0,−1)t , (0, 0)t } := v2,

�2 ↔ �(2) = ∅, �5 ↔ �(5) = ∅,
�3 ↔ �(3) = {(0, 0)t } = v0, �6 ↔ �(6) = ∅.
The second level:

�11 ↔ �(11) = v1, �14 ↔ �(14) = {(0, 0)t , (0, 1)t , (0,−1)t } := v3,

�12 ↔ �(12) = ∅, �15 ↔ �(5) = ∅,
�13 ↔ �(13) = v0, �16 ↔ �(16) = v0;

�41 ↔ �(41) = v3, �44 ↔ �(44) = v2,

�42 ↔ �(42) = ∅, �45 ↔ �(45) = ∅,
�43 ↔ �(43) = v0, �46 ↔ �(46) = ∅.

The third level:

�141 ↔ �(141) = v3, �144 ↔ �(144) = v3,

�142 ↔ �(142) = ∅, �145 ↔ �(145) = ∅,
�143 ↔ �(143) = v0, �146 ↔ �(146) = v0.

Let us represent the iteration �J to its descendents �J i , 1 ≤ i ≤ 6, by

�J ⇒ �J4 �J5 �J6

�J1 �J2 �J3
.
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The corresponding relationships are

v0 ⇒ v2 ∅ ∅
v1 ∅ v0

, v1 ⇒ v3 ∅ v0

v1 ∅ v0
,

v2 ⇒ v2 ∅ ∅
v3 ∅ v0

, v3 ⇒ v3 ∅ v0

v3 ∅ v0
.

Let

B0 =




1 1 0 0

1 1 0 0

1 0 0 1

1 0 0 1


 , B1 =




0 0 1 0

1 0 0 1

1 0 0 0

1 0 0 1


 ,

be the adjacency matrices corresponding to the edges for the lower and upper rows, re-
spectively. Then by Theorem 4.4 we can use an approximate calculation by Mathematica
to show that dimH (T ) ≈ 1.54694.

6. Remarks on the Algorithm

For the above examples we have very simple ways of constructing the auxiliary tiles with
simple geometry. However, in general, the geometry of a tile is not clear. This creates
problems in finding the �(J )’s because we have to determine

ϕI (�) ∩ ψJ (�) 	= ∅.
A method to get by this difficulty is to introduce a “seed set” X of simple geometry (e.g.,
a large ball) with

� ⊆ X and ϕi (X) ⊆ X, ψj (X) ⊆ X, 1 ≤ i ≤ N , 1 ≤ j ≤ q.(6.1)

We redefine the symbols �(J ) by

�(J ) = {dI − cJ : I ∈ 
k
N , ϕI (X) ∩ ψJ (X) 	= ∅}.(6.2)

There is, in fact, no essential change in replacing � with X in Proposition 2.1, The-
orem 2.2, and Proposition 3.1, and their proofs (in the proof of Proposition 3.1 the
hypothesis �+D ⊆ A� in (A1) is replaced by (6.1)). The only price to pay for this new
X is to make the graph-directed system larger.

The bigger problem is to construct the tile for the seemingly obvious condition T ⊂ �o

(or T ⊆ �), since the self-affine set T and the auxiliary tile � is of unknown geometry
and it is not so obvious to select the digit set C so that T ⊆ �o. In the following we will
describe how this can be done in general. First we prove a lemma:

Lemma 6.1. Let A ∈ Mn(Z) be an expanding matrix and let C ∈ Zn be a digit set with
0 ∈ C. Let ‖ · ‖ be a norm such that ‖A−1‖ < 1 and let η ≥ ‖A−1‖(maxi ‖ci‖)/(1−
‖A−1‖). Then there exists a k such that

(Ck+1\Ck) ∩ Bη = ∅.
This implies that (Cm\Ck) ∩ Bη = ∅ for all m > k.
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Proof. For any α ∈ Ck+2\Ck , we need to prove ‖α‖ > η. If α ∈ Ck+1, nothing need be
done. If α 	∈ Ck+1, we have α = Aα′ + ci for some α′ ∈ Ck+1\Ck and ci ∈ C. It follows
that

‖α′‖ ≤ ‖A−1‖‖α‖ + ‖A−1‖‖ci‖ ≤ η.

This contradicts the hypothesis (Ck+1\Ck) ∩ Bη = ∅. Hence (Ck+2\Ck) ∩ Bη = ∅. By
induction the result follows.

Now, to choose the desired auxiliary tile, we pick a complete set of coset representation
G = {0 = g1, . . . , gq} of Zn/AZn . Then G = T (A,G) is a self-affine tile [19]. We use
the idea described in Application IV (with the above modification of X , if necessary)
to find all the �(J ) and choose a maximal �(J ), J = ( j1, . . . , jl). Then G J is in the
interior of G by Theorem 4.6. The point x0 = A−1gj1 + · · ·+ A−l gjl is hence an interior
point.

Let

G̃ = G − x0 and G̃ = Gl − Al x0

(here Gl = G+ AG+· · ·+ Al−1G as defined previously). Then 0 ∈ G̃ and Al G̃ = G̃ + G̃
with 0 ∈ G̃, i.e., G̃ is a tile with respect to the matrix Al and digit set G̃. Let

η ≥ max

{‖A−l‖ maxi ‖g̃i‖
1 − ‖A−l‖ , t

}
,

where t ≥ 2|T | and can be determined a priori. By using the tiling property and the k in
the lemma, we see that if we let

� = Alk(G̃) = G̃ + G̃k,

then � contains Bη and hence T ⊂ �o. This is a direct check that A� = � + C where
C = Alk(G + x0 − Ax0) ⊆ Zn is the digit set.

To illustrate the above remarks we will look at Example 5.5 again

A =
(

1 −1
1 1

)
and D = {(−1, 0)t , (0, 0)t , (1, 0)t }.

We start with the twin dragon with digits G = {(0, 0)t , (1, 0)t }. We can use the algorithm
described above to find an interior point x0. For this special case we can show directly
that

x0 = ( 1
4 ,− 1

2 )
t = A−1(1, 0)t + A−4(1, 0)t ∈ G,

but

x0 	∈ G + {(1, 0)t , (−1, 0)t , (0, 1)t , (0,−1)t , (1,−1)t , (−1, 1)t },
i.e., x0 is not in the six neighboring tiles. Hence x0 ∈ Go. (As a note we observe that
the origin is not in the interior of G. Indeed, (0,−1)t = ∑∞

i=1 A−i (1, 0)t implies that
(0, 0)t ∈ G + (0, 1)t . Since Z2 is a tiling set of T and (0, 0)t ∈ G ∩ (G + (0, 1)t ), it
follows that (0, 0)t is in the boundary of T .)
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Fig. 3. The self-affine tile �

We let G̃ = G − x0. By the above estimate we have that T ⊆ A12(G̃). Hence we can
take C = {(32, 16)t , (−32, 16)t } and � = A12(G̃). This completes the choice of the tile.
The picture of � is shown in Figure 3.

Note that it is not easy to check whether � +D ⊆ A�. We hence select X = Br (0),
a ball with r = 16(

√
10 + √

5), then � ⊆ X and (6.1) holds. X is used as the seed
set. Using the algorithm we have a 52 × 52 adjacency matrix. By Theorem 4.3 we can
calculate the Hausdorff dimension of ∂T approximate to ≈ 1.06924, the same as in
Example 5.5.

Acknowledgments. The authors like to thank K. S. Leung for some helpful advice
in preparing the illustrations. They are also grateful to the referees for their valuable
comments and suggestions, in particular, for pointing out the preprint of Dekking and
Van Der Wal [6] which deals with the same problem but using a complete different
method, the cellular automata instead of the geometric approach here. The research is
partially supported by an HK RGC grant and a direct grant from CUHK.

References

1. C. BANDT (1991): Self-similar sets 5. Integer matrices and fractal tilings ofRn . Proc. Amer. Math. Soc.,
112:549–562.

2. T. BEDFORD (1984): Crinkly curves, Markov partitions and box dimension in self-similar sets. Ph.D.
Thesis. University of Warwick.

3. I. DAUBECHIES (1992): Ten Lecture on Wavelets. Philadelphia, PA: SIAM.
4. I. DAUBECHIES, J. C. LAGARIAS (1992): Two-scale difference equations II: Infinite matrix products, local

regularity and fractals. SIAM J. Appl. Math., 23:1031–1079.
5. F. M. DEKKING (1982): Recurrent sets. Adv. in Math. 44:78–104.
6. F. M. DEKKING, P. VAN DER WAL (Preprint): The boundary of an attractor of a recurrent iterated

function system.



Self-Affine Sets and Graph-Directed Systems 397

7. P. DUVALL, J. KEESLING, A. VINCE (2000): The Hausdorff dimension of the boundary of a self-similar
tile. J. London Math. Soc. (2), 61:748–760.

8. K. J. FALCONER (1990): Fractal Geometry: Mathematical Foundations and Applications. New York:
Wiley.

9. K. J. FALCONER (1997): Techniques in Fractal Geometry. Chichester: Wiley.
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