
ON THE CONNECTEDNESS OF SELF-AFFINE TILES

IBRAHIM KIRAT  KA-SING LAU

A

Let T be a self-affine tile in 2n defined by an integral expanding matrix A and a digit set D. The paper
gives a necessary and sufficient condition for the connectedness of T. The condition can be checked
algebraically via the characteristic polynomial of A. Through the use of this, it is shown that in 2#, for any
integral expanding matrix A, there exists a digit set D such that the corresponding tile T is connected. This
answers a question of Bandt and Gelbrich. Some partial results for the higher-dimensional cases are also
given.

1. Introduction

Throughout the paper, we use M
n
(:) to denote the set of n¬n matrices with

entries in :, and A is an expanding integral matrix in M
n
(:), that is, all its eigenvalues

have modulus" 1. Let rdetAr¯ q and let D¯²d
"
,… , d

q
´X2n be a set of q distinct

vectors, called a q-digit set. If we let S
j
(x)¯A−"(x­d

j
), 1% j% q, then they are

contractive maps under a suitable norm in 2n [9, p. 29] and it is well known that there

is a unique non-empty compact set T satisfying T¯5q

j="
S

j
(T ) [3, 8], which is

explicitly given by

TBT(A,D)¯ (3
¢

i="

A−id
ji

:d
ji

`D* .
T is called the attractor of the system ²S

j
´q
j="

, and is called a self-affine tile if its

Lebesgue measure µ(T ) is positive. In particular, a self-affine tile T(A,D) with DX
:n is called an integral self-affine tile. A simple sufficient condition for µ(T )" 0 is that

D is a complete set of coset representatives of :n}A:n [1].

One of the very interesting aspects of the self-affine tiles is the connectedness. This

property has been considered by Bandt and Gelbrich [2], Gro$ chenig and Haas [5] and

Hacon et al. [6]. So far, the knowledge is still very limited, and it is our main purpose

in this paper to consider this property.

It is almost trivial to see that in 2, for A¯ [q] and D¯²0, d,… , (q®1) d ´ with

q, d `:+, T is an interval. The converse is also true (see Corollary 4.4). Hence it is

natural to consider an extension of such tiles in 2n in regard to the connectedness. We

give a criterion for such an attractor to be a tile by the following theorem.

T 1.1. Suppose that A `M
n
(:) is an expanding matrix with rdetAr¯ q,

where q& 2 is a prime. Let D¯²d
"
�,… , d

q
�´ with � `2nc²0´, for d

i
`:. Then T is a

self-affine tile (that is, µ(T )" 0) if and only if ²�,A�,… ,An−"�´ is a linearly independent

set and ²d
"
,… , d

q
´¯ ql²d!

"
,… , d!

q
´, where l is a nonnegati�e integer with ²d!

"
,… , d!

q
´, is a

complete set of coset representati�es of :
q
.
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In particular, if � `:nc²0´, then ²�,A�,… ,An−"�´ is automatically a linearly

independent set. Hence T is a self-affine tile if and only if the abo�e ²d!

"
,… , d!

q
´ is a

complete set of coset representati�es of :
q
.

We call the digit set of the above form a collinear digit set. In Theorem 1.1, if q

is not a prime, then we need to assume additional conditions on A and � to ensure that

µ(T )" 0 (Theorem 3.3). It follows easily from the theorem that if rdetAr¯ 2, then for

any 2-digit set with integer entries, T has positive measure. It is also connected, as was

proved in [6].

Our approach to attack the connectedness is the following general criterion.

T 1.2. Let T be an attractor defined by A `M
n
(:) and a digit set DX2n.

Define
%¯²(d

i
, d

j
) : (T­d

i
)f(T­d

j
)1W, d

i
, d

j
`D´.

Then T is connected if and only if for any pair of distinct d
i
, d

j
`D, there exists a finite

set ²d
j
"

,… , d
jk

´XD such that d
j
"

¯ d
i
, d

jk

¯ d
j
and (d

jl

, d
jl+"

) `% for 1% l%k®1.

It is easy to check that (d
i
, d

j
) `% if and only if

d
i
®d

j
¯ 3

¢

k="

A−k�
k
, �

k
`D®D.

We show that in many cases the expression can be checked by using the characteristic

polynomial of A (Proposition 5.3). This, together with Theorem 1.1 and the other

results in Section 3, leads us to the following theorem.

T 1.3. Let A `M
#
(:) be an expanding matrix with rdetAr¯ q (not

necessarily prime). Then there exists a digit set D¯²d
"
,… , d

q
´X:# such that T is a

connected tile.

This answers a question mentioned in [2] (see also [5]). By using a similar

technique, we also obtain some partial results in 2$. A more satisfactory solution in

2n depends on a conjecture on the characteristic polynomial of A, which we will

discuss at the end of the paper.

We organize the paper as follows. In Section 2, we start with some elementary

facts on the tiles, and an algebraic result on the irreducible polynomials. We prove

Theorem 1.1 in Section 3, and the connectedness criterion, Theorem 1.2, in Section

4. The technique of checking the criterion is discussed in Section 5 (Proposition 5.3).

By using this, we prove Theorem 1.3 and some partial results in higher dimensions.

In Section 6, we make some concluding remarks and pose some open problems.

2. Preliminaries

Some of the results in this section are probably known. However, we will include

the proofs for completeness. We begin with a simple result for the attractors.

P 2.1. Let A `M
n
(:) be an expanding matrix with rdetAr¯ q, and let

D
"
,D

#
be two q-digit sets with D

#
¯x

!
­D

"
for some x

!
`2n. Then the two attractors

T
"

and T
#

corresponding to (A,D
"
) and (A,D

#
) are related by

T
#
¯T

"
­(A®I )−"x

!
.
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Proof. We observe that

AT
"
¯ 5

d`D
"

(T
"
­d )¯ 5

d`D
#

(T
"
­d®x

!
)

¯ 5
d`D

#

(T
"
­d®(A®I ) (A®I )−"x

!
)

¯ 5
d`D

#

((T
"
­d­(A®I )−"x

!
))®A(A®I )−"x

!
.

By putting the right-most term to the left and by using the uniqueness of the attractor

corresponding to (A,D
#
), we have T

#
¯T

"
­(A®I )−"x

!
. *

We next consider a case with A replaced by ®A.

P 2.2. Let A `M
n
(:) be an expanding matrix with rdetAr¯ q, and let

D¯²d
"
,… , d

q
´X2n. Suppose that there exists a �ector � `2n such that D¯ �®D.

Then T(®A,D)¯T(A,D)®(A®A−")−" �.

Proof. We first consider the case D¯®D ; then

T(®A,D)¯ (3
¢

i="

(®A)−i d
ji

:d
ji

`D*
¯ (3

¢

i="

A−i((®1)i d
ji

) :d
ji

`D*
¯T(A,D).

For the case D¯ �®D, we let D«¯ "

#
�®D. Then D«¯®D«. A direct application

of the above and Proposition 2.1 yields the proposition. *

R 2.3. From Proposition 2.1, we see that the Lebesgue measure and the

connectedness of the attractor T are invariant under a translation of the digit set.

Hence we can assume without loss of generality that 0 `D in all the cases. Also, in

Proposition 2.2, the condition D¯ �®D on the digit set D is satisfied in most of the

cases in this paper.

Let A `M
n
(:) be expanding with rdetAr¯ q, and let ΛX2n be a full rank A-

in�ariant lattice, that is, Λ has rank n and A(Λ)XΛ. Then the quotient group

Λ}A(Λ) has q distinct cosets. A q-digit set D¯²d
"
,… , d

q
´XΛ is called a complete

set of coset representati�es of Λ}A(Λ) if Λ¯5q

i="
(d

i
­A(Λ)) and (d

i
­A(Λ))f

(d
j
­A(Λ))¯W for i1 j. Using the fact that affine transformations do not affect the

property of having positive Lebesgue measure, [1, Theorem 1] can be put in the

following form, which we will need later.

T 2.4. Let A `M
n
(:) be expanding, and let ΛX2n be a full rank A-

in�ariant lattice. Suppose that D is a complete set of coset representati�es of Λ}A(Λ).

Then the unique non-empty compact set T(A,D) has positi�e Lebesgue measure.

It is easy to see that µ(T(A,D))" 0 does not imply that D is a complete set of coset

representatives. For example, we can take A¯ [4] and D¯²0, 1, 8, 9´ ; then we have

T(A,D)¯ [0, 1]e[2, 3]. We conclude this section with a proposition on the irreducible

polynomials. We use 1[x] to denote the set of polynomials with rational coefficients,

and :[x] to denote the set of polynomials with integral coefficients.
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P 2.5. Let p(x)¯xm­a
m−"

xm−"­…­a
!
, where a

i
`: and ra

!
r¯ q is

a prime. Suppose that all the roots α ha�e modulus" 1 ; then p(x) is irreducible in 1[x]

and all the roots are simple.

Proof. It is well known that p(x) is irreducible in 1[x] if and only if it is

irreducible in :[x] (see, for example, [7, p. 163]). Suppose that p(x) is not irreducible ;

then p(x)¯ g(x) h(x) for some non-constant g(x), h(x) `:[x]. Since q is a prime, it

follows that the constant term of one of the g(x) or h(x) must be ³1, so that at least

one of the roots has modulus less than or equal to 1. This contradicts the hypothesis

on p(x), and the irreducibility is proved.

To show that all the roots must be simple, we assume that p(x)¯ (x®α)F g(x)

where F `:, for F" 1. Let

p«(x)¯ F(x®α)F−" g(x)­(x®α)F g«(x)

be the formal derivative of p. Then p«(x)¯mxm−"­(m®1) a
m−"

xm−#­…­a
"

is in

:[x] also, and p(x) and p«(x) have a common factor (x®α). On the other hand, the

division algorithm implies that there exist s(x), t(x) `1[x] such that p(x) s(x)­
p«(x) t(x)¯ gcd `1[x]. This implies that gcd (J p(x)) has a factor (x®α),

and hence gcd does not equal 1; this contradicts the statement that p(x) is irreducible

in 1[x] just proved. *

3. Integral self-affine tiles

In the following discussion we consider the collinear digit sets D¯²d
"
�,… , d

q
�´.

We let D«¯ ²d
"
,… , d

q
´.

T 3.1. Suppose that A `M
n
(:) is an expanding matrix with rdetAr¯ q,

where q& 2 is a prime. Let D¯²d
"
�,… , d

q
�´ with � `2nc²0´, for d

i
`:. Then T is a self-

affine tile (that is, µ(T )" 0) if and only if ²�,A�,… ,An−"�´ is a linearly independent set

and D«¯ q«²d!

"
,… , d!

q
´, where l is a nonnegati�e integer and ²d!

"
,… , d!

q
´ is a complete set

of coset representati�es of :
q
.

In particular, if � `:nc²0´, then ²�,A�,… ,An−"�´ is always a linearly independent

set. Hence T is a self-affine tile if and only if the abo�e ²d!

"
,… , d!

q
´ is a complete set of

coset representati�es of :
q
.

Proof. We first prove the necessity. Since T¯²3¢

j="
β
j
A−j� :β

j
`D«´ and µ(T )" 0,

it follows that ²�,A�,… ,An−"�´ is a linearly independent set. To prove the second

part, we let p(x) be the characteristic polynomial of A, and C be the companion

matrix of p(x). C has elements of 1 below the diagonal, the negatives of the coefficients

of p(x) in the last column, and zeros at all other entries ; it is the matrix

representation of the map A with respect to basis "¯²�,A�,… ,An−"�´, and � can be

representedas e
"
¯ [1 0…0]t `:n. ThenD" ¯²d

"
e
"
,… , d

q
e
"
´X:n, andµ(T(A,D))" 0

if and only if µ(T(C,D"))" 0. Let

hW
k
(x)B

1

q
3
d`D"

exp(2πi©C−kd,xª)¯
1

q
3
q

j="

exp02πi
d
j

qk
©(C †)k e

"
,xª1 ,

where C † ¯ qC " is an integral matrix. By [10, Theorem 2.1(iii)], µ(T(C,D"))" 0 is

equivalent to the following. For each m `:nc²0´, there exists a nonnegative integer
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k¯k(m) such that hW
k
(m)¯ 0. It follows that ²1}(qk−")©(C †)k e

"
,mª d

j
:d

j
`D«´ is a

complete set of coset representatives of :
q
for each m `:nc²0´ (see the proof of [10,

Theorem 4.1], assuming that 0 `D by Proposition 2.1). In particular, for k¯k(m), we

must have

qk−" r ©(C †)k e
"
,mª d

j
and qki©(C †)k e

"
,mª d

j

for each d
j
`D"c²0´. Thus D«¯ ql²d!

"
,… , d!

q
´ with l a nonnegative integer and

²d!

"
,… , d!

q
´ a complete set of coset representatives of :

q
.

To prove the sufficiency, we can assume without loss of generality that l¯ 0. Let

Λ be the lattice generated by the basis "¯²�,A�,… ,An−"�´. It is easy to show that

D is a complete set of coset representatives of Λ}A(Λ) and it follows from Theorem

2.4 that µ(T )" 0.

To prove the second part, we need only to show that no non-zero vector with

rational entries is contained in a proper A-invariant subspace; this will imply that "
is a basis of 2n. Suppose that � has rational entries and that ²�,A�,… ,An−"�´ is

contained in a proper A-invariant subspace of 2n ; hence it is a linearly dependent set.

We have 3n−"
j=!

c
j
Aj�¯ 0 for some c

j
`2, not all zero. Since A and � have rational

entries, we can choose c
j
to be rationals. Let h(x)¯3n−"

j=!
c
j
xj ; then h(A) �¯ 0. It

follows that h(λ)¯ 0 for some eigenvalue λ of A. This contradicts the assertion that

p(x) is irreducible by Proposition 2.5. *

C 3.2. Suppose that A `M
n
(:) is an expanding matrix with rdetAr¯ 2.

Let D¯²0, �´ for any � `:nc²0´ ; then always µ(T )" 0.

Proof. We can apply the theorem with q¯ 2, d
"
¯ 0, d

#
¯ 1. *

If q is not assumed to be a prime in Theorem 3.1, then we have the modifications

as in the following theorem and in Proposition 3.5.

T 3.3. Suppose that A `M
n
(:) is an expanding matrix with rdetAr¯ q

(not necessarily prime) and it has n distinct eigen�alues. Let �¯3n

i="
c
i
u
i
`2n, where

the u
i

are the corresponding eigen�ectors and c
i
1 0 for all i ` ²1,… , n´. Let D¯

²d
"
�, d

#
�,… , d

q
�´ and D«¯ ²d

"
, d

#
,… , d

q
´Z:. Then T is a self-affine tile (that is,

µ(T )" 0) if D« is a complete set of coset representati�es of :
q
.

Moreo�er, the abo�e � can be chosen to be in :n.

Proof. We need to show that "¯²�,A�,… ,An−"�´ is a basis of 2n, and then

apply the same idea as in the proof of Theorem 3.1. For 3n−"
i=!

a
i
Ai�, where

a
!
, a

"
,… , a

n−"
`2 are not all zero, we let f(x)B a

!
­a

"
x­…­a

n−"
xn−" ; then we can

write 3n−"
i=!

a
i
Ai�¯3n

i="
c
i
f(λ

i
) u

i
where the λ

i
are the eigenvalues of A. Since f(x)

can have at most n®1 roots and the λ
i
are distinct, we have at least one non-zero

c
i
f(λ

i
) so that 3n−"

i=!
a
i
Ai�1 0. Hence " is a linearly independent set, and thus a basis

of 2n.

To prove the last part, we consider �¯3n

i="
c
i
u
i
`2n with c

i
`2 (or in #

depending on the eigenvectors u
i
) in the matrix form �¯Uc. Observe that the set

C
!
¯²c :c

i
¯ 0 for some 1% i% n´ is the union of n (real or complex) hyperplanes and

U−"(:n) is a full-rank lattice (in 2n or #n respectively). Hence U−"(:n)\C
!
and there

exist � `:n, c aC
!

such that �¯Uc, that is, we can find �¯3n

i="
c
i
u
i
`:n with

c
i
1 0. *
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We do not have a complete answer on the collinear digit sets when q is not a prime

and the eigenvalues of A have higher multiplicities. In 2#, we have a substitute for the

collinear digit sets (Proposition 3.5 below), which we will use to prove Theorem 1.3.

We say that two matrices A and B are :-similar if there exists a unimodular matrix

P `GL
n
(:) such that P−"AP¯B.

L 3.4. Suppose A `M
#
(:) is an expanding matrix with repeated eigen�alue λ.

Then λ is an integer and A is :-similar to a matrix of the form

9λ0
a

λ: .
Proof. For such A the characteristic polynomial is p(x)¯ (x®λ)# ; it is easy to

see that λ is an integer. Let

�¯ 9xy:
be an eigenvector ; then � can be chosen as a vector with integral entries x, y such that

gcd(x, y)¯ 1. Hence there exist m,m« `: such that xm®ym«¯ 1. Let

P¯ 9xy
m«
m : .

Then a direct calculation shows that

P−"AP¯ 9 m

®y

®m«
x :A 9xy

m«
m :¯ 9λ0

a

λ:
for some a `:. *

Hence for A with repeated eigenvalues, we need only to examine the matrices of

the form

A¯ 9λ0
a

λ: .
If a¯ 0, it is obvious that we can take

D¯ (9 ij: :0% i, j% λ®1*
and T(A,D) is a square. Otherwise, we have the following proposition.

P 3.5. Let

A¯ 9λ0
a

λ: , a1 0

and let

D¯ (9iaj : : 0% i, j% λ®1*.
Then µ(T(A,D))" 0.

Proof. Let "¯²ae
"
, e

#
´ and let Λ be the lattice generated by " ; then Λ}AΛ has

λ# distinct cosets. In basis ", the matrix of the map A is

9λ0
1

λ: , D¯ (9 ij: : 0% i, j% λ®1*
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and A(Λ) contains elements of the form

9λm­m«
λm« :

with m,m« `:. Hence it is easy to see that if d®d « `AΛ for

d¯ 9 ij: , d «¯ 9 i«j«: `D,

then λ r ( j®j«) and λ r (i®i«), so that j¯ j« and i¯ i«. This implies that D is a complete

set of coset representatives of Λ}A(Λ). We again apply Theorem 2.4 to complete the

proof. *

4. A criterion for connectedness

In [6], it has been shown that if rdetAr¯ 2 and D¯²0, �´X:n is a complete set

of coset representatives of the quotient group :n}A:n, then T(A,D) is a connected

tile. In fact, we can modify this result as follows.

P 4.1. Suppose that A `M
n
(:) is an expanding matrix with rdetAr¯

2. Let D¯²0, �´ such that � `2nc²0´ and ²�,A�,… ,An−"�´ is a linearly independent set.

Then T(A,D) is a pathwise and locally connected tile.

Proof. By Theorem 3.1, we conclude that T is a tile. Also, from the proof of [6],

we see that there exists a continuous map from [0, 1] onto T (a space filling curve). It

follows that T is path-wise and locally connected by the Hahn–Mazurkiewicz

Theorem (see [11]). *

In the following, we give a general criterion of connectedness by using a ‘graph’

argument on D. Let (A,D) be given; we define

%¯²(d
i
, d

j
) : (T­d

i
)f(T­d

j
)1W, d

i
, d

j
`D´

to be the set of ‘edges ’ for the set D. We say that d
i
and d

j
are %-connected if there

exists a finite sequence ²d
j
"

,… , d
jk

´XD such that d
j
"

¯ d
i
, d

jk

¯ d
j
and (d

jl

, d
jl+"

) `%,

1% l%k®1. Let ∆DBD®D.

P 4.2. Let A `M
n
(:) be expanding and let D `2n be a digit set. Then

(d
i
, d

j
) `% if and only if d

i
®d

j
¯3¢

k="
A−k�

k
, for �

k
`∆D.

Proof. Note that for d
i
, d

j
in D, (T­d

i
)f(T­d

j
)1W if and only if d

i
­

3¢

k="
A−kd

jk

¯ d
j
­3¢

k="
A−kd!

jk

for some 3¢

k="
A−kd

jk

, 3¢

k="
A−kd!

jk

`T. The proposition

follows by setting �
k
¯ d!

jk

®d
jk

. *

We now give our general criterion for connectedness.

T 4.3. Let A `M
n
(:) be an expanding matrix with rdetAr¯ q, and let

D¯²d
"
,… , d

q
´X2n be a q-digit set. Then T is connected if and only if any two

d
i
, d

j
`D are %-connected.
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Proof. The necessity is obvious. To prove the sufficiency, we let

S
j
(x)¯A−"(x­d

j
), j¯ 1,… , q

and for J¯ ( j
"
,… , j

k
), we let S

J
¯S

j
"

a…aS
jk

. There exists a large ball B such that

TXB, S
j
(B)XB, j¯ 1, 2,… , q, and

T¯5
q

j="

S
j
(T )¯ 4

¢

k="

05
rJ r=k

S
J
(B)1 .

It is clear that S
J
(B) is also connected. We claim that 5rJ r=k

S
J
(B) is connected. For

k¯ 1, we note that S
j
(T )XS

j
(B) and that the %-connectedness property on D implies

that 5q

j="
S

j
(B) is connected. For the inductive step k­1, we write

5
rJ r=k+"

S
J
(B)¯S

" 05
rJ r=k

S
J
(B)1e…eS

q 05
rJ r=k

S
J
(B)1 .

By the induction hypothesis, 5rJ r=k
S

J
(B) is connected and we can employ the

argument above to conclude that 5rJ r=k+"
S

J
(B) is connected. This proves the claim.

To show that T is connected, we assume that there exist two components T
"
and

T
#

such that dist(T
"
,T

#
)" ε" 0. Since ²5rJ r=k

S
J
(B)´¢

k="
converges to T in the

Hausdorff metric, then for k large enough, we have dist(T,5rJ r=k
S

J
(B))! ε}4 and

diam(S
J
(B))! ε}4 for all rJ r¯k. Let

#
i
¯ (J : rJ r¯k, dist(T

i
,S

J
(B))!

ε

4* , i¯ 1, 2.

Then from dist(T
"
,T

#
)" ε, we have (5

J`#
"

S
J
(B))f(5

J`#
#

S
J
(B))¯W. This contra-

dicts the assertion that 5rJ r=k
S

J
(B) is connected. *

Note that in the above theorem, we do not assume that µ(T )" 0. Hence the

criterion holds for all attractors T(A,D). For the one-dimensional case, we have the

following simple corollary.

C 4.4. Let q `:, for rqr& 2. Suppose A¯ [q] and DX2 is a rqr-digit

set. Then T(A,D) is a connected tile if and only if, up to a translation, D¯²0, a, 2a,… ,

(rqr®1) a´ for some a" 0.

Proof. The sufficiency is easy: for such D, we have T¯ [0, a] if q" 0, and by

Proposition 2.2, T¯ [qa}(rqr­1), a}(rqr­1)] if q! 0.

To prove the necessity, we assume without loss of generality that q" 0 and D¯
²0, d

"
,… , d

q−"
´ with 0! d

"
!…! d

q−"
. Suppose that D is not of the required form;

then there exists at least one d
j
such that d

j
®d

j−"
" (d

q−"
)}(q®1). If (d

j
, d

j−"
) `%, then

by Proposition 4.2

d
j
®d

j−"
¯ 3

¢

k="

�
k

qk
% 3

¢

k="

d
q−"

qk
¯

d
q−"

q®1
,

which is a contradiction. Hence (d
j
, d

j−"
) a%. In view of the increasing property of the

digits, we see that d
j
and d

j−"
are not %-connected and T is not connected, by the above

theorem. *
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5. More on connectedness

In this section, we will consider expressions s
m

B3m

j="
α
j
Am−j�, where α

j
¯ 0,

³1,… ,³(q®1). We will call such s
m

a polynomial for convenience. Also, we define

p
k
to be the shift operator associated with a polynomial s!

k
¯3k

j="
α!
j
Ak−j�, for α!

j
¯ 0,

³1,… ,³(q®1), given by
p
k
(s

m
)¯Aks

m
­s!

k
.

T 5.1. Let A `M
n
(:) be expanding and let D¯²0, �,… , (q®1) �´ with

� `2nc²0´. Then T(A,D) is connected if there exist a monic polynomial s
m

and a shift

operator p
k

such that p
k
(s

m
)¯ s

m
.

Proof. To prove the theorem, we need to show that (d
j
, d

j+"
) `% for each j. By

Proposition 4.2, it suffices to construct a sequence ²β
j
´¢

j=!
with β

!
¯ 1 and β

j
¯ 0,

³1,… ,³(q®1) for j& 1 such that 3¢

j=!
β
j
A−j�¯ 0. By the hypothesis, we have

pl

k
(s

m
)¯ p

k
a p

k
a…a p

k
(s

m
)

knnlnnm
l times

¯Akls
m
­3

l−"

j=!

Akjs!
k

¯ s
m
.

Let t
l
BA−kl(pl

k
(s

m
))¯ s

m
­3l

j="
A−kjs!

k
and tB lim

l!¢ t
l
. Then t¯ 0 since t

l
¯A−kls

m

! 0. Write A−m+"(t)¯3¢

j=!
β
j
A−j� by inserting the full expressions for s

m
and s!

k
.

This series converges since starting from j¯m, ²β
j
´¢

j=!
is periodic (repeated coefficients

of s!
k
). Also, 3¢

j=!
β
j
A−j�¯ 0. We have β

!
¯ 1 since s

m
is monic. Therefore, ²β

j
´¢

j=!
is

the required sequence. *

For convenience in the later construction, we include the following corollary.

C 5.2. The shift operator p
k
in the abo�e theorem can be replaced by q

k

defined by q
k
(s

m
)¯®Aks

m
­3k

j="
α!
j
Ak−j�.

Proof. Suppose there exist q
k

as above and a monic polynomial s
m

such

that q
k
(s

m
)¯ s

m
; then we can take p

#k
(s

m
)¯A#ks

m
­s!

#k
with s!

#k
¯®3k

j="
α!
j
A#k−j�­

3#k

j=k+"
α!
j−k

A#k−j�, which yields

p
#k

(s
m
)¯ 0A#ks

m
®3

k

j="

α!
j
A#k−j�1­ 3

#k

j=k+"

α!
j−k

A#k−j�

¯®Ak(q
k
(s

m
))­3

k

j="

α!
j
Ak−j�

¯®Aks
m
­3

k

j="

α!
j
Ak−j�

¯ s
m
.

It follows from Theorem 5.1 that T(A,D) is connected. *

The above discussion leads to the following algebraic method to check the

connectedness.
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P 5.3. Let A `M
n
(:) be an expanding matrix with rdetAr¯ q and

characteristic polynomial p(x). Let D¯²0, �,… , (q®1) �´ with � `2nc²0´. Suppose that

there exists a polynomial g(x) `:[x] such that

h(x)¯ g(x) p(x)¯xk­a
k−"

xk−"­a
k−#

xk−#­…­a
"
x³q,

with ra
i
r% q®1, for 1% i%k®1. Then T(A,D) is connected.

Proof. Let s
"
¯ �. We have two cases.

(i) h(0)¯®q. We take

p
k
(s

"
)¯Ak�­(a

k−"
Ak−"­a

k−#
Ak−#­…­a

"
A®(q®1) I ) �.

Then p
k
(s

"
)¯ h(A) �­�¯ s

"
since h(A)¯ 0. By Theorem 5.1, T(A,D) is connected.

(ii) h(0)¯ q. We take

q
k
(s

"
)¯®Ak�­(®a

k−"
Ak−"®a

k−#
Ak−#®…®a

"
A®(q®1) I ) �,

so that q
k
(s

"
)¯®h(A) �­�¯ s

"
. In this case, Corollary 5.2 implies that T(A,D) is

connected. *

We need the following lemma for the characteristic polynomial of A `M
#
(:)

which can easily be proved by using the quadratic formula [2].

L 5.4. Let f(x)¯x#­ax³q, where a `:, 11 q `.. Then f(x) is expanding

if and only if rar% q for f(0)¯ q, and rar% q®2 for f(0)¯®q.

We can now apply Proposition 5.3 to conclude the following theorem.

T 5.5. Let A `M
#
(:) be an expanding matrix with rdetAr¯ q (not

necessarily prime). Then there exists a digit set D¯²d
"
,… , d

q
´X:# such that T is a

connected tile.

Proof. That T is a tile follows from Theorem 3.3 and Proposition 3.5 for an

appropriate choice of D. To show the connectedness of T, we let p(x)¯x#­ax³q be

the characteristic polynomial of A. We divide our consideration into two cases.

Case (i) : A has simple eigenvalues. By Theorem 3.3, we can take D¯²0, �,… ,

(q®1) �´ for some �. By Lemma 5.4, we see that all the characteristic polynomials p(x)

satisfy the condition in Proposition 5.3 with g(x)3 1, except for the case p(x)¯
x#­qx­q. For that, we let g(x)¯x®1; then

h(x)¯ (x®1) p(x)¯ (x®1) (x#­qx­q)¯x$­(q®1)x#®q

again satisfies the condition in Proposition 5.3. Hence T is connected.

Case (ii) : A has a repeated eigenvalue λ. We cannot apply Proposition 5.3 because

the digit set D given in Proposition 3.5 is not a collinear digit set. By Lemma 3.4, we

only need to examine the matrices of the form

A¯ 9λ0
a

λ: .
If a¯ 0, then we choose

D¯ (9 ij: :0% i, j% λ®1*
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as our digit set. Then T(A,D)¯ [0, 1]# is a connected tile.

If a1 0, we take

D¯ (9iaj : :0% i, j% λ®1*
as in Proposition 3.5. We observe that

3
¢

j="

A−j 9a0:¯ (A®I )−" 9a0:¯
1

(λ®1) 9
a

0: .
It follows that

9(α­1) a

0 :®9αa

0 :¯ 9a0:¯3
¢

j="

A−j 9(λ®1) a

0 :
for 0%α% λ®2 and

9βa

γ :®9
βa

γ®1:¯ 901:¯3
¢

j="

A−j 9 a

λ®1:
for 0% β% λ®1, 1% γ% λ®1. Then Proposition 4.2 and Theorem 4.3 imply that

T(A,D) is connected. *

In the rest of this section, we apply the criterion in Proposition 5.3 to consider

some special connected tiles in 2$. The following lemma, combined with Proposition

2.2, enables us to consider only the characteristic polynomials with positive constant

terms, that is, detA! 0.

L 5.6. Let p(x) and ph (x) denote the characteristic polynomials of A,®A `
M

n
(:) respecti�ely. Then ph (x)¯ (®1)n p(®x).

P 5.7. Let A `M
$
(:) be expanding with rdetAr¯ q¯ 3, 4 or 5 ; then

there exists a q-digit set D such that T(A,D) is a self-affine connected tile.

Proof. We first consider the case with detA¯®3 in 2$. For D¯²0, �, 2�´ as

in Theorem 3.1, the corresponding T is a tile. We use Proposition 5.3 to check

the connectedness. There are 25 expanding characteristic polynomials p(x) with

p(0)¯ 3; 17 of them are already in the form of h(x) in Proposition 5.3. The rest of

them can be reduced to the form of h(x) by multiplying a polynomial g(x) as

shown in Table 1.

T 1. g(x) for the case detA¯ 3.

Characteristic polynomial¯ p(x) g(x) h(x)¯ g(x) p(x)

x$®3x­3 (x#­1) (x­1) x'­x&®2x%­x$­3
x$­x#®4x­3 (x#­1) (x­1) x'­2x&®2x%­x$®x­3
x$­x#®3x­3 x­1 x%­2x$®2x#­3
x$­2x#­3x­3 x®1 x%­x$­x#®3
x$­3x#­2x­3 x®1 x%­2x$®x#­x®3
x$­3x#­3x­3 x®1 x%­2x$®3
x$­3x#­4x­3 x®1 x%­2x$­x#®x®3
x$­4x#­5x­3 (x#®x­1) (x®1) x'­2x&®x%­x®3

For the case detA¯®4, a direct check shows that all the characteristic

polynomials have simple eigenvalues ; hence Theorem 3.3 implies that for a suitable
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�, D¯²0, �, 2�, 3�´ will give a tile T. To check the connectedness, we see that 35 of the

p(x) are already in the form of h(x) in Proposition 5.3. The rest can also be shown to

satisfy such form by the multiplication of suitable polynomials g(x). (There are 16 of

them; see Table 2.)

T 2. g(x) for the case detA¯ 4.

Characteristic polynomial¯ p(x) g(x) h(x)¯ g(x) p(x)

x$®4x­4 (x#­1) (x­1) x'­x&®3x%­x$­4
x$­x#®4x­4 x­1 x%­2x$®3x#­4
x$­x#®5x­4 (x#­1) (x­1) x'­2x&®3x%­x$®x­4
x$­2x#®6x­4 (x#­1) (x­1) x'­3x&®3x%­x$®2x­4
x$­2x#®5x­4 x­1 x%­3x$®3x#®x­4
x$­2x#®4x­4 x­1 x%­3x$®2x#­4
x$­2x#­4x­4 x®1 x%­x$­2x#®4
x$­3x#­4x­4 x®1 x%­2x$­x#®4
x$­3x#­5x­4 x®1 x%­2x$­2x#®x®4
x$­4x#­2x­4 x®1 x%­3x$®2x#­2x®4
x$­4x#­3x­4 x®1 x%­3x$®x#­x®4
x$­4x#­4x­4 x®1 x%­3x$®4
x$­4x#­5x­4 x®1 x%­3x$­x#®x®4
x$­4x#­6x­4 x®1 x%­3x$­2x#®2x®4
x$­5x#­6x­4 (x®1)# x&­3x%®3x$®3x#®2x­4
x$­5x#­7x­4 (x#­1) (x®1)# x(­3x'®x&®2x%®3x$®x#®x­4

For the case detA¯®5, we basically go through the same process as in the case

detA¯®3. There are 85 expanding characteristic polynomials with constant

coefficient 5; 26 of them are non-trivial, as shown in Table 3. *

T 3. g(x) for the case detA¯ 5.

Characteristic polynomial¯ p(x) g(x) h(x)¯ g(x) p(x)

x$®5x­5 (x#­1) (x­1) x'­x&®4x%­x$­5
x$­x#®5x­5 x­1 x%­2x$®4x#­5
x$­x#®6x­5 (x#­1) (x­1) x'­2x&®4x%­x$®x­5
x$­2x#­5x­5 x®1 x%­x$­3x#®5
x$­2x#®5x­5 x­1 x%­3x$®3x#­5
x$­2x#®6x­5 x­1 x%­3x$®4x#®x­5
x$­2x#®7x­5 (x#­1) (x­1) x'­3x&®4x%­x$®2x­5
x$­3x#­6x­5 x®1 x%­2x$­3x#®x®5
x$­3x#­5x­5 x®1 x%­2x$­2x#®5
x$­3x#®5x­5 x­1 x%­4x$®2x#­5
x$­3x#®6x­5 x­1 x%­4x$®3x#®x­5
x$­3x#®7x­5 x­1 x%­4x$®4x#®2x­5
x$­3x#®8x­5 (x#­1) (x­1) x'­4x&®4x%­x$®3x­5
x$­4x#­7x­5 x®1 x%­3x$­3x#®2x®5
x$­4x#­6x­5 x®1 x%­3x$­2x#®x®5
x$­4x#­5x­5 x®1 x%­3x$­x#®5
x$­5x#­8x­5 x®1 x%­4x$­3x#®3x®5
x$­5x#­7x­5 x®1 x%­4x$­2x#®2x®5
x$­5x#­6x­5 x®1 x%­4x$­x#®x®5
x$­5x#­5x­5 x®1 x%­4x$®5
x$­5x#­4x­5 x®1 x%­4x$®x#­x®5
x$­5x#­3x­5 x®1 x%­4x$®2x#­2x®5
x$­5x#­2x­5 x®1 x%­4x$®3x#­3x®5
x$­6x#­9x­5 (x#­1) (x®1)# x(­4x'®x&®3x%®3x$®2x#®x­5
x$­6x#­8x­5 (x®1)# (x#­1) (x$­1) x"!­4x*®2x)®x'®2x&®3x%®2x­5
x$­6x#­7x­5 (x®1)# x&­4x%®4x$®3x#®3x­5
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6. Remarks

We have seen in the last section that in many cases the characteristic polynomial

can be reduced to the form in Proposition 5.3 so that the connectedness holds. We do

not know whether this will hold in general. With regard to this, we give the following

result of Garsia [4, Lemma 1.6] (modified into the present setting).

If A `M
n
(:) is an expanding matrix with rdetAr¯ q (not necessarily prime), and if

λ is a root of the characteristic polynomial of A, then λ satisfies an integral polynomial

with coefficients 0,³1,… ,³q.

There is another interesting question related to connectedness : the determination

of whether the tile is disk-like. Some partial results can be found in [2]. They show that

in 2#, for A `M
#
(:) with rdetAr¯ 3, some of the connected tiles obtained with

collinear digit sets are not disk-like. In fact, there is no disk-like tile for A with det

A¯®3 and tr(A)¯³1. We do not know much about this in general. However, in

2#, we have the following partial result.

P 6.1. Suppose that A `M
#
(:) is an expanding matrix with rdetAr¯ q

and characteristic polynomial p(x)¯x#³q. Then there exists a q-digit set D¯
²d

"
,… , d

q
´X:# such that T(A,D) is a disk-like tile.

Proof. Let

A¯ 9a"

a
$

a
#

a
%

: .
We first assume that a

#
1 0; then we have a

%
¯®a

"
, a

$
¯®(a#

"
³q)}a

#
.

Case (i). If rdetAr¯ q is an odd number, let

�¯ 901: and D¯²0,³�,… ,³q®1}2 �´.

Then T(A,D)¯²(x,®a
"
}a

#
x­t) : rxr% ra

#
r}2, rtr% "

#
´ is a parallelogram.

Case (ii). If rdetAr¯ q is an even number, then we let

�¯ 9 0

®1: , D¯²�,… , q�´ if detA¯ q,

and

�¯ 901: , D¯²0, �,… , (q®1) �´ if detA¯®q.

Then it follows from direct calculation that

T(A,D)¯

1

2
3

4

(0x,®
a
"

a
#

x­t1 :0%x% a
#
, 0% t% 1* if a

#
" 0,

(0x,®
a
"

a
#

x­t1 :a#
%x% 0, 0% t% 1* if a

#
! 0

is again a parallelogram.

It remains to consider the case a
#
¯ 0. Let

P¯ 910
®1

1 : if a
$
¯ 0 and P¯ 901

1

0: if a
$
1 0.



304     - 

Let D«¯PD, where D is as in cases (i), (ii), and A«¯P−"AP. Then T(A,D«)¯
PT(A«,D), and T(A«,D) is again a parallelogram. *

The proof can easily be implemented on Matlab by checking the coordinates of

the corner points.
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Note added in proof, April 2000. We have proved that Proposition 5.7 is true for

any expanding A `M
$
(:). The detail will appear elsewhere.
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