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FINITE ELEMENT METHODS WITH MATCHING AND
NONMATCHING MESHES FOR MAXWELL EQUATIONS WITH
DISCONTINUOUS COEFFICIENTS*

ZHIMING CHENT, QIANG DU#, AND JUN ZOUS

Abstract. We investigate the finite element methods for solving time-dependent Maxwell equa-
tions with discontinuous coefficients in general three-dimensional Lipschitz polyhedral domains. Both
matching and nonmatching finite element meshes on the interfaces are considered, and optimal er-
ror estimates for both cases are obtained. The analysis of the latter case is based on an abstract
framework for nested saddle point problems, along with a characterization of the trace space for
H(curl; D), a new extension theorem for H(curl; D) functions in any Lipschitz domain D, and a
novel compactness argument for deriving discrete inf-sup conditions.
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1. Introduction. This paper is concerned with the following Maxwell equations
in a dielectric medium:

(1.1) eOE—curlH=J in Qx(0,T),
(1.2) wOH+curlE=0 in Qx(0,7),
(1.3) div(eE)=p in Qx(0,7),
(1.4) div(pH) =0 in Qx(0,T).

Here Q C R? is a simply-connected Lipschitz polyhedral domain with connected
boundary which is occupied by the dielectric material. E and H are the electric and
magnetic fields, and J and p are the current density and charge density. We assume
that the permeability parameter p and the permittivity parameter ¢ of the medium
are discontinuous across an interface I' C , where T is the boundary of a simply-
connected Lipschitz polyhedral domain 2; with O cQand Qs =9 \ Q4. Q5 is also
assumed to be simply-connected which, in turn, implies that I" is connected. Without
loss of generality we consider only the case with € and p being two piecewise constant
functions in the domain 2, namely,

E{ €1 in Ql, { M1 in le

gz in QQ7 M2 in Q27

*Received by the editors January 18, 1999; accepted for publication (in revised form) September

30, 1999; published electronically May 4, 2000.
http://www.siam.org/journals/sinum/37-5/34997 . html

TInstitute of Mathematics, Academia Sinica, Beijing 100080, People’s Republic of China (zm-
chen@math03.math.ac.cn). The work of this author was partially supported by the China NSF under
grant 19771080, China National Key Project “Large Scale Scientific and Engineering Computing.”

tDepartment of Mathematics, Hong Kong University of Science and Technology, Clear Water
Bay, Hong Kong, and the Department of Mathematics, Iowa State University, Ames, IA 50011
(madu@ust.hk). The work of this author was partially supported by the USNSF under grant DMS-
9796208 and by a grant from HKRGC.

§Department of Mathematics, The Chinese University of Hong Kong, Shatin, N.T., Hong Kong
(zou@math.cuhk.edu.hk). The work of this author was partially supported by Hong Kong RGC
grants CUHK 338/96E and CUHK 4004 /98P.

1542



FINITE ELEMENT METHODS FOR MAXWELL EQUATIONS 1543

and €;, p; (i = 1,2) are positive constants. It is known that the electric and magnetic
fields E and H must satisfy the following jump conditions across the interface I" :

(1.5) [E x n] =0, E-n]=p,.,
Hxn]=J., [WH-n]=0,

where n is the unit outward normal to 0€); and p. and J. are the surface charge
and current density. Throughout the paper, the jump of any function A across the
interface I" is defined as

[A] = AQ‘F — A1|1’*

with A; = Alg,, ¢ = 1,2. We supplement Maxwell equations (1.1)-(1.6) with the
initial conditions

E(x,0) = Ey(x), H(x,0) = Hy(x), xeQ.

Instead of solving the fully coupled Maxwell system (1.1)—(1.6), we are interested in
finding the electric and magnetic fields separately. To do so, we first eliminate the
magnetic field H in (1.1)—(1.2) to obtain the electric field equations,

(1.7) eOuE + curl (u tcurlE) =9, in Q x (0,7),
(1.8) div (¢E) =p in Qx(0,7),

with the following interface and boundary conditions:

(1.9) [E x n] =0, [€E - n] = p,, [n ! curl E x n] = —9,Jr,
(1.10) Exn=0 on 0Qx(0,7).

Similarly, we obtain the magnetic field equations from (1.1)—(1.6),

(1.11) o H +curl (e tcurlH) = —curl(¢7'J) in Qx(0,7),
(1.12) div (¢H) = 0 in Qx(0,7),

with the following interface and boundary conditions:

(1.13) Hxn]=J_, [WH-n] =0, [e7'curlH x n] = —[¢7'J x n] ,
(1.14) curlHxn=-Jxn on 092 x (0,7).

Due to the practical interests, there has been a great deal of work on the numerical
approximation to time-dependent Maxwell equations and also on the convergence
analysis of numerical schemes for stationary Maxwell equations and related models;
see, for example, [1, 3, 10, 13, 18, 20, 25] and the references therein. On the contrary,
not too much work was available in the literature concerning the convergence analysis
or error estimates for the fully discrete numerical methods for the time-dependent
Maxwell systems. For some recent work in this aspect, we refer readers to [12, 19] and
[24] for time-dependent Maxwell systems with continuous coefficients.

In this paper we will study a fully discrete finite element method for the time-
dependent Maxwell equations with discontinuous coefficients. There have been nu-
merous studies on the use of finite element methods for elliptic equations having
discontinuous coefficients (see, for example, [5, 11, 14, 7]). For the study presented
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here, we will concentrate on the electric field equations (1.7)—(1.10). There is no essen-
tial difficulty for the extension of our numerical analysis here to the case for magnetic
field equation (1.11)—(1.14). We will discretize the system (1.7)—(1.10) using an im-
plicit scheme in time and a Nédélec’s edge element scheme in space (cf. [21, 22]). In
particular, we will investigate finite element methods with both matching and non-
matching grids on the interface I'. As we will see later, the convergence analysis on
the nonmatching case seems to be much more technical than the matching case. For
example, a major obstacle is how to find some appropriate finite element spaces which
satisfy suitable inf-sup conditions.

The paper is organized as follows. In section 2, we study the stationary model
elliptic problem,

(1.15) curl (acurl A) +yfA =f in Q
(1.16) div (BA) =g in £,

with the following interface conditions and boundary conditions:

(1.17)  [Axn]=0, [BA -n] =g, [acurl A xn]=f. on T,
(1.18) A xn=0 on O0NQ.

Here o and (8 are piecewise constants in €2; i.e., « = o, 8= G; in Q; for i = 1,2, and
«;, B; are positive constants. For technical reasons, -y is a chosen constant which may
be zero in some cases (as in section 3) or strictly positive in some other cases (as in
section 4). Such a lower-order term is required to ensure that the corresponding bilin-
ear form induces a full H(curl;2)-norm in the latter cases. Finite element methods
with matching and nonmatching meshes on the interface will be considered in sec-
tions 3 and 4. The results for the above stationary system (1.15)—(1.16) are needed in
the convergence analysis of finite element methods for the time-dependent equations
(1.7)—(1.10), which will be discussed in section 5. A number of interesting theoretical
results concerning the weak formulation and the finite element approximation will be
stated there while some technical proofs for an extension theorem and an abstract
framework for the convergence analysis will be provided in an appendix at the end of
the paper. A few conclusion remarks will be furnished in section 6.

2. Stationary model problem. For the convenience of presentation, we first
give some notation that will be used throughout the paper:

H(curl;Q) = {v € L*(Q)3; curlv € L*(Q)*},
H%(curl;Q) = {v € H*(Q)?; curlv e H*(Q)*} (a>0),
Hy(curl;Q) = {v € H(curl;Q); vxn=0ondN}.

The spaces H(curl; Q) and H*(curl; Q) are equipped with the norms

1/2
[Vlleurt.c = (IIVI[E g + lleurl vl g)

1/
¥l laeurt 0 = (IIVII2.0 + leurlv][2 o)
Here and in what follows, || - [jo.o denotes the L?(€2)3-norm (or the L?(Q)-norm for
scalar functions) and || - ||, and | - |4, denote the norm and the seminorm of the
Sobolev space H*(2)? (or H*(2) for scalar functions). Similar definitions are adopted
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for €27 and Q. If no confusion is caused, we will often omit €2, €y, and €5 in the
subscripts of the norms. The constant C' will always represent a generic constant
independent of the time step 7 and the mesh size h, unless otherwise specified.

We now discuss the variational formulation and the finite element approximation
for the stationary model equations (1.15)—(1.18). As usual, we introduce a Lagrangian
multiplier p to relax the divergence condition (1.16); hence, we consider the following
system:

curl(acurl A) +v0A —Vp=f in
div(BA) =g in

[Axn]=0, [fA-nj=g. on

[p) =0, [acurlA xn]=1f. on
p=0, Axn=0 on J9Q.

HH DD

A~ o~ o~ —~ —
[ S S O
== 0

Here 7 is a constant which may be taken to be zero unless otherwise stated. Note
that if the source terms f and g satisfy divf = g, then we know the solution p of
the above system is equal to zero by taking the divergence of (2.1) and using the
boundary condition p = 0 on 9f). This justifies the introduction of the Lagrangian
multiplier p.

To establish an appropriate variational formulation for the system (2.1)—(2.5), we
need a new trace space of Hp(curl; Q) on the interface I'. We next introduce this
trace space and present some of its properties for the later use.

We know that any v € Hy(curl; ) has a tangential trace v x n in H~/2(T")?,
defined by

(2.6) (vxn @) = / v-curlcpda:—/ curlv-pdr Yo € HY(Q)?
o0 N

or

(vXmn,er= / curlv - pdr — / v-curlpdr Vo € H'(Q)% N Ho(curl; Qy),
QQ 522

where (-,-)r denotes the duality pairing between H~/2(I')3 and H'/?(I')* (or the
duality pairing between H~1/2(I") and H'/?(T") for scalar functions) and

Ho(curl;Qy) = {v € H(curl;Qs); v xn=0ondN}.

However, this characterization of the trace v x n is rather inconvenient in applications
since this trace mapping from Hy(curl; ) to H~'/2(T")? is not onto. To overcome this
difficulty, we introduce the following trace space on I' for functions in Hy(curl;Q):

T(T) = {s € H Y23, 3v € Hy(curl;Q) such that vxn=sonT}.
It is not difficult to see that T'(T") is a Banach space under the norm:
(2.7) Isll7ry = inf{||V|lcur1 ,0; v € Ho(curl;Q2) and v xn=sonI'}.

We note that for domains with smooth boundary, T'(T") is well known, and it is often
denoted by H~/2(div,T) (cf. [8]). For domains with a Lipschitz boundary, we next
provide a new characterization of this space.
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For convenience, we denote X; = H(curl;{;) and Xy = Hy(curl;s). Note that
the left-hand side of (2.6) does not make sense if ¢ belongs to X1, but the right-hand
side of (2.6) is well-defined for all v and ¢ in Xy; thus, for any s € T(I'), instead of
(2.6) we can define

(2.8) <<S,(p>>1,1":/ v-curltpdx—/ curlv-pdr Ve X,
(921 951

where v € Hy(curl, Q) such that v x n = s on I'. Using the Green’s formula (2.6)
and the density of H*(£2;) in X;, we know that (2.8) is independent of the choice of
v € H(curl; ) such that v x n = s on I'. Thus (2.8) is well-defined. Similarly, we
can define

(2.9) (s, phor = / curlv - pdx — / v-curlpdr Ve Xy,
Q2 QQ

where v € Hy(curl; Q) such that s = v x n on I'. It is clear from the definitions
(2.7)—(2.9) that

(2.10) {s;o1r — (s, @har < lIslramllellx,xx, Ve € X1 x Xo,

which implies that {(s, -)1,r—{s, -))2,r defines a continuous linear functional in X7 x Xo.
Hence by Riesz representation theorem, there exists a Q € X; x X, satisfying

@11) [ (curlQ-curlp + Q- p)dr = (s.hur — (s @)ar Ve € Xix Xo

1UQ

and the following identity holds:

(2.12) 1Qllx,xx, = sup (s, phir — s, phor
PEX1 XX lllxxx

Now applying the Green’s formula (2.6) to (2.11) with test functions ¢ € H}(€;)?
and ¢ € H'(£2;)3, respectively, we obtain

curlcurlQ+ Q=0 in Q;UQs,
curlQ xn=0 on 01,

curlQ xn=s on T

where the last two relations are understood in the sense of H~1/2(9Q)3 and H~1/2(T")3,
respectively. This yields curl Q € Hy(curl; Q) and

(2.13) [sll7ry < lleurl Qf|cur1 .0 = [[Qllx, x x -

Combining (2.10)—(2.13) we have proved the following lemma.
LEMMA 2.1. For any s € T(T'), we have the equality

S, T — (S, Ny
O 1 IR R
PYeX1xXa ||¢|L¥1XX2

A direct consequence of this lemma is that T'(T") is indeed a Hilbert space. In fact, if
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s; € T(T) and Q; € X; x X5 (i = 1,2) is the corresponding solution of (2.11), then
we can define an inner product ((-,))r as follows:

(s1,82)r = /Q P (curlQq - curl Q2 + Q1 - Qz)dx .

1/2

Clearly, ||'s |z = (s,8)} .
In practice, Lemma 2.1 is rather inconvenient as it uses information from both
0 and Qs to define the norm on T'(T"). To overcome the inconvenience, we note that

(s, p)ar

S, R
@11 sl = sup SO gy, oy (8 0Dar
peXy ||(10HX1 peXa H(PHXz

are also norms of T'(T"). Tt is clear that

lIsllle < lsllz@y, — lisller <lIsllza Vs e T(T).

Both ||| [|[s,r and ||| - [[[2,r are, in fact, equivalent norms on T'(T') to || - ||z (r). To show

this, we need the following extension theorem which may be of independent interest.
LEMMA 2.2 (extension theorem). Assume U is a bounded domain in R with a

Lipschitz boundary OU. Let U CC D. Then there exists a bounded linear operator

E: H(curl;U) — H(curl; R?)

such that Ev =v on U and supp(Ev) C D Vv € H(curl;U).

Because the proof of Lemma 2.2 has not been seen in the literature and the full
proof of the result is somewhat involved, we will describe it in more detail in the
appendix, section Al.

LEMMA 2.3.  The norms ||| - [[[1,r and || - ||l2,r are equivalent to || - ||7(r).

Proof. We need only to prove that

lIslllsr < Cllislllzr Vs € T(T).

For any ¢, € X;, we use Lemma 2.2 to get a function ¢ € Hp(curl;$2) such that
@ = ¢, on ; and

Fellx, < e lleurso < C* e Ix,-

Note that s, )10 = (s, ¢)2r for any ¢ € Hy(curl;Q) by the Green’s formula.
Thus, we have

S, , S, R
|||S|||1,F = sup << (101>>1 r_ << ‘10»2 I
P, X1 || $1 ||X1 P, eX1 H $1 ||X1
<ot s AmEhr g gy, f8@har g
PpEHy(curl;;Q) || 14 HCUI‘I ;2 peXs || » ||X2
This completes the proof. il

3. Finite element methods with a matching grid. In this section we discuss
the finite element method based on a matching finite element grid on the interface
T'; i.e., the restrictions from two finite element triangulations in ; and Q5 match
with each other on I'. So both triangulations from ; and 25 are combined into a
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standard triangulation of the whole domain €. In this case, we set v = 0 in the system
(2.1)~(2.5) and we require that A € H(curl;Q) and p € H}(Q) (conforming across
the interface). This leads to the following weak formulation for the system (2.1)—(2.5)
with v = 0.

Find (A, p) € Ho(curl;Q) x H}(Q) such that

(3.1) a(A,B) +b(B,p) = /Qf -Bdr — (f.,B)2or VB € Hy(curl;Q),

(3.2) MAWQ::l;ﬂﬂx+<%,®r Vq e Hy(Q),

where we assume f € L?(Q)3, g€ L?(Q), f. € T(T) and g, € H~Y/2(T"). The two
bilinear forms a(-,-) and b(,-) are defined by

a(B,D):/acurlB-curlde vVB,D € X,
Q

b(B,q):—/QBB-qu:c vVBe X, geQ,

with X = Hp(curl; Q) and Q = H}(Q).

The following compactness result is due to Weber [28].

LEMMA 3.1. Let 3 be a piecewise constant function in Q and {E,} be a sequence
in L2()3 satisfying

|Enlo,0 < C, [curlE,|jpo < C, |div BE, 0,0 < C, E, xnlpo =0

for some constant C; then {E,,} has a convergent subsequence in L?(2)3.

With the above lemma, we may get the following theorem.

THEOREM 3.2. There exists a unique solution (A,p) € X x @ to (3.1)—(3.2).

The proof is omitted as it following from a standard argument (see, for example,
[21]) based on the Babuska—Brezzi theory.

We next discuss the finite element discretization of (3.1)—(3.2). We note that for
the matching grid case, studies of finite element discretization for the Maxwell systems
have been given in [2, 20]. The main error estimates given in this section are, in fact,
similar to the existing ones in the literature. We include the discussion here for the
sake of completeness, and some of the technical results are also useful for the later
discussion on nonmatching grids.

Let 7" be a shape regular triangulation of Q which matches with the interface T,
ie.,

KM=0 VKeT"

Here IO( is the interior of K. Let Sj be the standard continuous piecewise linear
finite element space and V}, be the Nédélec H(curl, Q)-conforming edge element space
defined by

(33) Vi={vipe€H(curl;Q); v =ax +bgxx onK VKecT"},

where ax and by are two constant vectors. It is known (cf. [21]) that any function
vp, € V}, is uniquely determined by the degrees of freedom in the set Mg(v) of the
moments on each element K € 7", which is given by

ME(V)z{/V-Tds; e is an edge of K}
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Here 7 is the unit vector along the edge e. For any K € 7" and p > 2, we denote
Y,(K) = {v e LP(K)*curlv € LP(K)? and v x n € LF(0K)?}.

We know from [2, Lemma 4.7] that the integrals required in the definition of Mg(v)
make sense for any v € Y,(K). Thus for any v € H*(Q)? with curlv € LP(Q2)3, where
s> 1/2 and p > 2, we can define an interpolation 7, v such that m,v € V},, and 7pv
has the same degrees of freedom as v on each K in T".

Following the same argument as the one used in [12], we can prove the following
interpolation error estimate.

LEMMA 3.3. For 1/2 < s <1, we have

v —7mnvlox + |lcurl (v — 7, v)|lo.x < ChilV]scurt,k VYV € H?*(curl; K),

where hy is the diameter of K € T".

Furthermore, under the assumptions on the domain 2 given in section 1, the
interpolation operator 7, has the following property [21].

LEMMA 3.4. Let v = Vp with p € H}(Q). Then, if v is reqular enough to ensure
the existence of mpv, we have mpv = Vpy, for some pp, € S, N HLH(Q).

Now define two finite element subspaces of V;, and Sj,:

Xp = Vi N Hy(curl; Q), Qn :ShﬂHé(Q).

Then the finite element approximation of (3.1)—(3.2) can be formulated as follows.
Find (Ap,prn) € Xi x Qp, such that

(3.4) a(Ah, Bh) + b(Bh,ph) = / f -Bpdr — <<fr’ Bh>>271“ VB, € Xy,
Q

(3.5) b(An, qn) = / Gandz+ (gr,a)r Van € Qn.
Q

The following theorem is the main result of this section.
THEOREM 3.5. Assume the solution (A,p) of problems (3.1)—(3.2) has the fol-
lowing regularity: for some 1/2 < s <1,

A € H*(curl;Q;), p € H'T (), i=1,2.

Then there exists a unique solution (Ap,pr) € Xp X Qp to the discrete problem (3.4)—
(3.5), and we have the error estimate

2
(3.6) A= Apllcurt,o + [P —pull1o < Ch* Z{HAHs,curl,m +1pll1+s0; -

=1

To show the theorem, we need the following embedding result proved in [2] for
any polyhedral domains.
LEMMA 3.6. Let Xn(Q) and X7(Q) be the following subspaces of L*(£2)3:

Xn(Q) = {v e L3(Q)?3 curlv € L*(Q)3, divv € L*(), vxn=0 on 00},
X7(Q) ={v e L*(Q)? curlv € L*(Q)?, divv e L*(Q), v-n=0 on 0N}

If the domain € is a Lipschitz polyhedral domain in R, then there exists a real number
r > 1/2 such that X7(Q) and Xx(Q) are continuously embedded into H™(Q)3.
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Proof of Theorem 3.5. Let Ny = {Bj, € Xp; 0(Bp,qn) =0 Vgn € Qn}. Then
Theorem 3.5 follows immediately from Lemma 3.3, from the coercivity, and from the
inf-sup condition below by applying the standard Babuska—Brezzi theory (for example,
cf. [6]):

(3.7) a(Bn,Br) > Co | Balzun; o VBn € Np,
b(By,
(3.8) sup (B, ) > Cillgnllie Yan € Qn -
Brex, ||IBhllcurl 0

The inf-sup condition (3.8) is a consequence of the Poincdre inequality by taking
B, = Vg, € X}, for any fixed gi € Qp. The coercivity (3.7) was proved in [21] under
the assumption that the finite element triangulation 7" is quasi-uniform. We now
give a proof assuming only that 7" is shape regular. For any By, € Ny, let ¢ € H}(Q)
be the solution of the following problem:

/V(p«Vvdx:/Bh~Vvdm Yo e Hy(Q) .
Q Q

Set w = Bj, — V; then it is obvious to see
(3.9) curlw = curl By, divw =0 in §; wxn=0 ondf.

Hence w € Xn(Q2) and so w € H"(Q2) for some r > 1/2 by Lemma 3.6. Now since
curlw = curl B;, € L>°(Q)3, we know that 7, w is well-defined. Note that 7, B =
B; we obtain by Lemma 3.4 that

(3.10) B, = mw + Vo, for some  ¢p, € Q.

On the other hand, by using Lemma 3.3, (3.9), and the local inverse estimate, we
have

Chi (Wl x + [|curl w||,. r)
Chi (Wl i + [|curl Byl )
Cllwll,x + C|lcurl By|lo,x,

[w — 7 wllo,x

IA A

which yields, by using Lemma 3.6 and (3.9),

[mnwllo,e < C([[wllo,e + [[Wllro + [[curl Ballo.q)
< C([wllo,e + [lcurlwlo,q + [|curl By |o,0)
< C(|wllo,o + [[curl By lo,0)
(3.11) < Cl|curl By ||o.-

Here we have used Lemma 3.1 to conclude that
|wllo.o < C|lcurlwljg.o = Cllcurl B ||o q.

Now the theorem follows by multiplying (3.10) by 8By, then using (3.11) and the
fact that By, € N},. 0

4. Finite element method with a nonmatching grid. The finite element
method discussed in section 3 for solving the system (2.1)—(2.5) is based on a matching
finite element mesh on the interface I'. This imposes a serious restriction, especially
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in three dimensions, on the triangulations in 2; and 22: both must match with each
other on I'. We are now going to relax this restriction and consider a nonmatching
mesh on the interface that allows the two triangulations in ©; and Q5 to be generated
independently. This advantage, however, brings some difficulty to the convergence
analysis since the resulting finite element spaces will be nonconforming for both the
unknown A and Lagrangian multiplier p. Similarly to the treatment of the divergence
condition, we will also deal with the constraints [A x n] = 0 and [p] = 0 on T’
by a Lagrangian multiplier approach. As we shall see, the introduction of these new
multipliers leads to a nested saddle point problem, for which we need to first generalize
the standard saddle point theory (for example, cf. [6, 17]).

4.1. Abstract framework. Let X,(Q, M be three real Hilbert spaces and a :
XxX —- R, b: XxXQ — R, c: Q@x M — R be three continuous bilinear
functionals. Given f € X', g € Q', and x € M’, we consider the following problem:
Find (u,p,\) € X x Q x M such that

(4.1) a(u,v) +b(v,p) = (f,v) VvelX,
(4.2) b(u,q) + (g A) = (9,9) VqeQ,
(4.3) clp,p) = {x, 1) VpeM.

In the above we have used the same notation (-, -) to denote all three duality pairings.
This saddle point problem and its discretization were considered earlier in [29]. The
results to be shown below are more general than the ones in [29] in the sense that
our statement on the coercivity and the inf-sup condition for both continuous and
discrete cases is more precise and much less restrictive. We will give all the proofs in
the appendix, section A2.

We first introduce two subspaces N1 C Q and Ny C X as follows:

(4.4) Ni={qe@; clqg,p)=0 VpueM},
(4.5) Noy={veX; blv,g) =0 Vge N}

Note that in the definition of Ny, the test function ¢ is required only to be in N,
which naturally provides a relaxed condition on the spaces than that given in [29].
We have the following result on the existence and uniqueness of the solution for
the system (4.1)—(4.3).
LEMMA 4.1. Assume that a(-,-) is Na-coercive, i.e.,

(4.6) a(v,v) > ag|lv||k% Vv € N,

and the following inf-sup conditions hold:

b
(4.7) inf sup & > bo,
€N vex |lvlxllalle
c(g, 1)

(4.8) inf sup

"
neM geq llallQlpllar

for some positive constants ag, bg, co. Then the problem (4.1)—(4.3) has a unique solu-
tion (u,p,\) in X x Q x M.

Next let X}, C X, Qn C Q, and My, C M be three finite dimensional subspaces.
We introduce the corresponding approximation of (4.1)—(4.3) as follows.
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Find (up,pr, ) € Xp X Qp x M}, such that

(4.9) a(up,vn) + b(vn,pn) = (fyon)  Yun € Xp,
(410) b(uhaqh) + C(qha )‘h) = <ga qh> th S Qh7
(4.11) c(pn, n) = (X pn) Y pn € M.
Corresponding to (4.4)—(4.5) we set

(4.12) Nin = {an € Qn; c(qn, pun) =0 ¥V, € My},
(4.13) Nop, = {'Uh € Xh; b(vh,qh) =0 th S Nlh}~

We have the following result concerning the discrete problem (4.9)—(4.11).
LEMMA 4.2. Assume the following conditions hold.
(i) a(-,-) is Nap-coercive; i.e., there exists a constant a* > 0 such that

(4.14) a(vn,vn) > a*|lvnl%  Yon € Nap.

(i) There exists a constant b* > 0 such that

b
(4.15) inf  sup _bvn,an) > b
an€Nin v,ex, [onllxllanlle

(iii) There exists a constant ¢* > 0 such that

(4.16) mf sup kR
mn€Mn ge, lanllQllpnlla

Then the discrete problem (4.9)—(4.11) has a unique solution (un,pr, A\n) in the space
Xp X Qp X My, with the following error estimate,

lu—unlx +llp—prllo + IX = Mullas

SC{ inf  |lu—w + inf - 4+ inf ||A — },
T o P T L
where the constant C depends only on a*, b*, c*, and on the operator norms ||al|, ||bl|,
and ||c|| of the bilinear functional a(-,-),b(-,+), and c(-,-), respectively.

4.2. The variational formulation. In this subsection we introduce a new weak
formulation for the system (2.1)—(2.5) with the constant coefficient 7 for the lower-
order term being strictly positive. Note that the results of section 3 for matching
finite element grids are applicable to both stationary and time-dependent Maxwell
equations even in the absence of the lower-order term. For nonmatching finite ele-
ment grids, however, without this additional term, we have some technical difficulty
in the verification of the coercivity of the bilinear form corresponding to the term
curl (e curl A). Though such verification has been made in the matching grid case;
see Lemma 4.7.

Let us now introduce the following spaces:

X1 = H(curl, ), Xo ={v € H(curl,Qs); vxn=0on 00},
Q1= HY (D), Q2 = {v e H'(Q); v=0on 90}

Then set
X =X; x Xo, Q=0Q1 xQyxT(D), M = H'2(T)
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and define three bilinear forms a : X x X — R, as follows:

2
a(A,B):/'yBA-Bd:U—i—Z/ a;curl A; -curlB; dr VA ,B € X,
Q =174

b(B, (q,S)) E ZAﬂZ qu . Bz dx + <<S,B2>>2,1" — <<S7B1>>171" VB e )(7 (q, S) S Q,

c((q,s),,u) = <Q1 - q23ﬂ>F V(%S) S Qa ®e M.

Now applying the standard technique of integration by parts leads immediately
to the following weak formulation of problem (2.1)—(2.5).
Problem (P). Given (f, g) € L?(2)%, find (A, (p,t),\) € X x Q x M such that

2
(4.17) MAJQ+MBAQQ):§:/1%Bmx—@5BﬁZFVBeX,
i=17%

(4'18) b(A7 (Q7S)) + C((q, S)? /\) = Z/Q g%d-r + <gr7QQ>F v(st) € Q7

(4.19) c((p,t),u) =0 Yue M.

The above weak formulation is different from the one used in section 3; it is more con-
sistent with the finite element discretization on a nonmatching grid on the interface
T". Note that the above system can also be derived based on an optimal control for-
mulation of the interface problem (1.15)—(1.18). Similar approaches have been studied
for the Poisson-type equations in [14]. The above formulation can be used as a basis
for the further development of nonoverlapping domain decomposition methods.

First, we have the following result on the existence and uniqueness of solutions
to the Problem (P).

THEOREM 4.3. There exists a unique solution (A, (p,t),\) € X X Q X M to the
system (4.17)—(4.19). Moreover, (A,p) € Ho(curl,Q) x H}(Q2) satisfies (2.1)—(2.2)
in the sense of distribution, and the Lagrangian multiplier (t,\) € T(T') x H~/2(T)
satisfies the following relations:

t=ajcurlA; xn=ascurl Ay xn—f_ in T(T),
A=pFA; -n=0FA; n—g. in H-Y2(I).

Proof. We only prove that the system (4.17)—(4.19) has a unique solution; the rest
of the theorem can be easily obtained by an appropriate application of the Green’s
formula. For the proof, we need to verify the three conditions in Lemma 4.1.

First, it is obvious that the bilinear form a : X x X — R is Ns-elliptic; i.e.,

(4.20) a(B,B) > ao|B|% VB € N,
for some constant ag > 0.

Second, we show that there exists a constant by > 0 such that

(4.21) sup XB@5) 5 40 lle Vias) € M x (D).
Bex |IBllx

We note that Ny = H}(Q). For any given s € T(T), let Q € H(curl,;) be the
solution of the following problem:

(4.22) /Q (curlQ-curlB+ Q- B)dx = (s,B)1r VB € H(curl; ).
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It is easy to see that

(4.23) lls|

|1,F = ||Q||curl Q-

Now let u € H}(Q) be the solution of the following elliptic interface problem:

(4.24) /5Vu.wdx: /1 Q-Vudr Yve Hi Q).
Q Q

It is clear that (4.24) has a unique solution u € Hg(£2) which satisfies
(4.25) Vullo.o < ClQllog,-
With these preparations, for any ¢ € H}(Q2) and s € T(T'), we define

B . —V(h + Vu1 — Q in Ql,
1 =V + Vus in Qo,

where ¢; = ¢lqa,, u; = ulq,, i = 1,2. It is obvious that B € X and

IBllx = | — Va1 + Vur — Qllo,, + llcurl Qllo.a, + || — Va2 + Vuzlo.q,
(4.26) < C(IVallo.o + 1Qllcur1 0, )

where we have used (4.25). Note that since g1 = g2, u1 = us on I', we have
V(g1 — q2) xn =0, V(up —uz) xn=0 on TI.

Thus, by using (4.24) and (4.22), we are able to obtain

b(B, (¢,8)) = —/QﬁVQ' (=Vq+ Vu)dr + B1Var - Qdr + (s,Q)1r

1951

:/95|Vq|2dx+<<saQ>>17F
:/Qﬁlvq|2dl'+HQH<2:url,Q1’

which yields, together with (4.26), (4.23), and Lemma 2.3,

b(B, (g;s))

= = C([IVdloe + 1Qlleurt 2,) = C (llg|
IBllx

r.a + sllrm)) -

This completes the proof of (4.21).
Finally, we verify that there exists a constant ¢y > 0 such that

c 7S7
(4.27) sup MZCQH/LHM YueM.

@s)eq 1(@s)lq

This follows immediately from the trace theorem

sup C((q’s)vlu) > sup <Q131U’>F — HNJ”M

@see 1@s)lle ~ qenian llalio

From (4.20), (4.21), (4.27), and Lemma 4.1 we conclude that the system (4.17)—(4.19)
has a unique solution (A, (p,t),\) € X x Q x M. O
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4.3. Finite element discretization. In this subsection we propose a finite
element method for solving the problem (4.17)—(4.19), which allows a nonmatching
finite element grid on the interface I'. Let 7" and 7”2 be a shape regular triangulation
of 7 and €, respectively. They induce naturally two finite element triangulations
Iy, and T'p, on the interface I'. Let I'y,, be an another shape regular triangulation
over I'. Note that I',,, ¢ = 0,1, 2, are allowed to be different from each other. However,
we make the following reasonable assumption:

(H1) Each triangle in I',, and I'j,, must be contained in some triangle of I',.

Let X5, C X;,i = 1,2, be the Nédélec edge element space defined over 7"
(cf. (3.3)), let Qpn, C Q4,9 = 1,2, be the standard piecewise linear finite element space
over Thi let My, be the standard piecewise constant finite element space over I'y,,.
Moreover, we define

Tho(r) = {Sh - T(P)7 Sh = (Ot,,. +/87— X X) Xn onany T € Fhoa aTv/BT € Rg}

Note that on planar portions of the interface, the space T, (I') coincides with the
lowest order Raviart-Thomas element (see [26]) which has been used often for elec-
tromagnetic integral equation calculations (cf. [4]).

Now set

Xh:XhIXXhQCX, Qh:ththQXTho(P)CQv Mh:MhOCM.

We will assume the following two inf-sup conditions:

(H2) There exists a constant 3* > 0 independent of hg, h1, ho such that

B )
wp Bu)ir

> 3" ||Sh||T(p) Vs € ThO(F) , 1=1 or 2.
B, Xy, |IBhillcurt,o;

(H3) There exists a constant v* > 0 independent of hg, hi, ho such that

<Qh7‘, ) NJh>I1

sup
|th 1,

>9" ||Nh||—1/2,1“ Y pun € Mp, , i=1 or 2.
qh; €EQn;

The assumptions (H2)-(H3) indicate that the mesh I'p, should be coarse enough
compared with the meshes 7"t or 7"2 in order to stabilize the effect of the introduced
Lagrangian multipliers. We will verify these two assumptions in the next subsection
using a general compactness argument.
Now we are in a position to introduce the discrete version of Problem (P).
Problem (Ph) Find (Ah, (ph,th),)\h) € Xy X Qh x My, such that

2
(4:28)a(An, B1) + DB (1)) = > [ £+ Bude — (6. Byaar VBy € X,
i=1 /8%

2
(4.29)b(An, (qn;sn)) + c((qn:sn), An) = Z/Q 9qn.dx + (g, qno)r Y (qn,sn) € Qn,
=17

(4.30)c((pn, th), pn) =0 Y pp € My,

The following theorem summarizes our main results of this section.
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THEOREM 4.4. Under the assumptions (H1)—(H3) the discrete Problem (Py) has
a unique solution (Ap, (D, th), An) € Xpn X Qn X My,. It satisfies the error estimate,
for some generic constant C > 0,

2

D (A = A llewrt 0, + i = pr,lln.0,) + 1t = tallzey + 1A = Anll=1 /2.0
=1

2 2
< C{ inf Z [Ai — Bp,llcurt, 0, + inf (Z i = qn. 1.0, + (It — Sh”T(I‘))

BreX) (qn,sn)€Qn \ “—
i=1 i=1

+ inf ||\ — _ .
thél]\/[h’ || Nh|| 1/2,r}

Moreover, if £ € H*(Q1)% x H*(Q)%, g € H*(Q) x H*(Qy), g, € H"Y2(T), f. = 4
xn for some ¥ € H*(curl;Qq) and the solution (A,p) of problem (4.17)—(4.19) has
the regularity,

A € H¥(curl, Q) x H¥(curl,Qy), p € H™5(Qy) x H5(Qy),

where s € (1/2,1]; then we have the following error estimate:

2
Z {”AZ - Ahi”CU!‘l Q; T ”pl *phi,|

=1

1,9} + It = tallra) + [IA = Anll—1j2r

2
431) < CY B (lAillscurt. + [Pilli+sg: + IElls.2.) + ChEIAI -1 /21,0

i=1

We are going to apply the abstract framework in Lemma 4.2 to prove Theorem 4.4.
We first note that

Nin = {(qn,sn) € Qn: c((qn,sn)spin) =0 Yy € My}
= {(qn,sn) € Qny X Qny X Tho(1); (qhy = Gnos n)r =0 Vup € My, }.

For those functions in Ny, we have the following equivalence.
LEMMA 4.5. For any qn € Qn, X Qp,, the following two relations are equivalent:

(432) /(Qh1 - QhQ) ,uth' =0 V/Lh S Mhm
T
(433) /V(th — th) -spdo =0 Vsp € Tho (F),
T

where My, = {pn € Mpy ;5 {un, 1)r =0} .

Proof. We denote by 7" any shape regular triangulation of €, whose restriction
on T' coincides with T'p,,, and let X}, be the Nédélec H(curl, Q;)-conforming edge
element space over 7"°. Then from the definition of T}, (') we know that Tj, (') =
{pn X n;¢; € Xp,}. Thus (4.33) is equivalent to

/Fv(th —ny) - (@, xm)do =0 Ve, € Xp,.
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Then, by integration by parts, we obtain (cf. [15, Lemma 2.1])

/ V(g — ahy) - (o X m)do = - / (ahy — quy)(curl @y, -m)do ¥y, € X,
I I

Now set Np, = {curle, -n; ¢, € X} }; then for our purpose it suffices to show
My, = Np,. It is clear that Ny, C My,. Let N, Ny, Ne stand for the number of faces,
vertices, edges of the triangulation I'y,,, respectively. Using the equivalence between
a two-dimensional tangential vector field (in this case the tangential components of
the elements of Xp, on the interface I'), defined on the edges of the triangulation
having zero circulation on each triangle, and that being induced by a scalar two-
dimensional potential field defined on the vertices of the triangulation [23], we have
dim Ny, = ne — (n, — 1) which is equal to n; — 1, the dimension of M}, due to the
FEuler formula. This completes the proof. a

Furthermore, we verify the following inf-sup condition.

LEMMA 4.6. Under the assumptions (H2)-(H3) we have

(4.34) sup VB (an,51))

> b"|(an,sn)llen Y (qn-sn) € Nun,
BreXy ”Bh”X

where b* > 0 is a constant independent of hqg, h1, ho.
Proof. Without loss of generality we assume that (H2) is valid for i = 1. Thus for
any sp € Th,(T"), there exists a Qp, € Xj, such that

(s, Qn. )t

(4.35) B*Isnllrry < —= .
HQh1||curl Q4

Then we define Qy,, € X, to be the solution of the following problem:

/ (curlQy, - curl By, + Qp, - By, )dz = {((sp,Bp,))1r VBp, € Xp,.
(951

Taking By, = Qp, and By, = th as test functions, respectively, and using (4.35), we
obtain

(4.36) B llsullrw) < 1Qn lleurt:or = llislllie < llsallr).-
Now we use Qp, to define (up,0n) € (Qn, X Qr,) X My to be the solution of the
following discrete elliptic interface problem:

2
Z/ BiVup, - Vop,dx + (v, — Vny, On)r
=178

(4.37) = / B1Qpn, - Vup,dx Yup € Qny X Qhy,
Q1
(438) <uh1 — Uhy, /Lh>p =0 Vuh € My,

Under the assumption (H3), this problem has a unique solution (up, 6p,). Choosing v,
to be uy, in (4.37) and using (4.38) we obtain

2

i=1

0,82, < C Hth ||0791'
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Now set

B, - | Vo +Vup, —Qp, in Oy,
h —Vapn, + Vup, in Q.

It is clear that By, € Xp, and we have from (4.39) that

IBullx = [|[Vun, — Van, — Qn, llo.o + [[curl Qx,
2

(4.40) <Y |Van,

i=1

0,0, T+ ||vuh2 - Vth ||0792

0,0 + [|Qn: [leurt 0 -

But from Lemma 4.5 we know that
(V(qn, — qn,),sn)r =0, (V(un, —uny) , spyr =0 Vs € T (T),

which yields, together with taking v, = g5, in (4.37) and using (4.36),

2dx + (sh, Qn, )11

~ 2
bBu ) = iv i
(B, (n.51)) Z/m an,

2
= C(Z IVan 6.0, + |1 Qny 2w ,0,) Y (gh:81) € Nin.

i=1

Hence using (4.36) again we easily derive

b(By, (a1,51)) > c{ 22: IVan,

HBhHX i=1

Finally note the fact that gy, = 0 on 9Q and [i. qn, do = [;. qn, do due to (gn,sp) €
Nip, and we have by means of the standard argument for Poincaré inequality (cf. [9])
that

0,9 + ||Sh||T(r)} V (qn,sn) € Nip -

2

2
Z thi |179i < CZ HV(]M”QQZ"

i=1 i=1

This completes the proof of Lemma 4.6. a
Proof of Theorem 4.4. We know from (H3) that ¢ : @ x M — R satisfies the
inf-sup condition

sup C((Qh,sh)>ﬂh)

>y unllnr-
(ansn)e@n  1(@nssn)llQ

Thus, with this, (4.34), and the obvious coercivity of a(-,-) we are able to apply
Lemma 4.2 to conclude that

2

> (A - Ay,

i=1

curl, 2, +IPi — P llne.) + It = talloaey + 1A = Malliyzr
2

<C inf ||A; — By, ) inf Y )

< { gk [A; —Bhp, [[curt 0, + ;th?@hi lpi — an, |10

4.41 + inf t—s + inf ||A— _ )
(4.41) e [t = sullr) o A = pnl| 1/2;}
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Now using the standard interpolation estimates (cf. [9]) and Lemma 3.3, we get

Bhifelﬁ(hi [Ai — B, llcur1 ; + . igg lpi — an,

i

(4.42) < Ohf(”AiHS,curl,Qi + ||piH1+S,Q7:) )

(4.43)

|1,Q7‘,

inf ||A— pnl- < Chj||M| = .
e, | el 1/2,0 = o|| | 1/24s,I
Next we introduce a triangulation 7" in ©; whose restriction on I' coincides with

T}, and let X, be the Nédélec H(curl, Q;)-conforming edge element over the mesh
T"0. Then from the definition of Tj, (") we know that

Tho (1) = {epp, x 3 0, € X} -

Now using the fact that t = aycurl A; x n := Q X n, we can easily show that, by
(2.1), Q € H*(curl, ;) and

(4~44) ||Q||S,curl 2 < C(||A1|
Thus we obtain by Lemma 2.3 and Lemma 3.3 that

4.45 inf t—s <C inf — cur < Ch{ s.curl Q-
( )sheTho(F) [ hHT(F) =% 8, 1Q — ¢nllcurt o, ol Qlls,curt 0,

s,curl, @ + [[P1lli4s,0, + [1flls,00)-

Now Theorem 4.4 follows from (4.41)—(4.45). o0

To conclude this subsection, we give some remarks on the technical difficulty
encountered if the lower-order term ySA in (2.1) is not included. First we show the
following.

LEMMA 4.7. There ezists a constant a*(h) > 0 such that

60, 2a ()|Brlia VYBa € No.

2
(4.46) > Jlcurl By,
=1
Proof. First we note that
Ny, = {Bh € Xn; (sn,Br)1r — (sn:Bay)2r =0 and

2
Z/ ﬂlvthBhldiC:O V(qh,sh)ENlh}.
i=1 7%

To see (4.46) we need only to show that for any By, € Nap, curl By, = 0 in Q;,
(1 = 1,2) implies By, = 0. Since curl By, = 0 in ;, there exists @5, € Qp, such that
B, = Vyp,, in ;. The choice of ¢}, is unique up to a constant, and we thus may let

(4.47) (pnys e = (pny, D1 -

Now since By, € Ny, we get

(4.48) (sn, Von, Yo,r — (sn, Vor, )10 =0 Vsp, € Thy (I)
and

2
(4.49) Z/ BiVan, - Vop,dx =0
=1
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for any ¢, € @Qp such that

(4.50) [ = s =0 € A
r

Note that {(sp, Von, )ir = (Sh, Von,)r since sp, Vi, € L*(T)3,i = 1,2. Thus by
Lemma 4.5 we know that the above ¢, € Qn, x @}, satisfies

/(@hl — Qhy) pnds =0 ¥ € My,
r

Coupled with (4.47), we have that ¢, € Qp, X Qp, satisfies (4.50). Thus we can take
qn; = ®n, in (4.49) and obtain Vyp, = 0, or ¢, = 0 (i = 1,2) since we have (4.47)
and ¢p, = 0 on 9. This completes the proof. 0

The inequality (4.46) does not imply that the bilinear form corresponding to
the term curl (acurl A) fulfills the Nop-coercivity condition uniformly in h, thus
the abstract results in section 4.1 cannot be applied without the lower-order term.
Whether the dependence of a*(h) in (4.46) on h can be removed remains an interesting
open question.

4.4. Verification of inf-sup conditions. In this subsection we show that the
assumptions (H2)—(H3) are valid at least when the mesh size hj or hs is suitably small
compared with hg. Let us first introduce a projection operator Ry, from H(curl, ;)
to X}, . For any Q € H(curl, ), Ry, Q € X}, is the unique solution of the equation

(4.51)/ {curl (Rr,Q—Q) -curl By, + (R, Q- Q) - Bhl}dw =0 VB, € Xp,.
Q
It is obvious that

||R}L1Q - Qchrl,Ql < Bhligf)‘(hl ||Q - Bh1 ||cur1,917

which, together with Lemma 3.3 and the standard density argument, yields
(452) ”Rth - Q”curl Q1 0 as hy — 0.

Similar to the proof of Lemma 2 in [27], we can show the following lemma which indi-
cates that the convergence in (4.52) is uniform in any compact subset of H(curl, ;).

LEMMA 4.8. Let W be a fized compact subset of H(curl,Qq). Then given any
€ > 0, there exists a hy = ﬁl(a,W) > 0 such that for any Q € W and any 0 < hy <
hlv

||Rh1Q - Qchrl,Ql <e VQeW.

Now we can state the following theorem for (H2).
THEOREM 4.9. For any given triangulation I'y, on the interface I', there exists
a constant hi = hi(ho) such that for any hy < hf, we have

(4.53) sup (3 Badhr

> B |Isnllry Vs € Thy (L),
By, X, Bhillcur 0

where 5* > 0 is a constant independent of hg, h1, ho.
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Proof. Let Dy, = {sp, € T, (I") ;|lIs|lli,0 = 1} be the unit sphere in Tp,(T"). It is
clear by Lemma 2.3 that Dy, is compact in T(T") since T}, (I") is a finite dimensional
subspace of T'(T"). For any s;, € Th,(T'), let Q = Q(sp) € H(curl, Q) be the unique
solution of the problem

(4.54) /Q (curlQ - curlp + Q- p)dx = (sp, )1r Ve € H(curl,Qy).

From the definition (2.14) we have

(4.55) 1Qllcurt,0; = |lIs[l[1,r-

Let W := {Q = Q(sn); sn € Dp,} be the subspace of H(curl, ;). It is easy to check
that W is compact in H(curl, ;). Thus by Lemma 4.8, there exists an hj = hj(ho)
such that for h; < hj,

HQ - Rh]Q”curl,Ql < 1/2 VQ e W.

Thus, for any s;, € Ty, (I") satisfying |||s|/[s,r = 1, we obtain

{(sn, Bn, Q)10 1
oA = [1RBr Qlleurt 0, > [|Qllcur, 0 — |Q = Ri,y Qllcurt 0, > 5,
||Rh1Q||curl’Ql 2

where we have used (4.51), (4.54), and (4.55). This completes the proof of Theorem 4.9
by Lemma 2.3. ]

We remark that similar results are valid for the inf-sup condition (H3) using
the same arguments as that in the proof of Theorem 4.9. Moreover, by switching the
definition of the projection to that on the domain )5, we can easily restate the theorem
with hy being replaced by ho, with the corresponding spaces and norms defined on
Q.

The requirement on either hy or hs to be suitable small compared with hg in
Theorem 4.9 has also been used in [14] to verify the discrete inf-sup conditions for
the finite element approximations of an interface problem for the Poisson equations
with nonmatching finite element meshes. In the case where we expect that the mesh
in one of the subdomains is much finer than the other (say, h; < hs), the condition
on h; being suitably small compared with hg would appear only to be a very mild
restriction on the meshes. How this restriction affects the practical performance of
the numerical method and whether this condition could be lifted will be issues to be
further examined, both theoretically and through numerical testings, in the future.

5. The time-dependent Maxwell equations. Finally we turn our attention
to the main aim of the paper, i.e., to investigate finite element methods for the
time-dependent electric field equations (1.7)—(1.10). Again we introduce a Lagrangian
multiplier for the divergence constraint (1.8) and consider the problem,

)

eOuE +curl (u 'curlE) —eVp= f in Qx (0
(O

),
div(eE)= p in Qx(0,T)
[Exn]=0, [E-n]j=p. onTx(0,7)
[p) =0, [ 'curlE xn]=f. onT x(0,7)

p:O7 EXI’IZO on aQX<07T)7

~ e~~~ o~
groot v ot o
T W o
el
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together with the initial conditions
E(z,0) =Eo(z) and E(z,0)=E;(z) in £,

where f = 9, and f. = 9,J., and E;(z) = e 1(J(z,0) + curl Hy(z)), which is
obtained from (1.1) with ¢ = 0.

We are going to approximate the system (5.1)—(5.5) using an implicit finite dif-
ference scheme in time and the edge element method in space. We shall study only
the case with a nonmatching mesh below; the treatment of the case with a matching
grid is similar and in fact much simpler. All the notations used in this section are
carried over from those in section 4, unless otherwise specified. Let X, @, and M be
the Banach spaces defined in section 4.2; and then we introduce three bilinear forms
a: XXX—Rb:XxXxQ—R,and c: Q X M — R as follows:

2
a(A,B) = Z/Q p;tcurl A; - curlB;dz VA,Be X,
i=1 i

b(B, (q,s)) = Z /Q —5dii . Bz dx + <<S, B2>>2,1" — <<S7B1>>171" VB e X, (q,S) S Q,

c((g,8), 1) = (1 — g2, )r Y(g,8) €Q, pe M.

Then the weak formulation of (5.1)—(5.5) reads as follows.
Find (E, (p,t),A) in the following spaces

E c H*(0,T; L*(Q)®) N L?(0,T; X), (p,t) € L*(0,T;Q), A € L*(0,T; M)
such that it satisfies the initial conditions
(5.6) E(x,0) = Ey(x), OE(x,0) = Eq(x), x €0
and the equations

(5.7)  (¢0uE,B) +a(E,B) + b(B, (p,t)) = (f,B) — (f.,Bo)or VB € X,
(5.8) b(E, (¢,8)) + c((g,8),A) = (p,q) + {pr,a2)r V(4,8) € Q,
(5.9) c((p,t),p) =0 VpeM

for almost everywhere (a.e.) t € (0,7).

To see that the system (5.6)—(5.9) admits a unique solution (E, (p,t),A), one
can apply the standard argument of method of lines combining with the results in
section 4.2; we omit the details here. We next introduce a fully discrete scheme for the
system (5.6)—(5.9). Let us first divide the time interval (0,7) into M equally spaced
subintervals using the nodal points

0=t"<t!<...<tM =1,
with " = n7 and 7 = T/M. For a given sequence {u"}* , in L?(Q) or L?(Q)3, we
define the first and second order backward finite differences:

—1 n n—1

u™ —u" o-u" — 0ru

out = ————, afu” =1 T
T T
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For a continuous mapping u : [0,T] — L?(Q) or L*(Q2)3, we define

i
u" () =u(,nr) and u"(-)= l/ u(-, s)ds
T Jin—1
for1<n<M.

Let X, C X, Qn C @, and My, C M be the finite element spaces defined in
section 4.3; then the fully discrete finite element approximation to (5.6)—(5.9) can be
formulated as follows.

Forn=0,1,...,M, find E} € X;, (p},t}) € Qp, and A} € M}, such that

(5.10) E! = 7, Eo, E) - E;' =7m,E,

and for any By, € Xy, (qn,sn) € Qn and pyp, € My, the following equations hold:

(5'11) (6872_]32, Bh) + a( Z’ Bh) + b(Bh7 (p;zl7 tﬁ)) 7n7 Bh) - <<f:7 Bh2>>27F’
(512) b(EZ7 (Qh7 Sh)) + C((Qha Sh)7 n) 7n7 dh

)‘h
(513) C((p;zlatzl)nuh)

From Theorem 4.4 we know that under the hypotheses (H1)-(H3), the system (5.11)—
(5.13) has a unique solution {E?, (p7,t7), A7} at each time step n, with v = ¢/72
here. Moreover, we have the following main results of this section.

THEOREM 5.1. Assume that for some 1/2 < s < 1, the solution of the continuous
problem (5.7)—(5.9) has the regularity

) + <ﬁ}‘17 Qh2>F7

(
0

E ¢ H*(0,T; H*(curl, Q) x H*(curl,Qy)), E c H3(0,T; L*(Q)),
p € H'(0,T; H'**(Q) x H'()).

Moreover, let

fe HY(0,T; H*(Q)® x H*(Q2)%),  p€ HY0,T; H* () x H*(Q)),
pr € HY0,T; HS"Y2()) and f. =@ xn for some @ € H'(0,T; H*(curl,Q,)).

Then we have the following error estimates:

2 2
max <||8TEZ —Eloo+ Y IE} = E"|cun Q> <Cr+Y Cihi+Cohj .

1<n<M ¢ .
sns i=1 =1

Proof. The proof is standard in the sense that we first estimate the errors be-
tween the discrete time-dependent solution and the so-called elliptic projection of
the exact solution. The desired error estimates will then follow from the triangle
inequality and the error estimates obtained for the elliptic projection (namely, The-
orem 4.4). We define the projection operator P, : X X Q x M — X} X Qp X My,
to be (Ap, (Pr,th), \n) = Pu(A, (p,t), ), for any (A, (p,t),\) in X x @ x M, with
(Ap, (prytr), An) in Xy x Qp x M), satisfying

(An— A, By) +a(An — A, By) + 0By, (pn —p, tn —t)) =0 VBy, € X,
b(Ah - A7 (qhash)) + C((Qh,Sh),)\h — A) =0 V(qh’sh) c Qh’
c((pr —potn —t),pun) =0 Vpup € M.
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We remark that the term (A, — A,Bj) above is not necessary for the case with
matching finite element grids; see section 3. Now, if we let B = 77'Bj, € X},, (¢,8) =
77 (gn,8n) € Qpn, and p = 77 pp, € My, in (5.7)—(5.9) and integrate over (¢"~1,¢"),
we obtain

(5.14) (¢ 0-Ef,By) + a(E",By) + b(By, (p",t")) = (£",Bn) — (£, Br,)or

(5.15) b(E™, (qn,sn)) + C((%Sh) A") = (0" qn) + (P, qns)r s
(5.16) c((p", "), un) = 0.
Letting

(77}?; Cl?véi?) = ( 27 (pzatZ)’ )‘Z) - Ph(Env (pn’fn)a j\n)

and subtracting equations (5.14)—(5.16) from the equations (5.11)—(5.13), together
with the definition of the projection operator P, we derive

(E 872'77]7;7 Bh) + a(n}?a Bh) + b(Bhv CiTLL) =€ (a‘FE? - 672'PhEna Bh)

(5.17) Jr(PhEn — En,Bh) VB, € X,
(518) b(nZa (Qh,Sh)) + c((qh7sh)76}?) =0 V(Qh,Sh) € Qh )
(5.19) o(Crobn) =0 Vup € M.

Taking By, = 279,77} in (5.17) and using (5.18)—(5.19), we then have

n—1

ell oz |* = elldrmy = 1* + angy,np) — alny =t my ™)
< 27¢(0,E} — O?PE™, 0,.n}") + 27 (P,E" — E", 0,n}}).

Now, using the discrete Gronwall’s inequality and the estimates we have obtained for
the elliptic projections Pj, (cf. Theorem 4.4), we get the estimate on ||0;n}} 0,0 and
lcurln?||o.,. The remaining L%-norm [|n}||o,o follows from the identity

n

I8 =Y 7 @i i) + (nh np)-
k=0

This implies the final estimate given in the theorem with the help of the triangle
inequality. We omit the details. d

6. Conclusion. In this paper, we have studied the finite element approximations
to the stationary and time-dependent Maxwell equations in a polyhedral domain using
matching and nonmatching grids. We focus on the particular case where the coeffi-
cients are allowed to display discontinuous behavior as they vary from subdomain
to subdomain. In many practical electromagnetic applications, such scenarios arise
frequently due to the spatial inhomogeneities. Aside from the technical results we
have proved in the paper, it is worthwhile to point out that the freedom in choosing
nonmatching meshes for different subdomains will be a nice feature when develop-
ing effective numerical methods to simulate the complicated spatial structures. The
abstract framework for the nonmatching grids outlined here will also be useful to
the development of domain decomposition methods for the resulting linear (or even
nonlinear) algebraic systems. We will pursue this and other issues as well as actual
numerical testings in the future.

Appendix. The proofs of some technical results quoted earlier in the paper are
provided in this appendix.
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A1l. Proof of Lemma 2.2. The argument is similar to the proof for extensions
of WP functions (1 < p < o0); see [16], for example. But our construction here
contains essential differences.

Step 1. Since QU is Lipschitz, for any point & on U, there exist, upon rotating
and relabeling the coordinate axes if necessary, a system of orthogonal coordinates
(y1,Y2,¥3), a cube C, containing x, C,, = II3_,(—a;,a;), and a Lipschitz continuous
function @ : (—ay,a1) X (—az,a3) — (—as, as) such that

UNC, ={y € Cu; y3 > P(y1,y2)},
U NC, ={yeCy; ys =2(y1,92)}-

Let C! be the reduced cube C,, = (—ay,a1) X (—az,a2) X (—as/2,a3/2). We write in
what follows

Ut=unc,, U =C.,-U.

It is clear that if we define

o 0P
n(y) = (%(yl’yz)’ 992 (Y1, 92), —1> Yy = (y1,y2,y3) € Cq,

then n is normal to QU for y € U N C,.

Step 2. Let v = (v1,v9,v3) € CH(U)? and suppose for the moment that supp(v) C
C" NU. Note that if y = Qx +b is the coordinate transformation with Q € R3*3 being
orthogonal matrix, then by the same technique as used by Nédélec [21], we know that

V(y) =Qv(QTy — Q"b)

is in H(curl,U™") in the coordinates y if and only if v € H(curl;U") in the coor-
dinates x. Thus, without lost of generality, we can take @) as the identity matrix and
b =0 in the following. Let e5 = (0,0,1) and z = y + 2(®(y1, y2) — y3)es. Notice that
we have z € Ut for y € U~, and we set

vi(y)=v(y) ifyeU"
v (y) = v(2) + 2v3(2)n(y) ifyecU".
Note that, on U N C",, we obviously have z = y and

vi(

y)xn=v(y)xn.
Step 3. We have
(6.1) 1 Newst o < CUY feurtior -
To prove this, let {®x} be a sequence of C* functions such that (cf. [16, p. 136])

O > P, sup||DPy || < +00, P — &, DD — DP uniformly a.e.,
k

and let zF =y + 2(®r(y1,y2) — y3)es with

o), OBy,

ng(y) = (({m(ylayQ)a Tm(ylay2)7 —1> Yy = (y1,y2,y3) € Cy .
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For y € U™, denote
vE(y) = v(z") + 203(z )y (y).

Then, for y € U™, simple calculations yield

V, x v(zF) =V, x v(F) + 2nx(y) x aiv(zk) ,
z3

81)3

¥y () = (Vooale) + 252 e ) xmelo)

+3(2F)V,, x n(y) = V,03(2") x ng(y) .

Thus we have, as k — oo,

curl v (y) — curl ,v(z) + 2n(y) x ( -5 - ,0) (=)
a.e. for y in U~. Now we obtain, for any ¢ € C§°(U™)3,

/ v -curlpdy = lim v¥ . curlp dy
U- k—oo Ji7—

= lim curl v¥ . o dy
k—oo Jir—

:/7

Recall that || D® ||pe < 400, we get ||n (L= < 400, and thus

curl ,v(z) + 2n(y) x < 777777

|| \'a ||cur1;U* g CH v ||curl;U
by change of variable formula.
Step 4. Define
vt in U,
Ev=4q v: in U”,
0 in R*—(UtuUU").

Note that Ev x n is continuous on OU N C?, and supp(Ev) C C!, C D. Now it is easy

to see by using (6.1) that Ev € H(curl; R3) and
|| Ev ”curl;R3 S CH v ||cur1;U-

This completes the proof in the case that v is C1, with support in C., N U.

Step 5. The rest of the argument is standard. We first assume v € C1(U) but then
drop the restriction on its support. By using the compactness of U and the partition
of unity, we can show that there exists a Ev € H(curl; R?) with support in D such

that

|| Ev ||curl;R3 é C” v ||cur1;U~

Finally, if v € H(curl;U), we approximate v by functions v, € C*(U) due to the

density of C'(U) in H(curl;U) (see, for example, [17]), and set

Ev = lim Evy.

k—o0

This concludes the proof of the extension theorem. ]
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A2. Proofs of the abstract results in section 4.1. Here, the proofs for the
abstract results stated in section 4.1 are provided.

Let X,Q, and M be three real Hilbert spaces with norms | - [|x, || - [, and
I - |2z, respectively, and let X', @', and M’ be their corresponding dual spaces with
the norms || - || x/, || - |lg, and || - ||ar- We will use the same notation (-, -) to denote the

duality pairings between X and X', Q and Q’, M and M’. Suppose there are three
given continuous bilinear forms

a:X xX — R, b: X xQ — R, c:QxM— R,

and their operator norms are denoted as ||al| , ||b]|, and ||c||. With the bilinear forms
b(-,-) and ¢(-,-), we associate two linear operators B € L(X,Q’) and C € L(Q, M)
with their dual operators B’ € £(Q, X’) and C’ € L(M, Q') defined as follows:
(B'q,v) = (g, Bv) =b(v,q) VveEX, q€Q,
(C'hq) = (1, Cq) =clg.p) Va€Q peM.
Later we will use the notation V = ker(B) and VO = {f € X’; (f,v) =0, ve V}.
To study the existence and uniqueness of the problem (4.1)—(4.3) we first recall the
classical results of the Babuska—Brezzi theory (cf., for example, [6], [17]).

LEMMA A.1. The following three properties are equivalent:
(i) There exists a constant 8 > 0 such that

b
(6.2) inf sup _bva) > f.
9€Q vex |[vlxllgllq

(i) The operator B’ is an isomorphism from Q onto V° and
1B'qllx = Blalle VaeQ.

(iii) The operator B is an isomorphism from V- onto Q' and
IBullgr = Bllv]lx  Yve VvVt

LEMMA A.2. Assume that the bilinear form a(-,-) is V-elliptic, i.e., there exists
a constant a > 0 such that

a(v,v) > alv|k% VYvey,

and the bilinear form b(-,-) satisfies the inf-sup condition (6.2). Then there exists a
unique solution (u,p) € X x Q to the following problem:

a(u,v) +b(v,p) = (f,v) VoveX,
b(u,q) = (9,9) YqeQ.

We now come to the proofs of Lemmas 4.1-4.2 in section 4.1.

Proof of Lemma 4.1. For any given x € M’, by Lemma A.1 and the inf-sup
condition (4.8) there exists a unique p; € Ni- such that C'p; = x. Now by Lemma A.2
and (4.6)—(4.7), we know that there is a unique (u,po) € N3 x N; such that

(6.3) Au+ B'pg = f — B'p; in X/,
(6.4) Bu=gin Nj.
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From (6.4) we know that g — Bu € N}, where
Ny ={teN{; (l,g) =0 Vqe Ni}.
Thus, again by (4.8) and Lemma A.1, there exists a unique A € M such that
C'AX=g—Bu in Q.

This proves Lemma 4.1 by letting p = po + p1 € Q. 0
For the proof of Lemma 4.2 we need the following lemma, for which we introduce

Qn(x) = {an € Xn: clan, pn) = (X, n) Y pn € My},
Xn(9) = {vn € Xp; b(vn,qn) = (9,qn) Van € Nin}-

Clearly we have Q,(0) = Nyj, and X5, (0) = Nap,.
LEMMA A.3. With the inf-sup conditions (4.15)—(4.16), we have the following
estimates:

M ||C||> :
inf — <|1+-— ] inf — ,
Qn(x) Ip=anlle < < c* ) aneQn P = anlle

qn€Qn

. b . ol .
inf Jju—wplx < 1—1—”—*H inf Hu—vh||x—|—||f*|| inf ||A— pnllm-
wp €X1(g) b v EX} b* puneMy

The proof of Lemma A.3 follows as a minor modification of the proof for the
classical Babuska—Brezzi theory (cf., for example, [17, p. 114]).

Proof of Lemma 4.2. We argue the proof in the following three steps.

Step 1. Since uy, € Xp(g), then for any wy, € X, (g), we have vy, = up, — wy, € No,.
Thus, using (4.2) and (4.10), we obtain

a(vp,vp) = alup, — wp,vp) = alup, — u,vp) + alu — wp, vp)

= b(vp,p — pn) + alu — wp, vp).
Now for any g, € Qn(x) we have pp, — gn, € Qp(0) = Nip, which yields
b(vn,pn —an) =0 Van € Qn(x)-
Note that vy, € Nap; hence, for any g, € Qn(x) and wy, € Xx(g),
a* lonl[% < a(vn,vn) = b(vn,p — qn) + a(u —wp,vp) Ywn € Xu(g),  an € Qn(X),

which, together with the triangle inequality and Lemma A.3, implies
uU—1u <Cq inf ||lu—w + inf - + inf ||A— .
o= <€ { it o= unllx + ing lp=anllg+ inf, A=l |

Step 2. For any pup € Mp, it follows from (4.16), (4.2), and (4.10) that

1 Ap —
IAn = pallar < — sup (@ns An — i)
< 4neQn lgnllQ
1 b(u — un, qn) + c(qn, A — pn)
= — sup
< 4,eQn lgnllQ

1
o (bl lle = wnllx + el A = pnllan),
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which, along with the result from Step 1, yields
A=A <Cq inf |lu—w + inf — + inf ||A— .
A=l <0 { inf = onllx + ing Ip—anllo + it 1Al

Step 3. For any ¢, € Qr(x), since p,, — g, € N1p, by means of (4.15), (4.1), and (4.9)
we have

b(vh, Ph — an)
Ph—nllQ < -7 sSup ———————
H HQ b* v €EXp th”X
sup a(u — up,vp) + b(vp,p — qn)

vnE€Xn llvn |l x

1
< o (lall le = unllx + 110l lIp = anlle)  ¥an € Qulx),

1
b*

which, combined with Lemma A.3 and the result from Step 1, implies

— <C inf |u—w + inf — + inf ||A - .
Ip=mllo < ¢ { int. o= onllx + inf o= anlo+ i 1A= pnlls |

This completes the proof of Lemma 4.2. a
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