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ABSTRACT. Given a degenerate Calabi-Yau variety X equipped with local deformation data, we
construct an almost differential graded Batalin-Vilkovisky algebra PV**(X), producing a singular
version of the extended Kodaira-Spencer differential graded Lie algebra in the Calabi-Yau setting.
Assuming Hodge-to-de Rham degeneracy and a local condition that guarantees freeness of the Hodge
bundle, we prove a Bogomolov-Tian-Todorov—type unobstructedness theorem for smoothing of sin-
gular Calabi-Yau varieties. In particular, this provides a unified proof for the existence of smoothing
of both d-semistable log smooth Calabi-Yau varieties (as studied by Friedman [22] and Kawamata-
Namikawa [4]1]) and maximally degenerate Calabi-Yau varieties (as studied by Kontsevich-Soibelman
[45] and Gross-Siebert [30]). We also demonstrate how our construction yields a logarithmic Frobe-
nius manifold structure on a formal neighborhood of X in the extended moduli space by applying
the technique of Barannikov-Kontsevich [2] [1].

1. INTRODUCTION

1.1. Background. Deformation theory plays an indispensable role in algebraic geometry, mirror
symmetry and mathematical physics. Two major approaches are the Cech approach [61] and the
Kodaira-Spencer differential-geometric approach [55]. The latter is particularly powerful in Calabi-
Yau geometry [B, [70] [71]. Given a Calabi-Yau manifold X, the Kodaira-Spencer differential graded
Lie algebra (abbrev. dgLa) (Q20*(X, T)l(’o), 0,[-,*]) can be upgraded to a differential graded Batalin-
Vilkovisky (abbrev. dgBV) algebra (Q%*(X, A*T19),0, A, A). The famous Bogomolov-Tian-Todorov
Theorem [4, [66], 67] then yields unobstructedness of deformations, or equivalently, local smoothness
of the moduli space (see also the recent works [50, [49]), as well as a local Frobenius manifold structure
on the extended moduli space by the work of Barannikov-Kontsevich [2, [1].

A degeneration of Calabi-Yau manifolds {X,} gives a singular Calabi-Yau variety equipped with a
natural log structure in the sense of Fontaine-Illusie and Kato [37]. So, conversely, one should study
smoothing of singular Calabi-Yau varieties via log geometry. This is essential for understanding
compactifications of moduli spaces of Calabi-Yau manifolds. Two fundamental results in this direc-
tion are the existence of smoothing of d-semistable log smooth Calabi-Yau varieties due to Friedman
[22] and Kawamata-Namikawa [41] and that of maximally degenerate Calabi-Yau varieties due to
Kontsevich-Soibelman [45] and Gross-Siebert [30]. In both cases, existence of smoothing was proved
by an order-by-order construction of thickenings, but the methods were entirely different: in the log
smooth case, it was done by proving Hodge-to-de Rham degeneracy and then applying the 7'-lifting
technique, while in the maximally degenerate case, it was done using consistent scattering diagrams
(which actually yields ezplicit thickenings).

From Quillen, Deligne and Drinfeld (see e.g. [44]), we learned the general philosophy that any
deformation problem should be governed by a dgLa (or more generally, an L.-algebra); see e.g.
[19, [18], 20} 211, 31l B3l K1), 53, 52, 54, 57]. Employing this framework, Bogomolov-Tian-Todorov—
type theorems have been formulated and proven for smooth (log) Calabi-Yau manifolds, e.g. in
[42, 139L 40|, [36], B4, B35, [49]. We therefore want to know if there exists a dglLa (or better, a dgBV
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algebra) controlling the smoothing of singular Calabi-Yau varieties, which in particular can lead to
a unified proof of the above smoothing results.

A hint was given in our earlier work [7, [9], where we implemented (part of) the proposal by
Kontsevich-Soibelman [43] and Fukaya [24] and demonstrated how asymptotic expansions of the
Maurer-Cartan elements of the Kodaira-Spencer dgLa Q°%*(X, /\*T)l(’o) (where X is a torus bundle
over a base B) gave rise to consistent scattering diagrams and tropical disk counts as the torus
fibers shrink. Besides deepening our understanding of the Strominger-Yau-Zaslow proposal [64],
this shows that consistent scattering diagrams and tropical counts are encoded in dgla’s and their
Maurer-Cartan elements.

To construct the desired algebraic structure that governs the smoothing of singular Calabi-Yau
varieties, one major difficulty arises from non-trivial topology change dictated by the residue of
the Gauss-Manin connection in a degeneration of Calabi-Yau manifolds. In particular, the trivial
deformation cannot be a smoothing — this is in sharp contrast with deformations in the smooth case.
Hence one cannot expect to get an ordinary dgla or dgBV algebra, because otherwise ¢ = 0, which
corresponds to the trivial deformation, would be a Maurer-Cartan solution. What we discovered
here is that, instead, a so-called almost dgBV algebra PV**(X) can naturally be constructed from a
singular Calabi-Yau variety X equipped with suitable local smoothing models. This gives a singular
analogue of the Kodaira-Spencer dgBV algebra, (the classical part of) whose associated Maurer-
Cartan equation indeed governs geometric smoothings of such an X.

More precisely, partially motivated by the divisorial log deformation theory of Gross-Siebert [28,
29], we develop an abstract algebraic framework to construct an almost dgBV algebra PV**(X)
from suitable local deformation (or thickening) data attached to X via a local-to-global Cech-de
Rham—type gluing procedure (see Theorem . Such a simplicial construction of PV**(X) can
capture the aforementioned nontrivial topology change because the local thickenings are not locally
trivial. It also allows us to directly link the smoothing of singular Calabi-Yau varieties with the
Hodge theory developed in [2 [T, 42} [39, 48]. This will play an important role in future study of
Calabi-Yau moduli and higher genus B-models [11].

In this paper, we give two immediate applications of Theorem First, assuming Hodge-to-de
Rham degeneracy and a local condition that guarantees freeness of the Hodge bundle, we prove a
Bogomolov-Tian-Todorov-type unobstructedness theorem for the smoothing of the singular Calabi-
Yau variety X (see Theorem . Let us emphasize that, once we obtain the correct algebraic
structure, the proof is simply by applying standard techniques in BV algebras [42, 39, 65]. This
is in line with the framework developed by Katzarkov-Kontsevich-Pantev [42] [39]. In particular,
this produces a unified proof for existence of smoothing in both the log smooth and maximally
degenerate cases. Second, under two further assumptions, we are able to construct a logarithmic
Frobenius manifold structure on a formal neighborhood of X in the extended moduli space by
applying the technique of Barannikov-Kontsevich [2, [I] (see Theorem [1.3)).

Very recently, Felten, Filip and Ruddat [16] proved that the Hodge-to-de Rham degeneracy as-
sumption and the local condition in Theorem both hold for so-called toroidal crossing spaces —
a very general class of spaces that includes both log smooth and maximally degenerate Calabi-Yau
varieties. So Theorems and imply the existence of smoothing for all these spaces (see [16] for
more details). In particular, the compactified moduli space of Calabi-Yau manifolds should include
such spaces, over which the moduli space is also smooth. In [I5], Felten further showed that the
almost dgLa (called, perhaps more appropriately, a pre-dgLa in [15]) we constructed here indeed
governs the log smooth deformation functor. He also gave a nice explanation why ordinary dgLa’s
are not sufficient in controlling deformations of a log smooth morphism. See also [60, 3] for even
more recent applications of our results.



GEOMETRY OF THE MC EQUATION NEAR DEGENERATE CY 3

1.2. Main results. To describe our main results, we need to fix a monoid Q. Also let C[Q] be the
universal coefficient ring equipped with the monomial ideal m = (Q \ {0}).

1.2.1. A singular analogue of the Kodaira-Spencer dgBV algebra (@ & @ Consider a complex
analytic space (X, Ox) equipped with a covering V = {V,, }, by Stein open subsets, together with
local deformation or thickening data attached to each V,,, which consist of a k*'-order coherent sheaf
of BV algebras (*G*, A, *A,) over *R := C[Q]/m**! that acts on a k*-order coherent sheaf of de
Rham modules (¥, A, ¥8,) (see Definitions & in §2) for each k € Z>.

Then fix another Stein covering U = {U, };en of X equipped with higher order local patching data,
namely, isomorphisms kwaﬁ,i FGalu, — %G glu, of sheaves satisfying certain conditions (see Defini-
tion . In geometric situations, these patching isomorphisms always come from local uniqueness
of the local thickening data, but they are not compatible directly. Fortunately, the differences be-
tween these data are captured by Lie bracket with local sections from *G* (see Definition .

The ordinary Cech approach to deformation theory is done by solving for compatible gluings
kga/g : kg; — kg;g and understanding the obstructions in doing so. In our situation, instead of
gluing directly, we first take a dg resolution of the sheaf ’fg;;, given as a sheaf of dgBV algebras
*PV3* determined by the Thom-Whitney construction [69, 14]. Then we solve for gluing morphisms
kga/j FPVE kPV;’* which satisfy the cocycle condition and are compatible for different orders
k. Morally speaking, this works because the local sheaves PV %5*’s are “softer” than the kg(’;’s
Now the upshot is that this gives rise to an almost dgBV algebra (meaning that the derivation is
a differential only in the O-th order), instead of a genuine dgBV algebra, and it is sufficient for
deducing unobstructedness. Our first main result is the following:

Theorem 1.1 (=Theorem + Proposition + Theorem [3.34). There exists an almost dif-
ferential graded Batalin-Vilkovisky (abbrev. dgBV) algebra of polyvector ﬁeld:ﬂ

(PV**(X),0,A,A)
over C[[Q]] meaning that it satisfies all the required identities for a dgBV algebra except that 0% =
OA 4+ AD = 0 hold only in the 0-th order, i.e. when restricted to "PV**(X) = PV**(X) Rc((q]]
(CllQII/(@\ {0})).

In geometric situations such as the log smooth case [22], 41] or the maximally degenerate case
[45, 29], this theorem provides the correct analogue of the Kodaira-Spencer dgBV algebra which
controls smoothings of the singular Calabi-Yau variety X.

1.2.2. Unobstructedness (§4] & §5). Now we consider the extended Maurer-Cartan equation
(1.1) (O+tA+[p,)* =0

for ¢ € PV**(X)[[t]], where t is the descendant parameter as in [I]. Using standard techniques in
the theory of BV algebras [42, [39, [65], we prove an unobstructedness theorem under two assumptions:

e the Hodge-to-de Rham degeneracy assumption which says that the cohomology
o OPV(X)([t],0 +t A)

" the maximally degenerate case, the local thickenings do not glue (which was why Gross-Siebert [30] needed
consistent scattering diagrams to correct the gluings) but here we observe that the local BV algebras, after taking dg
resolutions, do glue.

2We are using the Thom-Whitney resolution but the operator is written as & because it plays the role of the
Dolbeault operator in the differential-geometric approach, and similarly, we write PV™**(X) because it plays the role
of the complex of polyvector fields.
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is a free C[[t]] module (Assumption [5.4)), and
e a local condition which guarantees freeness of the Hodge bundle (Assumption [4.15)).

Theorem 1.2 (=Theorem[5.6/+ Lemma + Proposition[5.14)). Under Assumptions[{.15 and[5.4),
the extended Maurer-Cartan equation (1.1) can be solved order by order for p € PV**(X) @ C[[t]].

In particular, geometric smoothings of X over the formal scheme Spf(C[[Q]]) are unobstructed.

This can be viewed as a singular version of the famous Bogomolov-Tian-Todorov (BTT) theorem
[4, 166l [67]. It also extends the framework put forth by Katzarkov-Kontsevich-Pantev [42] [39] to the
singular case.

We remark that Assumption depends on how good the local smoothing models are. If they
are good enough, Theorem [1.2] essentially reduces smoothability of X to validity of the Hodge-to-de
Rham degeneracy (i.e. Assumption .

1.2.3. Log Frobenius manifold structure (@ From the almost dgBV algebra PV**(X), we can
construct a logarithmic Frobenius manifold structure on a formal neighborhood of X in the extended
moduli space by directly adapting the techniques of Barannikov-Kontsevich [2] [I]. For this purpose,
we need to suitably enlarge our coefficient ring C[Q)] to include all the extended moduli parameters.

Firstly, from the log structure on X, we have the complex of log de Rham differential forms
O* and we can construct the residue action N, of the Gauss-Manin connection V acting on the
cohomology H*(X, Q*) for each constant vector field on Spec(C[Q)]) given by v € (Q%)Y @z R. We
assume the following:

e the existence of a weight filtration of the form
{0} CW<oC--- CWer C--- C Wy =H"(X,Q")

indexed by half-integer weights r € 37Z, which is opposite to the Hodge filtration 7* (H* (X, Q*))
(Assumption , and

e the existence of a compatible trace map tr : H*(X, Q*) — C such that the associated pairing
Yp(a, B) := tr(a A B) is non-degenerate (Assumption

Given a versal solution ¢ of the Maurer-Cartan equation (1.1), we consider the m module
Moo= Lim H*("PV*(X)[[t], 0+t A+ [p, ),
k

which is equipped with the Gauss-Manin connection V together with a V-flat pairing (-,-) con-
structed from “p.

Theorem 1.3 (=Theorem [6.30). The triple (H,V,{-,-)) is a semi-infinite log variation of Hodge
structures in the sense of Definition [6.3. Under Assumption we can construct an opposite
filtration H_ to the Hodge bundle Hy in the sense of Definition . Furthermore, there exists
a versal solution to the Maurer-Cartan equation (1.1)) such that ¥/ gives a miniversal section of
the Hodge bundle in the sense of Definition [6.28 Finally, under Assumption there exists
a structure of logarithmic Frobenius manifold on the formal neighborhood Spf(C[[Q]]) of X in the
extended moduli space constructed from these data.

1.2.4. Geometric applications (Examples € @ In a running example throughout the paper and the
last section, we explain how to apply our results to the geometric settings studied by Friedman [22]
and Kawamata-Namikawa [41] (the d-semistable log smooth case in a running example starting from
Example[2.10) and Kontsevich-Soibelman [45] and Gross-Siebert [30] (the maximally degenerate case
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in . In both cases, there is a Stein cover (V,,), of X together with a local toric thickening V,, of
each V, over Spec(C[Q)):
Vo V,

™

Spec(C) —————Spec(C[Q)])
These serve as local models for the smoothing of X.

Let Z C X be the codimension 2 singular locus of the log-structure of X and write the inclusion
of the smooth locus as j : X \ Z — X.

We take kg;; and le:; as the push-forwards by j of the sheaf of relative log polyvector fields and
the sheaf of total log holomorphic de Rham complex respectively. The higher order patching data
kwag’i come from uniqueness of the local models near a point in X. These data fit into our algebraic
framework. Also, both freeness of the Hodge bundle (Assumption and Hodge-to-de Rham
degeneracy (Assumption hold: see [41, Lemma 4.1] for the log smooth case and [29, Theorems
3.26 & 4.1] for the maximally degenerate caseﬂ Therefore, we obtain the following corollary.

Corollary 1.4 (see Corollaries and . In both the log smooth and mazimally degenerate
cases, the complex analytic space (X,Ox) is smoothable, i.c. there exists a k™-order thickening
(*X,*0) over *St locally modeled on KV, for each k € Z>p, and these thickenings are compatible.

For the construction of log Frobenius manifold structures on the extended moduli spaces in these

cases, see Corollaries and

As mentioned above, the recent work [16] by Felten-Filip-Ruddat has shown that our results are
applicable to the much more general class of toriodal crossing spaces. See also [§, [10] for extension
of this algebraic framework to smoothing of pairs.
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NOTATION SUMMARY

Notation 1.5. We fix a rank s lattice K together with o strictly conver s-dimensional rational
polyhedral cone Qr C Kr := K ®z R. We let Q := Qr N K and call it the universal monoid.
We consider the ring R := C[Q] and write a monomial element as ¢ € R for m € @, and
consider the mazimal ideal given by m := C[Q\ {0}]. We consider the Artinian ring *R := R/mF+!

3 There was a gap in the proof of [29, Theorem 4.1] discovered by Felten-Filip-Ruddat, but it was filled by them in
[16]; see [16, Theorem 1.10] for details.
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and the completion R = L<£n]C kR of R. We further equip R, *R and R with the natural monoid
homomorphism Q@ — R, m — ¢, giving them the structure of a log ring (see [30, Definition 2.11]);
the corresponding log spaces will be denoted as ST, ¥St and St respectively.

Furthermore, we let Q% := R ®c N Kc, ng =*Roc N*Kc and QST = R ®c N K¢ (here
Kc = K ®7 C) be the spaces of log de Rham differentials on ST, kSt and ST respectively. We write
1®m as dlog g™ for m € K, and these spaces are equipped with the de Rham differential O satisfying
I(¢™) = q™dlogq™. We also denote by O := R®@c K¢, Ogt and ésh respectively, the spaces of
log derivations, which are equipped with a natural Lie bracket [-,-]. We write 1 ®@n as 0, with action
On(q™) = (m,n)q™, where (m,n) is the natural pairing between K¢ and K.

For a Z?-graded vector space V** = =D, , VP9, we write vk = D, gr VP, and V* = P, VEif
we only care about the total degree. We also simply write V if we do not need the grading.

Throughout this paper, we are dealing with two Cech covers V = (V)a, U = (Ui)iez,. and also
k*-order thickenings at the same time, so we will adapt the following (rather unusual) notational
convention: The top left corner in & refers to the order of &. The bottom left corner in ,# stands
for something constructed from the Koszul filtration on ,K,’s (as in Definitions and , where
e can be 7, 71 : 72 or || (meaning relative forms). The bottom right corner is reserved for the Cech
indices; we write #q,...q, for the Cech indices of V and &, .. for the Cech indices of U, and if they
appear at the same time, we write an - igiy -

2. THE ABSTRACT ALGEBRAIC SETUP

2.1. BV algebras and modules.

Definition 2.1. A graded Batalin-Vilkovisky (abbrev. BV) algebra is a unital Z-graded commu-
tative C-algebra (V*,A) together with a degree 1 operator A such that A(1) = 0, A% = 0 and the
operator 8, : V* — V*HIHL defined by 6,(w) :== A(vAw)—Aw)Aw—(=1)PlwAA(w) is a derivation
of degree |v| 4+ 1 for any homogeneous element v € V* (here |v| denotes the degree of v).

Definition 2.2. A differential graded Batalin-Vilkovisky (abbrev. dgBV) algebra is a graded BV
algebra (V*, N\, A) together with a degree 1 operator O satisfying

AaAB)=(0a)AB+ (=D)Yan@d8), 9?>=0A+Ad=0.

Definition 2.3. A differential graded Lie algebra (abbrev. dglLa) is a triple (L*,d,[-,]), where
L=, Lt ] : L* ® L* — L* is a graded skew-symmetric pairing satisfying the Jacobi identity
[a, [b, ¢]] + (—=1)lellblHlallel[p, [c, a]] 4 (—=1)lellel+bllel[c [a,b]] = 0 for homogeneous elements a,b,c € L*,
and d : L* — L*T! is a degree 1 differential satisfying d> = 0 and the Leibniz rule dla,b] =
[da,b] + (—=1)!%l[a, db] for homogeneous elements a,b € L*.

Given a BV algebra (V* A, A), the map [-,] : V®V — V defined by [v,w] = (=1)"1§,(w) is
called the associated Lie bracket]’| Using this bracket, the triple (V*[—1], A, [,+]) forms a dgLa.

Notation 2.4. Given a nilpotent graded Lie algebra L*, we define a product ® by the Baker-
Campbell-Hausdorff formula: vOw :=v+w+ %[v, w]+--- forv,w € V*. The pair (L*,®) is called
the exponential group of L* and is denoted by exp(L*).

“For polyvector fields on a Calabi-Yau manifold, we have [-,-] = —[-,]sn, where [-,]sn is the Schouten-Nijenhuis
bracket; see e.g. [32], §6.A].
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Lemma 2.5 (seee.g. §1in [53]). For a dgLla (L*,d,[-,-]), we consider the endomorphism ady := [0, -]
for an element ¥ € LO such that ady is nilpotent. Then we have the formula

eadg -1

ady
for € € L*. For a nilpotent element ¥ € L°, we define the gauge action
eadg -1

exp(i) » € 1= () = -

for & € L*. Then we have exp(¥1)*(exp(¥2) x §) = exp(¥ ©@V¥2) &, where ® is the Baker-Campbell-
Hausdorff product as in Notation [2.4)

Definition 2.6 (see e.g. [46]). A BV module (M*,0) over a BV algebra (V*, A, A) is a complex of
C-vector spaces equipped with a degree 1 differential O and a graded action by (V*,N\), denoted as
Ly = va: M* — M*Pl (for o homogeneous element v € V*) and called the interior multiplication
or contraction by v, such that if we let (—1)I*1£, := [0,v1] := 8o (va) — (=1)P’l(v1) 0 D, where [-, ]
is the graded commutator for operators, then [Ly,,v21] = [v1,v2].

e (d+ (€, ~])e "W = d+ " (€), ] — | (d9), ]

(d9)

Given a BV module (M*,9) over (V*, A, A), we have [0, L,] = 0 and Ly, ,) = {Lv;, Lo, }, Where
{-,-} stands for graded commutator for operators, and Ly, np, = (—1)!"21L,, 0 (v21) + (v11) © Ly,.

Definition 2.7. A BV module (M*,0) over (V*,A,A) is called a de Rham module if there is
a unital differential graded algebra (abbrev. dga) structure (M*,A,0) such that vi(wi A we) =
(vowy) A ws + (=1)Ithwy A (vaws) for v € V7L (ie. va acts as a derivation) and va(wy A ws) =
(vowr) A we = wy A (vaws) for v € VO. If in addition there is a finite decreasing filtration of BV
submodules {0} = yM* C --- C ,M* C --- C (M* = M*, then we call it o filtered de Rham
module[]

Given a de Rham module (M*,d) over (V* A, A), it is easy to check that for v € V=1 £, acts
as a derivation, i.e. L,(w1 Awsa) = (Lywr) Awa + wy A (Lyws).

Lemma 2.8. Given a BV algebra (V*, A, A) acting on a BV module (M*,0), both with bounded
degree, together with an element v € V™1 such that the operator vA is nilpotent and an element w
such that 0w = 0 and satisfying A(a)iw = d(asw), we have the following identities

o0 k o0 k
exp([A,vA])(1) = exp (Z ¢ i}l)!(Av)), exp([0, v.]) w = exp (Z 0 jj’l)! (Av))_nw,

k=0
where &, is the operator defined in Definition |2. 1.

k=0

Proof. To prove the first identity, notice that [A, vA] = §, + (Av)A and

< gk (L(A’l}))sl (O (Ap))sm
exp (Z Ut 1)!(Av)> =1+ Z Z

e +1)1 o+ 1)!
k=0

N (s
m>10<ky <<k, (51)) - (sml)
1, 18m >0

So it suffices to establish the equality

651 S1 &Llfm Sm
(wrman) - (ahmm @)
(81!)~--(8m!) ’

5y + (AVIA)E
GRICHI G >
’ 0<k1<-<km, 81, ,8m>0:
(k1+1)81+---(km+1)8m=[/

5This is motivated by the de Rham complex equipped with the Koszul filtration associated to a family of varieties;
see e.g. [56, Chapter 10.4].



8 CHAN, LEUNG, AND MA

which can be proven by induction on L. Essentially the same proof gives the second identity. O

2.2. The 0*P-order data. Let (X, Ox) be a d-dimensional compact complex analytic space.
Definition 2.9. A 0*-order datum over X consists of:

e a coherent sheaf of graded BV algebras (°G*,[-,-], A,°A) over X (with —d < x < 0), called
the 0*P-order complex of polyvector fields, such that °G® = Ox and the natural Lie algebra
morphism °G™' — Der(Ox), v [v,-] is injective,

e a coherent sheaf of dga’s (°KC*, A, °0) over X (with 0 < % < d+s) endowed with a dg module

structure over the dga OQgT, called the 0™-order de Rham complex, and equipped with the
natural filtration YKC* defined by 2IC* = Oﬂgf AOIC* (here A denotes the dga action,),

e a de Rham module structure on °K* over °G* such that [pa,aN] = 0 for any ¢ € 9G* and
o € OQgT, and

e an element “w € T'(X, 5K/ 9K?) with °0(°w) = 0, called the 0*-order volume element

such that

(1) the map 2% : (°G*[—d],°A) — (8K*/9K*,°0) is an isomorphism, and
(2) the map %01 : OQET ®c (0K /9K [=r]) — 2K*/,.9K*, given by taking wedge product by
OQgT (here [—r]| is the upshift of the complex by degree r), is also an isomorphism.

Note that (°kC*, A, °9) is a filtered de Rham module over °G* using the filtration X*, and the map
95~1 is an isomorphism of BV modules. We write (ﬁIC*,Oﬁ) = (9Kc*/9K*,°9) and Yo := (90*1)71.
Example 2.10. We will use the d-semistable log smooth case [41] (or simply, the log smooth case)
as the running example throughout this paper. Following [41], §2], we take a projective d-dimensional
simple normal crossing variety (X, (’)X)ﬁ Let Q@ = N*® and write R = C|[[t1,...,ts]], where s is the
number of connected components of D = U;_; D; := Sing(X). There exists a log structure on X over
the Q-log point ° ST, making it a d-semistable log variety X1 over °ST; we further require it to be log
Calabi-Yau. In this case,

o the 0%"-order complex of polyvector fields is given by the analytic sheaf of relative log polyvec-
tor fields °G* := AN exf/()sf equipped with the natural product structure

o the 0"-order de Rham complex is given by the analytic sheaf of total log differential forms

O = Q}*/Cﬁ which is a locally free sheaf (in particular coherent) of dga’s, and equipped

with a natural dga structure over OQET inducing the filtration in Definition '

d
Xt/

Yau condition, and then °G* is equipped with the BV operator defined by °A(p) % =
09(p1%w).

e the volume element "w is given via the trivialization Q ogt = Ox coming from the Calabi-

These data satisfies all the conditions in Definition . For example, the map % : OQET Rc
QK /9 =) = 2K*/ . 9K* given by taking wedge product in Q}T/@ is an isomorphism of sheaves
of BV modules.

6In a discussion with T. Sano, we realised that the projectivity assumption was not necessary for studying smoothing
of X, as indicated in [17, [60].

"In [41], the sheaf of relative log derivations was denoted as Ty 74 (log).

8In [A1], the sheaf of total log differential forms was denoted as Q% /c(log).
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Definition [2.9]is actually an extraction of the abstract properties of the sheaves in Example
that are necessary for our construction and such that they hold even beyond the case of log smooth
Calabi-Yau varieties; see §7| for definition of the 0*"-order datum in the maximally degenerate case.

Also note that our filtration /C* is motivated by the Koszul filtration from the variation of Hodge
structures (see e.g. [56]) so that ﬁIC* is the sheaf °KC* := Q* ., i of relative log differential forms

Xt/
over °ST.
Now we consider the hypercohomology H* (ﬁIC*, 09) of the complex of sheaves (ﬁIC*, 09).

Definition 2.11. For each r € %Z, let FZ"H!' be the image of the linear map Hl(ﬁICZP,Oﬁ) —
Hl(ﬁlC*, 09), where p is the smallest integer such that 2p > 2r +1 — dﬂ Then

0cFlcFdsc...cF2rc...c F20 = H*({K*,%9)
is called the Hodge filtration.

We have the following exact sequence of sheaves from Definition [2.9
(2.1) 0= Qg @ I [=1] = §C*/5K* — 9L/ 9K — JK* = 5K/ 9L = 0
Definition 2.12. Take the long exact sequence associated to the hypercohomology of (2.1)), we obtain

the 0*"-order Gauss-Manin (abbrev. GM) connection:

(2.2) OV H (K, 00) — Qg @ HF(JK*,°9).

Note that the 0*'-order GM connection is actually the residue of the usual GM connection.
Proposition 2.13. Griffith’s transversality holds for °V, i.e.
OV(F=") c %y @ F7 L

The proof of this is standard; see e.g., [56, Corollary 10.31]. With ["w] € F29H" and Griffith’s
transversality, we obtain the 0"-order Kodaira-Spencer map °V([°w]) : OQ}?T — F2A-1HO,

2.3. The higher order data. We fix an open cover V of X which consists of Stein open subsets
Vo C X. We consider the following local thickening datum in terms of local thickening of the sheaf
0G* as ¥G* on V.

Definition 2.14. A local thickening datum of the complex of polyvector fields (with respect to V)
consists of, for each k € Z>¢ and V, €V,

e a coherent sheaf of BV algebras (*G%,[-, -], A\, FAs) over Vi, such that G is also a sheaf of
algebras over *R so that [-,:], A are kR-bilinear and *A,, is *R-linear, and

e a surjective morphism of sheaves of BV algebras FHLE), ’f“g; — ’fg;; which is "1 R-linear
and induces a sheaf isomorphism upon tensoring with *R

satisfying the following conditions

(1) (0 @ [ A OAQ) = (Og*’ [ A 0A)|Va7
(2) *G* is flat over R, i.e. the stalk (*G%), is flat over *R for any x € V,, and
(3) the natural Lie algebra morphism *G5' — Der(8GY) is injective.

9We follow Barannikov [1] for the convention on the index r of the Hodge filtration, which differs from the usual
one by a shift. Also, we usually write F=", instead of F="H*, when there is no confusion.
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We write Plb, = 1, 0. o BETL, kgg — ZQZ for every k > [, and KRy, = id. We also
introduce the following notation: Given two elements a € ¥1G%, b € ¥2G* and [ < min{ky, ko}, we
say that a = b (mod m'*1) if and only if *'b,(a) = b, (b).

Example 2.15. Continuing the log smooth Example every point T € X1 is covered by a log
chart V' biholomorphic to an open neighborhood of (0,...,0) in {zo-- 2, = 0| (20,...,24) € CIT1}
[41], §1]. From log deformation theory [41], §2], we obtain a smoothing VT of V' given by a neighborhood
of (0,...,0) in {z0---2z = s; | (20,...,2q) € CH} if VN D; # 0. We choose a Stein cover
V = {Va}a of X by such log charts together with a local smoothing VJ; of each V,, and denote by
kVL the k™ order thickening of the local model V.. Then the sheaf of k''-order polyvector fields in
Definition [2.14] is given by kgz =A\" @’“VL/’“ST equipped with the natural product structure.

Notation 2.16. We fix, once and for all, another cover U of X which consists of a countable
collection of Stein open subsets U = {U;}iez, forming a basis of topology (we refer readers to
[13, Chapter IX Theorem 2.13| for the existence of such a cover). Note that an arbitrary finite
intersection of Stein open subsets remains Stein.

We require two different local thickenings on V,, and V3 isomorphic on some small enough U; C
Vo N V3 via a non-unique isomorphism kwaﬁ,i as follows.

Definition 2.17. A patching datum of the complex of polyvector fields (with respect to U, V)
consists of, for each k € Zx>qo and triple (Us; Vi, V) with U; C Vg := Vo NV, a sheaf isomorphism
Fapi: ¥GE |y, — kQE\Ui over ¥R preserving the structures [-,-], A and fitting into the diagram

kox k¢“ﬂ’ik *
Galu,— gﬁ|U¢

K0} lk,obﬂ
0g*|Ui70g*‘U“
and an element 1,5, € *GO(U;) with *ro,5,; = 0 (mod m) such that
(23) kwb’a,i o kAﬁ o k¢a,8,i - kAa = [kmaﬁ,ia ]

satisfying the following conditions:

(1) kwﬁa,i - kll);é’i; Owaﬁ,i = Zd;
(2) for k> 1 and U; C Vyg, there exists k’lbam IS lg(;l(Ui) with k’lba/g,i =0 (mod m) such that

(2.4) lT/Jﬁa,z’ o k’lbﬁ o k¢aﬁ,i = exp ([k’lbaﬁ,m ]) °© k’lba;
(3) fork € Zso and U;,U; C Vg, there exists *pag.ij € "G (UiNU;) with *pagij =0 (mod m)
such that
(2.5) (kwﬁa,j’UiﬁUj> o <k¢aﬁ,i!UimUj> = exp ([kpa,@,ijv ]) ;and

(4) for k € Z>o and U; C Vogy := Vo NV NV, there exists koagw- € ’“g,;l(Ui) with koaﬁ%i =
0 (mod m) such that

(2.6) <k¢7a,i Ui> o (kiﬁﬁw’ Ui> o (kwaﬁ,i‘Ui) = exp ([koaﬁ’y,ia ]) :

Example 2.18. In geometric situations, the above patching datum is always induced from the local
uniqueness of local thickening ¥V ’s of Xt. For example, in the log smooth case (continuing Ex-

amples and , [41l, Theorem 2.2] says that for each k € Z>o and triple (Us; Vy, V3) with
U; C Vag = VoV, the two log deformations kv, and ng are isomorphic over U; via klllaﬂyi. This
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induces the patching isomorphisms kqﬁam : ’fg;;|Ui — kQZ,|Ui in Definition . The existence of the
log vector fields kpaﬁ,i ’s, koa,gw- s and k’lbafgﬁi ’s, which measure the incompatibilities of the patching

isomorphisms k¢a5,i ’s, follows from the fact that any automorphism of a log deformation over U;
or U;j comes from exponential action of vector fields. See §7.2.1| for the mazimally degenerate case.

Lemma 2.19. The elements k’lba@i ’s, kpamj s and koagw- ’s are uniquely determined by the patching
isomorphisms kwagﬂ- ’s.

Proof. We just prove the statement for the elements kpagvij’s as the other cases are similar. Suppose

we have another set of elements kpamj’s satisfying (2.5)), then we have exp([kpagyij—kpaﬂyij, ]) =id as
actions on kgg(Uij) where U;; = U; N Uj. The result then follows from an order-by-order argument

using the assumptions that k’oba(kpa,g,ij — *pagij) = 0 and that the map *G;! — Der(¥GY) is
injective. O
Definition 2.20. A local thickening datum of the de Rham complex (with respect to V) consists
of, for each k € Z>g and V, €V,

e a coherent sheaf of dgas (lej;, /\,k8a) with a dg module structure over kQ”éT equipped with
the natural filtration Y% defined by *IC% = kQE: AFKE 8],

e a de Rham module structure on *K¥, over KG* such that [p1,ah] = 0 for any ¢ € *G* and
a € Ry,

e q surjective k1R linear morphism — kICZ mducing an isomorphism upon
tensoring with kR which is compatible with both kAL, ’““gg — ’“gg and k+IQgT — ngT
under the contraction and dg actions respectivelyﬂ and

e an element Fwy € T(Vy, KK /¥ K2) satisfying 04 (Fwa) = 0 called the local k™ -order volume
element

k+1’kb k1 pex
o - o

such that

(1) *K% is flat over KR for 0 <r < s;
(2) k+1,k‘b(k+1wa) — k‘wa;
(3) (O, 05, A, 004) = (OKC*, 0KC*, A, 00) |y, and Qwa = Owlyy,
(4) the map 2Fwy : (¥GE[—d),FAL) — (B /XK, %D,) is an isomorphism, and
(5) the map kot - ngT ®kp (BKCL)KCL[=7]) — FKE /. 5KE, given by taking wedge product by
k
QT

Gts 1S also an isomorphism.

Note that ¥ is a filtered de Rham module over *G¥ using the filtration ¥K%. We write ’ﬁ/cg =

0/Cs/ fK and Koo = (Fo )
We also write ®lb, 1= 1, oo 0o B for every k > [ and Rk, = id, and introduce the
following notation: Given two elements a € *LK* b € #2K* and | < min{ky, ko}, we say that

a =b (mod m'™) if and only if ¥, (a) = *2'h,(b).

From Definition we have the following diagram of BV modules

(2.7) 0——K @z " ICa[-1]—"15/C / o0 —" K ——0
J{ld®k+l,kba k+l,kba \Lkﬂrl,kba
k
0 K @7 C5[-1] kiCx /B K ——0.

10Here we abuse notations and use k+1’kba for both k+1ICZ and k'“Qf;.
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In general geometric situations, the sheaves lej;’s are taken to be suitable sheaves of total log-
arithmic differential forms on kV;Z with a natural action by kgg via contraction, and kwa is taken
to be a local lifting of the relative volume form %w over ¥ST. The local sheaves *K%’s of differen-

k ~
tial forms are locally identified via the isomorphisms 1,4;’s induced by the corresponding local
uniqueness of local thickening ¥V, ’s of V,,’s as in Example Therefore it is natural to require

ko~
the compatibility between 1,4;’s and the data kwagﬂ-’s, kmag,i’s, k’lbag,i’s, kpagﬂ-j’s and koaig%i’s
as in the following Definition [2.22]

Example 2.21. In the log smooth case (continuing Examples|2.10, |12.15 and |2.18), the datum in
Definition can be chosen as follows: for each k € Z>q,

o the k™-order de Rham complex is given by *K* = :VT e

e the local k"-order volume element is given by a lifting we of w as an element in Q*

vi/st
and taking Fwe = wa (mod m* 1), and then the BV operator *A,, on *G?, is induced by the
volume form *w,;

e the isomorphism ¥o of sheaves of BV modules is induced by taking wedge product as in

Ezample [2.10,
See for the maximally degenerate case.

Definition 2.22. A patching datum of the de Rham complex (with respect to U,V ) consists of, for

k ~
each k € Z>o and triple (Us; Vo, Vg) with U; C Vg, a sheaf isomorphism 1o, of dg modules over
"TQ*ST such that it fits into the diagram

k ~
1/)(16,2'

Silu, Ko,
iky(]ba \Lk,obﬁ
Ky, =——="u,,

and satisfying the following conditions:

ko~
1 i 18 an isomorphism of de Rham modules meaning that the diagram
(1) “Yap,i P g g
k /ka
(2'8) QZ\UZ- OICZ‘Ui
kd)aﬁ,i g k"[’aﬁ,i
koox /Nk *
gﬁ’Uz ° 6‘U¢7
18 commutative;
k ~ k,‘ A_l 0~ .
(2) ’lvbﬁoc,i = Qba@p ¢o¢,3,i = Zd;
(3) we have
k ~
(2.9) Ypai("wsl,) = exp("wag i) ("walv,),
where the elements kmag,i ’s are as in Definition '
(4) for k > 1 and U; C V,3, we have
I - k -
(2.10) Dpai 0 g 0 “Yags = exp (Lury,, ) © Foa

where the elements k’lbam s are as in ([2.4));
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(5) for k € Z>o and U;,U; C V3, we have
k ~ k ~
(2.11) ( YBa,j UZﬂUj> o ( ¢aﬂ,i|UmUj) = exp (ﬁkpaﬁyij) ;

where the elements kpamj ’s are as in (2.5); and
(6) for k € Z>o and U; C Vs, we have

k ~ k ~ k ~
(2.12) ("nailes ) o (snales ) o (“Pasalur ) = exp (Lro,s )
where the elements *o0,5.;’s are as in (2.6).

k ~
Since both *w, and k(,ug are nowhere-vanishing, ,g; actually determines kmam. Also observe
that for every k € Z>q and any U; C V3, we have a commutative diagram

0——K @7, (JK1-1]) lo,—> (55/ 5K5) lo,—=Kglu,—=0
id®k1&aﬁ,i k"z’aﬂ,i lki’aﬁ,i

0—K @7 ($3[=1]) [, —= (§K5/ 555 ) [, —= K, —=0.

Example 2.23. In the log smooth case (continuing Examples|2.10, [2.15], |12.18 and |2.21), the iso-
morphism between two log deformations ¥V, and ng over U; via k\Ilag’,' induces the patching

ko~

isomorphisms ag; : lflCZ|Ui — ]fIC2§|UZ. in Definition|2.22. The difference between volume elements
18 compared by ’9\11:;5 i(kwg) = exp(kmam_n) kwea for some holomorphic function kmagﬂ-. See for
the maximally degenerate case.

Remark 2.24. We can deduce (2.3) from (2.9)) as follows: From (2.9)), we have (k”l[}lga,io(_l Fwglu,)o
"ap.i) (1) = (v Aexp(Frogg i) o (Fwalu,), so

©9)
Ftga,i 0 FAg 0 Fihas i) (7) A exp(Fogg,) =

FAa(y Aexp(Froas)) = (FAa(y) + [Froasi, 7)) A exp(Froggs,)
fOT’ any vy € ng(Uz); which gives kAa(’Y) + [kmaﬂ,i>7] = (k1/}ﬁa,i o kA,B o kwaﬁ,i)(V)'

3. ABSTRACT CONSTRUCTION OF THE CECH—THOM—WHITNEY COMPLEX

3.1. The simplicial set .4*(A,). In this subsection, we recall some notations and facts about the
simplicial sets Aj(A) of polynomial differential forms with coefficient k = Q, R, C; we will simply
write A*(A,) when k = C, which will be the case for all other parts of this paper.

Notation 3.1. We let Mon (resp. sMon) be the category of finite ordinals [n] = {0,1,...,n}
in which morphisms are non-decreasing maps (resp. strictly increasing maps). We denote by d; , :
[n—1] — [n] the unique strictly increasing map which skips the i-th element, and by e; ,, : [n+1] — [n]
the unique non-decreasing map sending both i and © + 1 to the same element i.

Note that every morphism in Mon can be decomposed as a composition of the maps d;,’s and
€;n’s, and any morphism in sMon can be decomposed as a composition of the maps d;,’s.

Definition 3.2 ([68]). Let C be a category. A (semi-)simplicial object in C is a contravariant functor
A(e) : Mon — C (resp. A(e) : sMon — C), and a (semi-)cosimplicial object in C is a covariant function
A(e) : Mon — C (resp. A(e) : sMon — C).
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Definition 3.3 ([25]). Let k be a field which is either Q, R or C. Consider the dga
k[zo, ..., xn,dxo, ..., dzy]

i — 1,3 g das)
with deg(z;) = 0, deg(dz;) = 1, and equipped with the degree 1 differential d defined by d(z;) = dx;
and the Leibniz rule]”'| Given a : [n] — [m] in Mon, we let a* := Ag(a) : AL(Ap) — Af(Ay) be the
unique dga morphism satisfying a*(x;) = Zie[n}:a(i):wi and a*(x;) = 0 if j # a(i) for any i € [n].
From this we obtain a simplicial object in the category of dga’s, which we denote as Aj(As).

A (Ap) =

Notation 3.4. We denote by A, the boundary of A,, and let
(81)  Ax(8n) = { (a0, an) | i € Ax(An-1), &l (0g) = iy g (o) for 0 < i< j<n}
be the space of polynomial differential forms on Ay,. There is a natural restriction map defined by
Blan = (45 (B), .-, 45, n(B)) for B € Ap(An).
The following extension lemma will be frequently used in subsequent constructions:

Lemma 3.5 (Lemma 9.4 in [25]). For any & = (a0, ..., o) € Af(Ay), there exists f € A (Ay)
such that B|a, = a.
Notation 3.6. We let B, := Ay X A, where A1 :={(to,t1) | 0<1t; <1, to+t1 =1}, and

kl[zo, ..., xn, dxg, ..., dzy;to, t1, dto, dt1]
(g — 1,20 g deg, to + t1 — 1,dto + dty)
Besides the restriction maps d,, : A;(M,) — A;(M,_1) induced from that on An, we also have the
maps r; : A (B,) — A (Ay) defined by putting t; =1 (and t1-; =0).

(3.2) Ap(l,,) == A (A1) Qk Ay (Ay) =

Notation 3.7. We denote by UJ,, the boundary of B, and let

a; €AL (M, 1), Bi€A*(An),
Ap(On) = 4 (0, - -, an, Po, B1) | dn-a(@)=dj_q g (ai) forO<i<j<n
ri(ay)=d; ,(Bi) fori=0,1and 0<j<n
be the space of polynomial differential forms on [,. There is a natural restriction map defined by
Vo, = (45, (), - dn (1), 75(7), T1(7)) for v € A (M)

Lemma 3.8. For any (ao,...,an, Bo,51) € AL(0y), there exists v € Af(M,) such that v|o, =
(O[[‘_),.. . 7an750751)'

This variation of Lemma can be proven by the same technique as in |25, Lemma 9.4].

3.2. Local Thom-Whitney complexes. Consider a sheaf of BV algebras (G*, A, A) on a topolog-
ical space VH together with an acyclic cover U = {U;};cz, of V such that H>%U;y..5,G7) = 0 for
all 7 and all finite intersections Uj,...;, := U;, N---NU;,. In particular, this allows us to compute the
sheaf cohomology H*(V, G7) and the hypercohomology H*(V, G*) using the Cech complex C*(U, G7)
and the total complex of C*(U, G*) respectively.

Let Z = {(do,...,%) | ij € Zy, 19 < i1 < --- < 4;} be the index set. Let A; be the standard
l-simplex in R and A9(A;) be the space of C-valued polynomial differential g-forms on A;. Also
let dj; : A;_1 — A; be the inclusion of the jth—facet in A; and let d;l be the pullback map. See
Definition [3.3] and Notation [3.1] in §3.1] for details.

11y the case k = R, this can be thought of as the space of polynomial differential forms on R™*! restricted to the
n-simplex A,.
12Readers may assume that G* is a bounded complex for the purpose of this paper.
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Definition 3.9 (see e.g. [69, 14], 18]). The Thom-Whitney complex is defined as TW**(G) :=
@b, , TWPI(G) where

TWP(G) = {(%o---n)(zo,..m)ez | Pigiy € AN (A1) ®c G (Uig-ir), 451 (Pigit) = gy |Uigey }
It is equipped with the structures (A, 0, A) defined componentwise by
(a7 @ vp) A (Br @ wy) == (=) Bl (0 A Br) @ (v7 A wp),
Aar ®vy) == (da) @vr, Alar @ vy) == (=1)la; @ (Avy),
for ar, Br € A*(A;) and vr,wr € G*(Ur), where I = (ig,...,3) € Z and l = |I| — 1.

Remark 3.10. We use the notation 0 since it plays the role of the Dolbeault operator in the classical
deformation theory of smooth Calabi- Yau manifolds.

(TW**(G), 0, A, A) forms a dgBV algebra in the sense of Definition From Definitions|2.2|and
[3:9] the Lie bracket on the Thom-Whitney complex is determined componentwise by the formula
(3.3) lar @ wr, Br @ wi] = (1)1 (ar A Br) @ [vr, wi],
for ay, fr € A*(A;) and vy, wy € G*(Uy) where [ = |I| — 1.

We consider the integration map I : TWP4(G) — C9(U, GP) defined by

L. 5) == < / q ®id) (0.1

for each component oy, i, € AY(A;) @ GP(Uy,..4;) of (ig...i) ig...ipyer € TWP4(G). Notice that T is a
chain morphism from (TWP*(G),0) to (C*(U, GP), ), where § is the Cech differential. Taking the
total complexes gives a chain morphism from (TW**(G),d & A) to C*(U, G*), which is equipped
with the total Cech differential § + A.

Lemma 3.11 ([69]). The maps I : TWP*(G) — C*(U,GP) and I : TW**(G) — C*(U,G*) are
quasi-isomorphisms.

Remark 3.12. Comparing to the standard construction of the Thom-Whitney complex in e.g. [L§]
where one considers (pig.i,)(i,...inez € [l1>0 (A*(AZ) ©c [Tiyercs, gP(UiO,“Z-l)), we are taking a

bigger complex in Definition for the purpose of later constructions. However, the original proof
of Lemma works in exactly the same way for this bigger complex, and hence TWP*(G) also
serves as a resolution of GP.

Definition 3.13. Given the 0%-order complex of polyvector fields (°G*, A,°A) over X (Definition
, we then use the Stein cover U = {U;}icz, in Notation to define the 0*"-order Thom-
Whitney complex (TW**(°G),d,°A, A). To simplify notations, we write "TW** for TW**(°G).

Given a finite intersection of open subsets Vog...ay 1= Voo N -+ N Vg, of the cover V, and local
thickenings of the complex of polyvector fields (kgj;i, A, kAai) over Vy, for each k € Z>q (Definition
, we use the cover Upgy...q, = {U €U | U C Viya, } to define the local Thom-Whitney complex
(TW*’*(kgai]Vaomal),G,kAai,/\) over Vog.ap,-  To simplify notations, we write kTWZ’:ao...ae for
TW*7*(kgai’VaOma£)'

The covers U and Uy,...o, satisfy the acyclic assumption at the beginning of this section because
0G* and ’“g';; are coherent sheaves and all the open sets in these covers are Stein:

Theorem 3.14 (Cartan’s Theorem B [0]; see e.g. Chapter IX Corollary 4.11 in [13]). For a coherent
sheaf F over a Stein space U, we have H>°(U, F) = 0.
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3.3. The gluing morphisms.

3.3.1. Ezistence of a set of compatible gluing morphisms. The aim of this subsection is to construct,
for each k € Z>o and any pair V,, V3 € V, an isomorphism

k k *,%
(3.4) TW s = "TWi s,

as a collection of maps (kgaﬂJ)[eI so that for each ¢ = (pr)rer € kTWZ’f;ﬁ with ¢; € A*(A)) ®
kG*(U;) we have (kgag(go))l = kgap.1(pr), which preserves the algebraic structures [-,-], A and
satisfies the following condition:

Condition 3.15. (1) for U; C Vo N V3, we have

(3.5) kga,B,i = eXP([kﬂaﬁ,ia ) klbaﬂ,i

for some element kaag,i € ’“g/;l(Ui) with kaam =0 (mod m);
(2) for Usy,...,U;, C Vo N Vg, we have

(3.6) kgaﬁ,iomiz = eXp([kﬁaﬁ,io---iw ])o (kgaﬁaio‘Uiowiz) ’

for some element k'ﬁaﬁ,io---il c A%(a) ® ’“gﬁ (Uig--iy) with 1904[3 iy =0 (mod m); and
(3) the elements kﬁa@io...il s satisfy the relatwn.
k

P Lo~

. Brigij iy

(3.7) a5 (Mapig-ir) = { e .
’ o F i © k¢aﬁ,ioi1 fO?" J = 07

afio-i

for j >0,

where *dag.iiy € Qﬁ (Uigi,) is the unique element such that

(3'8) eXp([kaaﬁ,ioim ]) kgaﬂ,io = kgaﬁ,il’

Lemma 3.16. Suppose that the morphisms * Jap s, each of which is a collection of maps (k GaB,1)IET
all satisfy Condition . For any ¢ = (p1)1e7 € TWa o> We have (kga@](so[))lez kTWZ 2,8

Proof. Suppose that we have (pr)jer € kTWZ’;fXﬁ such that ¢;y..;, € AY(A;) ® *GE(Uiy...;,) and
Pigeniois = &% (Pigiy)- Letting (Fgapp)igi = (exp(F9ap g+ *]) © ¥ gapio) (Pig-i), We have

k k k

(“9a89)ioiiy = (P[40 1) © “a8io) (P4..55..))

= (exp([} ("Dapio-ir)s 1) © "Gapio) (L (#ig-wir))
- d;n((exp([kﬂaﬁ,io-"iw ]) o kgaﬁ’,io)(@iomil)):

and
(“9050)55..0, = (D[ g 50001 © *gapin) (#5,..0)
= (exp([*0y 5.5, 1) © P bapiioirs 1) © “Gapio) (95..0,)
= (exp([d5 0 ("Fapio-i)s ) © *Gapio) (@5 1 (#ig--it)
= dn (exP([*Fapig-irs 1) © “Gapiio) (Pig-ir))s
which are the required conditions for (*gas¢)s € kTWZ’; 5 O

13Here dj; is induced by the corresponding map dj,; : . A"(A;) — A"(A;—1) on the simplicial set .A*(As) introduced
in Definition and © is the Baker-Campbell-Hausdorff product in Notation
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Given a multi-index (ag - - - ay), we have, for each j =0, ..., ¢, a natural restriction map
.k *,% k *,%
(3'9) taj' Iqlfa“aomaguiw Iqﬁfawao “Qp?

defined componentwise by
Ta, <(SDI)I€I) = (¢1)1ez
for (pr)rer € FTW™*

Qg0 a sy’

morphism of dgBV algebras
Now for a triple V,, V3, V, € V, we define the restriction of ¥ Jap to krw

where 7' = {(ig,...,i) € T | Uij; C Vag..ap}- The map t,; is a

By B8 the unique map

*Gas kTWa By kTW 0 g, that fits into the diagram
k Yk
TWa 04,3 TWa a8y
kgaﬁ kgaﬁ

k Ty k‘
TW 5as—"TW 5o,

Definition 3.17. The morphisms {kgag} satisfying Condition are said to form a set of com-
patible gluing morphisms if in addition the following conditions are satisfied:

(1) °gop = id for all o, 3;
(2) (compatibility between different orders) for each k € ZZO and any pair Vo, Vg €V,

(310) kgaﬂ k+1 kb k+1 kb O gaﬁ;
(3) (cocycle condition) for each k € Z>o and any triple Vo, V3, Vy €V,

(3.11) kgwa © kgﬁv © kgaﬁ =1d

when * JdaB; 967 and * Jra are restricted to kW kTWB and FTW™ . respectively.

a;afBy’ saBy v;aBy

Theorem 3.18. There exists a set of compatible gluing morphisms {kgaﬁ}.

We will construct the gluing morphisms * gapg’s inductively. To do so, we need a couple of lemmas.

Lemma 3.19. Fizing U,,...,U;, € U and —d < j < 0, we consider the index set I,..; = {o |
Ui, C Vi for all 0 <r <1} and the following trivial Cech complex C*(Lig-iy, °G7) associated to the
vector space °GI (Uiy...i,) given by

H Og (Uig-- Zz) - H Ogj(Uiomiz) - H Ogj(Uiomiz> o

a€lyy..q, a,BE€liy..q a,B8,7€L. .4

where each arrow is the Cech differential associated to the index set I;,...;,. We have
H>O(é(1i0"~iz70gj)) =0 and HO(C(Iio-"inogj)) Ogj( 0 Zl)
the same holds for °G7 ® V for any vector space V.

Proof We consider the topologlcal space pt consisting of a single point and an indexed cover
(Va)aej " such that V, = pt for each a. Then we take a constant sheaf F over pt with
F(pt) = °GI(U;,.. ;). Since 0GI(Uiy-iy) = F (Vageap) for any ap,...,cqp € Iiy..;), We have a nat-
ural isomorphism C*(Ij,...;,,°G?) = C*(I;y...i;, I ). The result then follows by considering the Cech
cohomology of pt. O



18 CHAN, LEUNG, AND MA

Lemma 3.20 (Lifting Lemma). Let b : F — H be a surjective morphism of sheaves over V :=
Vao--ay- For a Stein open subset U := Uy,...;, C V, letw € Al(A;)) @H(U) and 0(v) € Al(A;) @ F(U)
such that b(O(v)) = w|a,. Then there exists v.€ Al(A;) @ F(U) such that v|,, = 0(v) and b(v) = w.
The same holds if AY(A;) and Al(A;) are replaced by AY(M;) and A(0;) respectively.

Proof. By Lemmal[3.5] there is a lifting v € A%(A;) @ F(U) such that ¥],, = d(v). Let u:=w—b(v) €
Al(A;) ® H(U), where Al(A;) is the space of differential g-forms whose restriction to A; is 0. Since
U is Stein, the map b : F(U) — H(U) is surjective. So we have a lifting U of u to A{(A;) @ F(U).
Now the element v := ¥ + U satisfies the desired properties. The same proof applies to the case
involving l; and [J;. Il

Lemma 3.21 (Key Lemma). Suppose we are given a set of gluing morphisms {¥g.p} for some
k > 0 satisfying Condition and the cocycle condition (3.11). Then there exists a set of{k“gag}
satisfying Condition[3.15 , the compatibility condition (3.10)) as well as the cocycle condition (3.11]).

Proof. We will prove by induction on [ where [ = |I| — 1 for a multi-index I = (ip,...,4) € Z.

For [ = 0, we fix i = ip. From (3.5) in Condition we have kgag,i = exp([kaaﬁ’i, ) o kwag,z‘
for some Fa,g5,; € ’“ggl(Ui). Also, from (2.4)) in Definition there exist elements **b,5,; €

kG-1(U;) such that
24)
P La Y E *api 0 exp((FT1Fbag,, 1) o M1,

= exp([kwaﬂyi(k-‘rl’kbaﬁ,i)v ]) 0 k¢aﬂ,i o k+1’kba7

where we use the fact that k@ba@,i is an isomorphism preserving the Lie bracket [-,-]. Therefore we
have g 0 * o = exp([Faas,i, 1) o exp(—[("ap,i) (FT bagi), 1) 0 "1 bg 0 Mg ;. Taking a
lifting Yo of the term *a,5, ® (kwa@i(—kﬂ’kbam)) from kQEI(Ui) to ’“+1ggl(Ui) in the above

equation (using the surjectivity of the map RALE), kg 5 kG*), we define a lifting of K Gap.i:

Flgasi = exp([Tagi, ]) 0 M bagi : ¥1G5 0, = FT G50,

As endomorphisms of **1G*  we have k4190 © FHlggy i o Mlgas, = exp ([kHOa[g%i,-]) for

some kHOa/g%i € ’““g;l(Ui). Now *+lg ;0 *+lgs ;o Ftlg,g; = id (mod m**1), so we have
exp([* M 0upr.i, 1) (v) = v (mod mF+1) for all v € ¥G*(U;). Therefore ¥10,4,; = 0 (mod m*+1)
as the map *G;1 — Der(*G?) is injective (see Definition [2.14). Since every stalk (*71G*), is a free
k+1 R module and k+1’0ba induces a sheaf isomorphism upon tensoring with the residue field °R = C
(over *1R), we have a sheaf isomorphism of **1 R modules

k+1

(3.12) k—i—lgz ~ 0% o @ ((mj/mj"H) c og*) ‘
j=1

Hence we have *t10,4,; € (m**1/m*+2) @c °G=1 (7).

Now we consider the Cech complex C*(I;,°G™1) ®c (mF*!'/mF*2) as in Lemma The
collection (*0up.i)aprer is a 2-cocycle in C%(I;,°G7!) ®¢ (m*!/m**2). By Lemma
for the case [ = 0, there exists (**ca5,)ap € CH(I;,°G71) ®c (mFH1/m*+2) whose image un-
der the Cech differential is precisely (k“'lOag%i)aL;T By the identification , we can regard
ktlc,si as an element in k“ggl(Ui) such that **lc,g5; = 0 (mod m**!). Therefore letting

+1

Flgas.i = exp([*lcapi, ]) 0¥t 1gag.i, we have the cocycle condition **1g. . ;0% 1gs. ;0F g, 5, =id.
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For the induction step, we assume that maps k+1ga5,i0...ij satisfying all the required conditions
have been constructed for each multi-index (ig - - - 7;) with j <1 —1. We shall construct k+1 GaBio-iy
for any multi-index (g, ...,%). In view of Condition what we need are elements k+119a,37i0...il €
A'(a) ® k+1ggl(Ui0...il) satisfying and the cocycle condition (3.11]), the latter of which can
be written explicitly as

eXp([k+119“/Oé,i0“-iz7 ) o k+197a,i0 © eXp([kJrlﬁB%io---izv )o k+1gﬁ’77i0 °© eXp([kJrlﬁaﬁ,io-"izv ])o k+196a7i0

= eXp([k+1797a,i0"~iz7 ])o eXp([k+1g’ya,io (k+179,3%i0'“iz)7 ])o eXp([k+1gﬂa,io (k+119aﬂ,io-~-il)7 ) =id.

Using the k+119a/37i0.‘.i171 ’s that were defined previously, we want to define a lifting k“ﬁaﬂ’io...il of
the element kﬁaﬁ,iowl- Before that, we first define its restriction to the boundry A; as
E+lg .\ ._ (k+lg k+1,  k+l R k+1 R
a( ﬂa,@,io---il) = ( 0&6,1'0--4‘; © ¢aﬁ,zozlv ﬁaﬂ,z’oilmil’ SRR ﬁaﬁ,i(yuil)’
where k+1¢a,8,i0i1 is defined in Condition For 0 < r; < ro <1, we have
* k+1 .
(3'13) drl,l—l( 1906/371'0...”2...1'1)
k+1 P _ g% k+1 e
790657,'0...”1...“2.,.” - drg—l,l—l( Oéﬁ,iomirl“'iz)
if 1 #£0,
k+1 k+1 _ k+1 k+1
— 29045,1'?)"-@';;---7?; © ¢065,i0i1 - d:ig—l,l—l( ﬁaﬂ,iomiz © ¢aﬁ,ioi1)
ifry =0,r9 #£1,
E+1 k+1 _ k+1 k41
7904,37{{){}..” © Qbaﬁ,ioiz - dEk),l—l( 1904/37{{)...1‘[ ® (z)aﬁ,ioh)
if?“l = 0,7“2 = 1,

upon restricting to Uj,. 4, where the last case follows from the identity k“qﬁaﬁ’im o k+1¢a5,i0i1 =
k“qﬁamob, which in turn follows from the definition of k"'lgbaﬁ,ioil in Condition Therefore we
have checked that

6(k+119a6,i0~-i1) S AO(AZ) & k+1g51(Ui0...il).

By Lemma |3.20, we obtain k+119a5,i0...il c A%(a) ® kﬂg/gl(Uio...il) satisfying

a0 iomi)lsy = 0 Wagigi)s " aioni = apigqy (mod m*HY).

Therefore, we have an obstruction term kHOag%iO...il c A%a)® kﬂg;l(Uio...il) given by

k41 _k+lg . k1 E+lo .\ = k1 E+lg
Oaﬁ'y,io---il = ﬁ'ya,i(ynil ® g"/oc,io( + ﬁﬁw,io---il) (O] gﬁa,ig( 79016,1'0---1;[)7

which satisfies "1 0,5, i, = 0 (mod m**1). Direct computation gives exp([d*;(* T Oupy.igi)), ]) =

id for all » = 0,...,l. Using injectivity of *G;! — Der(*GY) we deduce (*"'Onpy.ig-i,)|a; = 0.

Via (3.12) again, we may regard the term **'0,4, ..., as lying in AJ(4;) ® °GH(Ujy..q,) ®
(m*+1 /m*+2), By a similar argument as in the I = 0 case, we obtain an element (*leapio-is)ap
whose image under the Cech differential is precisely %...il )ag~ and such that (k“cag,io,.,il MNa, =
0. Therefore setting aBio-i = k“caﬁ,io‘..il ® k+119a/3,i0~-~il solves the required cocycle condition

3.11). We also have *t19,5, ..i, = *904...i, (mod mF*1) since *tlc 5., = 0 (mod m**1) by our
Byio i B0 i Byio i y

construction, and (k+119aﬁ,z‘o--~il>|m = a(’f“ﬂaﬁm..il) which is the required compatibility condition
(3.7). This completes the proof of the lemma. O
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Proof of Theorem[3.18. We prove by induction on the order k. For the initial case k = 0, as
0G* is globally defined on X with °G* = °G*|y. (see Definition [2.14)), we can (and have to) set
Oga,g’i = Owam = id and 019&,371-0...1-1 = 0. The induction step is proven in the Key Lemma (Lemma
3.21)). O

3.3.2. Homotopy between two sets of gluing morphisms. The set of compatible gluing morphisms
{*gap} constructed in Theorem is not unique (except for k = 0). To understand the relation
between two sets of such data, say, {¥g,s(0)} and {¥g.5(1)}, we need, for each k € Z>o and any
pair Vi, Vg € V, an isomorphism

(3.14) Fhap : FTW X

aaf

(Al) - kTWz’LB(AI)a

as a collection of maps (khoéﬁ7])]€z', such that

* %
a;af

e for each ¢ = (¢1)rezr € *TW?" (A1) with p; € A*(A1) ® A*(A;)) @ G (Ur), we have

k k

( haﬁ((p))] = ( hozB,I)(SDI)v
e it preserves the algebraic structures [+, -], A obtained via tensoring with the dga .4*(A1), and
e fits into the following commutative diagram

.
To

r*
(3.15) "TW "TW 5(A1)—— MW
*905(0) lkhaﬁ *gap(1)
k : ok : il k :
TWE;;B TWZ;;B (41) TWZ’;Zﬁ

where kTWZ’; 5
kgzojzh/ag;
here the degree x in kTW’;’f;B(Al) refers to the total degree on A*(M;) = A*(A1) ® A*(A;), and
r;: A*(M;) — A*(A;) is induced by the evaluation A*(A;) — C at t; =1 for j = 0,1 as in Notation

The isomorphisms *h,s’s are said to constitute a homotopy from {¥ga5(0)} to {¥gas(1)} if they
further satisfy the following condition (cf. Condition [3.15]):

Condition 3.22. (1) for U; C Voo N'Vg, we have
(316) khaﬁ,i = eXp([kaaB,ia ]) © kwaﬂ,i
for some Fang,; € A°(A1) ® ’“ggl(Ui) with *a,p; =0 (mod m);
(2) for Usy,..., U, C Vo N Vg, we have
(3.17) khaﬁﬂ'o-"iz = exp([k%aﬁ,io-"il? ])e (khaﬁ,iolUiowil) ’

for some element ¥s¢np40..., € AY (A1) @ A°(A)) ®kggl(Ui0...Z~l) with ¥ 5205454, = 0 (mod m);
3) the elements Faygp;’s satis y the relation
ﬂ7

k .
. aa8,i(0) forj=0,

(3.18) r;("anp,) = {k .
angi(l) forj=1,

where Fa,p i (j) is the element associated to Kgnpg.:(j) as in (3.5);
(4) the elements ¥scqp,...5,’s satisfy the relation (cf. (3.7)):
k ~ for 5 >0,

x . .

57 gt

(3.19) & (“apioi) = {’f o Zlk ,
Hopiniy @ Capiioin  Jor j =0,

(A1) is the Thom-Whitney complex constructed from the sheaf A*(A1) ®
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where kQaﬁdoil € A(a;) ® kggl(Uioil) s the unique element such that eXP([kQaﬁ,ioz‘p‘D o
khaﬁ,z‘o e khag,il, and the relation
(k ) kﬁa@iomiz(o) for j =0,
%aﬁﬂ' g = .
o "apio-i (1) forj=1,
where "9qp.iq..i,(j) € A°(Ar) ® ’“le(Um...il) is the element associated to ¥gup io...i,(7) as in
(3.6) for j=0,1.

Definition 3.23. A homotopy {*has} from {¥gas(0)} to {¥gas(1)} is said to be compatible if in
addition the following conditions are satisfied:

1 ag = td for all o, B;
Ohap = id for all o, B
(2) (compatibility between different orders) for each k € Z>q and any pair Vo, Vg €V,

(3.21) Fhag o "Ry = FELRy g o k¥l g

(3.20) r;

(3) (cocycle condition) for each k € Z>q and any triple V,, Vg, V, €V,
(3.22) Fhy 0 Fhgy 0 Fhog = id

when khaﬁ, khm, kh,ya are restricted respectively to "TW** . (A1), kTW;’;Z,BW(Al)’ kTW:’;szW(Al).

asafy
The same induction argument as in Theorem proves the following:
Proposition 3.24. Given any two sets of compatible gluing morphisms {kga@(O)} and {kgaﬁ(l)},
there exists a compatible homotopy {¥hag} from {¥gaps(0)} to {Fgas(1)}.

3.4. The Cech-Thom-Whitney complex. The goal of this subsection is to construct a Cech-

Thom-Whitney complex ké*(TW, g) for each k € Zsq from a given set g = {¥g,5} of compatible
gluing morphisms.

Definition 3.25. For { € Z>q, we let
¢
k * k *,%
TW5r 0,(9) CED TWE o
i=0

be the set of elements (o, -, ) such that p; = kgaiaj (;). Then the k-order Cech-Thom-
Whitney complex over X, k(f*(TW, g) is defined by setting kéé(TWp’q, g9):=1] kTWﬁ’g..a[(g)
and kéz(TW, 9)=€,, kée(TWp’q, g) for each k € Z>g.

Q-

This is equipped with the Cech differential *8, := zgié(_l)jtj,£+1 : kaf(TW, g) — kCV”l(TW, 9),

where tj : k(féfl(TW, g) — kCVZ(TW, g) is the natural restriction map defined componentwise by
the map ;g : kTW:;_.aAj._w(g) — FTWEr 0, (9) which in turn comes from (39).
We define the k*-order complex of polyvector fields over X by
FPv*(g) := Ker(*4)

and denote the natural inclusion *PV**(g) — kCO(TW, g) by ¥6_1, so we have the following se-
quence of maps

(3.23) 0 — kPVPa(g) — "0 (TP, ) — FCHTWP, g) = - — FCUTWP g) = .-
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For { € Zsp and k > [, there is a natural map "'b : k(fz(TWp’q,g) — léf(TWp’q,g) defined
componentwise by the map k’lbaj : kTWﬂ’ﬂao...al — lTWﬁﬁaO...aé obtained from k’lba : kg; — ’g;
(see Definition [2.14). Similarly, we have the natural maps "'b : ¥ PVP4(g) — 'PVP4(g).

Definition 3.26. The Cech-Thom-Whitney complex C/(TW,g) = D, ., CHTWPY, g) is defined

by taking inverse limit C'(TWP4, g) := Mk kCVZ(TWp’q,g) along the sequence of maps "THFb

kHCvé(TWp"ﬂ g) — kéZ(TWp’q, g).
The complex of polyvector fields PV**(g) = €D, , PVP(g) is defined by taking the inverse limit
PVPi(g) = Hm, kPVPa(g) along the maps "T1Fy b1 PYyPa(g) — kpyra(g)

The maps Flyos commute with the Cech differentials *5,’s and '6,’s, so we have the following
sequence of maps

(3.24) 0 — PVPi(g) — CO(TWP4, g) — CHTWP, g) — - — CVZ(TWp’q, g)—> -

Lemma 3.27. Given *lw ¢ k+lé£+1(TW, g) with "6, (*t1w) = 0 and Fv € kCZ(TW, g) satisfy-
ing ¥5,(Fv) = ¥ty (mod mFt1), there exists a lifting **'v € kHCvZ(TW, g) such that ¥H15,(F+1y) =
k+ly. As a consequence, both (3.23) and (3.24) are exact sequences.

Proof. We only need to prove the first statement of the lemma because the second statement follows
by induction on k (note that the initial case for this induction is k = —1 where we take the trivial
sequence whose terms are all zero).

Without loss of generality, we assume that **lw € kHCVZH(TWp’q, g) and *v € kée(TWp’q, g)
for some fixed p and q. We need to construct k“vao...a[ S kHTWﬂ’g...aé(g) for every multi-index
(v, - - ., ap) which, by Definition can be written as

k+1 k+1

_ (k41
Vag-ap = ( Vag;ag-ags """ s Vaz;OéO"'O%)

satisfying k+1vaj;a0._,al — k+

k41 _ (k+1 k+1
asanar = (TVayia0-agioiJig—ip, Where Ui, C Vagoa, and “Mvg a0 agioi;, € A(A) @
k+1op S *  (k+1 ) — k1 . i

Ga; (Uig...i)), such that dj, ( Vaj;ao...w;m...”) = VOlj;OAO"‘ag;’iO"'ij"'il|Ui0"'il (see Definition .
We will use induction on [ to prove the existence of such an element.

"gasa; " asia0--ar), and each component *vg qq...q, is of the form

The initial case is | = q. We fix Uj,...;, and consider all the multi-indices (v, - - ,ay) such that

Ui, C VOKO.;C.W1 forr=0,..., ql.€ Since 1G5, is free over ¥+ R, we can take a lifting ¥ vag.a0-apio-i; €
.Aq(Aq) & + ggo(UiO...iq) of Va0§a0"‘a£§i0"‘iq' Then we let

B+l . k+1 k
* Vaj;ao--agioiq *— gaooéj,io"'iq( * Vao;OéO"'ae;iO"'iq)
for j=1,...,¢ and set
k1 k1, k1 y
Vag--aygsioiq - ( Vag;ao--oysioigy """ Vaz;ao-"az;mmzq)-
Now the element
k+1 Lkl T ktl, (e,
Wag-apiiioiq *=  Vag--agyiio-ig Vagaiagirsioig T T (F1 (T Vagaoay 1sioiq)

041 k+ 1.\ k+l
i (—1) + (k+1Va0~~~a/gI1;io~--iq) - Wag - y15i0--iqs

k+1

satisfies the condition that " wag...qp i, = 0 (mod m”+1),
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Under the identification (3.12)), we treat *wa,...ap,15ig-iy € A(Ag) RGP (Usy...i, )@ (mF+! /mk+2),
So the collection (kﬂwao‘..aeﬂ;io...iq)ao‘..ae L is an (£+1)-cocycle in the Cech complex CZ+1(IiO...iq ,06P)®
Al(A,) ® (m*+1/mF+2). By Lemma there exists (k+1ca0...ae;io...iq)a£ae_6%@ 0GPy ®

A‘(Ag)®(m* 1 /m**2) whose image under the Cech differential is precisely (¥ wag...apy1sig--iy)
Therefore if we let

Qo
k+1 Rl kL
Vao---ae;io---iq Ca Vao---ag;io---iq - Cao---ag;io---iqa

k+1

then its image under the Cech differential is ( Wao~~ae+1;io~~-z‘q)ao~~ae+1 as desired.

Next we suppose that we are given k+1va0---ag;i0---il for some | > g. Then we need to construct

k+1vao---ag;i0---il+1 for any Us...;,, and Vig...q, such that U; C Vigoq, for r=1,...,1+ 1. We fixed
Uig--iy, and consider one such Vg ..q,. Letting

G oiney) 1= (P ~ oo k1 —
Qo;a0-o;to iyl ) Qo;a0 Qo iy’ ) Qo;Q0 Qo 41

gives an element in AY(A;41) @ *1G8 (Uiy..a, +1)- Using Lemma we construct an element
k+1vao;ao-”ae;io-"iz+1 € Al(A141) ® k+1ggo (Uio--'iz+1) such that

k+1 k+1)
)

_k
Vag;ao--agsioiip1 =  Vao;ao--agsiosii41 (mod m

k+1 . . _ k+1 ..
Va0§a0"'a£§20"’ll+1‘Al+1 = 0( Vao;aomaz;lomlzﬂ)'
iy ktl (k. -
We then let Vo ag-agsioitpr S Javaio-izer (" Vagiag-agsio-iy,) for j =1,..., £ and set
Va0-~'01z;20"'2l+1 = ( vao;a0~~ag;l()”'ll+17 ) Vaz;a0"'ae;20"'ll+1)>

The elements k+15((k+lvozj;a0-~~ag;i0~-~il+1) and ”‘;Jrlwao..AO%H;Z-O...il+1 agree modulo m**! and on the
boundary Aj4+1 of the simplex A;1, so the rest of the proof of this induction step would be the same
as the initial case [ = q. O

Corollary 3.28. For k,{ € Z>(, the map Lk, kHCVZ(TWp’q, g) — kée(TWp’q, g) and the induced
map =% : CHTWP, g) — kCE(TWp7q, g) are surjective; in particular, both Ly, kL pypa(g) —
kPVPa(g) and b . PVPU(g) — FPVPI(g) are surjective.

Proof. Tt suffices to show that for any *v € kae(TW,g), there exists *lv ¢ kHﬂ(TW, g) such

that " (k+ly) = by, If #5,(*v) = 0, then applying Lemma with ¥+lw = 0 gives the desired
k+ly, For a general ®v, we let *w = *§(*v). Since *8,(*w) = 0, we can find a lifting *+'w such that
ﬁ

k+1’kb(k+1w) k+1 k+1,kb(k+lv) — ky. m

= kw. Applying Lemma again, we obtain v satisfying

Definition 3.29. Let g(0) = {¥ga5(0)} and g(1) = {*gas(1)} be two sets of compatible glu-
ing morphisms, and h = {khag} be a compatible homotopy from g(0) to g(1). For £ > 0, we
let *TWEI o, (h) C @y "TWE 0y .0 (A1) be the set of elements (go,--- ,p¢) such that o; =
khaiaj (pi). Then, for each k € Z>q, the k*P-order homotopy Cech-Thom-Whitney complex is de-

fined by setting"CH(TWP4,h) :=T1oy..q, “TWE. 0, (h) and "C(TW ) = @, ,"CHTWP4, ). We
have the natural restriction map t; : kC’vZ_l(TW, h) — k(fZ(TW, h) as in Definition .
Let %6, := Z?ié(*l)jt‘jj_i_l : kCZ(TW, h) — kCYH(TW, h) be the Cech differential acting on

k@*(TW, h). Then the k™ order homotopy polyvector field on X is defined as ¥PV**(h) :=
Ker(*8y). So we have the following sequences

(3.25) 0 — kPVPa(h) — *CO(TWP ) = o = " TWP h) = -
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(3.26) 0 — PVPI(h) — CO(TWPI h) — - — CHTWPI h) — -,
wheTev is obtained from by taking the inverse limit. We also write CE(TW,h) =
@, CH(TWP4, h).
We further let ¥x3 : "C{(TWPa, h) — "CH(TWP4, g(j)) and bz’ : FPVPI(R) — FPVPa(g(j)) be
: .. s . . P TN
;Z;JZ?S; Zj;:;i by rj: A (W) — A*(A) for j = 0,1, and let rj = @k r;. Then we have the
0——=PV**(g(0))——=C*(TW, g(0))—> - -——=C*(TW, g(0))— -

* * *
Tro TI‘O Tro

00— PV**(h) CO(TW, h) e CHTW, h)——---

* * *
E K K

0——>PV**(g(1)—=CO(TW, g(1)—— - —CHTW, g(1) —>--

Similar proofs as those of Lemma and Corollary yield the following lemma:

Lemma 3.30. Given *+lw ¢ k“(f“l(TW, h) with 16, (Flw) = 0, Ftla; € kHﬂ(TW,g(j))
satisfying "16,(Fa;) = k+1r;‘f(k+1w) and *v € kée(TW, h) such that *6,(*v) = ¥*lu (mod m*+!)
and Fri("v) = *a; (mod "), there exists v e k+léZ(TW, h) such that

FELRY (b tly) = by, Mripx(Mtly) = Mla; and FL5,(Ft1v) = k1. As a consequence, both and
are exact sequences.

Furthermore, the maps “*b : CL(TWP4, h) — "C{(TWP4, h) and % : PVPA(R) — kPVPa(h),
as well as kr;f :EPV*(h) — ¥PV**(g(5)) and r;: PV**(h) = PV**(g(j)) are all surjective.

3.5. An almost dgBV algebra structure. The complex PV**(g) (as well as PV**(h)) con-
structed in_ is only a graded vector space. In this subsection, we equip it with two differential
operators 0 and A, turning it into an almost dgBV algebra.

We fix a set of compatible gluing morphisms g = {kga/g} consisting of isomorphisms kgaﬁ :
krwes kTWZ)’ZB for each k € Z>¢ and pair V,, Vs C V. Both kTW*’*aB and kTWZ’Zﬁ are

a,af «

dgBV algebras with differentials and BV operators given by kéa, k(% and FA,, kAB respectively.
To simplify notations, we introduce the power series

- e~ T — 1 B > (_1)k+1xk
(3.27) T(@) = —— = > e

Lemma 3.31. For each k € Z>o and pair V,,Vg C V, there exists kwa;ag € kTW;Z; such that

k5 k5
kwa;aﬁ =0 (mod m), k+1wa;a5 = Fwp.ap (mod mFH1) and kgﬁa o dgo kgaﬁ — 04 = [kwa;ag, . Fur-
thermore, if we let kwaﬁ = (kWa;aﬂ, kgaﬁ(kwa;ag)), then (kwag)ag is a Cech 1-cocycle in kél(TW_l’l, g)-

Proof. Applying Lemma to the dgla A*(A;) ® kgg(Uio...il)[—l] by taking £ = 0, we get
exp(—[Fapig-ins 1) 0 d 0 exD([“Faigivs ) = d = [T Dagigeiv DA Vapigri)s- |

where d is the de Rham differential acting on A*(A;) (recall that kég is induced by the de Rham
differential on .A*(A;)). Then using (3.6) in Condition (ie. *gapioi, = exp(["Iap.igiss]) ©
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(kgaﬁ,io’Uio“.il )), we obtain
kgﬁa,io-m odo kgocﬂ,io...z‘l =d-— [kgga7i0 <T([kﬂaﬁ,i0,,_i” '])(dkﬁaﬁ,m--il)) , } .
Now we put

kwa;aﬁﬂo-"il = kgﬁa,io <T([k0a5,io---iz7 '])(dkﬁaﬁ,io-"iz))
Then * Wa;aﬁ,io~-~il = kwa;aﬁﬂ-o...il (mod m**1). To check that it is well-defined as an element in
kTWa o W B iy and by injectivity of G < Der(*G?)
it is enough to show d+[d*;(Mva.apipi)), | = d+ [Fw
term (i.e. 7 =0) as

* (k _
we need to show dr,l( WaiaB,io-i;) =

a.~ . -|. We compute the only non-trivial
alaﬁvlo“'lr"'ll p y

d+ (51 ("Varap ioir)s ] = d = [*9paio (T 5 5.0, © Fbapivins DA Vaiois © *bapioin)) ]
D [ g XD~ bapiiss D (N[, o DAy 1)),
D 4= P gpai (V0,0 DAF 2 )]
=d—w, 50 0]

where we use the first formula in Lemma and d(deQB’iOil) = 0 to achieve the equality.
To see that it is a Cech cocycle, we deduce from its definition that [kgaﬂ(kwa;a,g), | = kéﬂ — kgaﬂ o
k(’?)aokgﬁa, or equivalently kggaok(%okgag—kéa = [kwa;a@, -]. Thus, by a similar computation we have
k= kx kx k&
kgw © 87°k90w — 00 = [kWa;a% ] and [kgﬂa(kwﬂ;ﬁv)a = kgvoc 00y Okgow - kgﬁa 0 0p Okgaﬁv we get
Faas — Faay + kgga(kw&gv), ] = 0 and can conclude that *wa.q5 — *Wa.ay + 5950 (Fugs,) = 0. O

We have a similar result concerning the difference between the BV operators *A, and kAg:

Lemma 3.32. For each k € Z>o and pair V,,Vg C V, there exists kfa;ag S kTWg B such
that *fp05 = 0 (mod m), ¥, .5 = *£,.05 (mod m*1) and Fgg, o *Ag o Fg.p — FA, =
£ 008, ]. Furthermore, if we let *£,5 := (*f0.08, ¥ gaps(*faap)), then (F£45)ap is a Cech 1-cocycle
n kél(TWO’O, g).
Proof. Similar to the previous proof, we use Lemma for the dgLa (*Gs(Uiy..4,), kAE[—l], [-,-]) by
taking £ = 0 and get

xp(—[*Dapig-is]) © *Ap 0 exp([FVag igirs]) = "D = (T Vapigirs]) © *Ap) *Dapioiy)s -
We take £ = —(T ([ aB,io--is 7)) © kAg)(kﬁa/g’io...il) and 9 = —kaag,io in Lemmaand get

exp( [ AaB,igs ]) o exp( [ aByio-iys ]) o kAﬁ ° exp([kﬁaﬁyiomizv ]) o exp([kaaﬁ,ioa ])
:exp( [ QaB,igs ]) (kAB - [( ([kﬂaﬂ,iomin ]) © kAB)(kﬁaﬁJo-"il)v D o eXp([kaOéﬁ,iov ])

kAﬁ - [(exp( [kaaﬁ,iov ]) o T([ ﬁaﬁ,io-"izv ]) © kAﬁ)(kﬁoéﬁ,io-"iz)v ] - [(T([kaaﬁ,iov ]) © kA/J’)(kaaﬁ,io)ﬂ ]

By (3.5) in Condition we can write kgagﬂ' = exp([kaa/ggi,]) o klﬁaﬁ,@ and from (2.3)) in
Definition we have klb/gom- o kAb’ o kq%m —kA, = [kmag,i, ], so

F98eiomiy © T8 0 ¥ gagioi, — Ao = — [(*gpaio © T([Fapio—iss 1) © *A8) Fapigi))s ]
- [(kwﬁaio © T([kaaﬁ,iov ]) © kAﬁ)(kaaﬁ,io)ﬂ ] + [kmaﬁ,im ]
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Now we put
*asasioi = = (“9gaio 0 T([Vagig-irs 1) © *Bp) "Vapig-it)
(3.28) - (kwﬁa,io ° T([kaaﬂyiov ])o kAﬂ)(kaaﬁ,io) + kma5,i0
- (kgﬁayio © T([kﬁa@iomiu ])o kAﬁ)(kﬂOéﬁ,iomil) + 14 ® kfa;a57i0|Uio---iz’

where 1,, denotes the constant function with value 1 on A;. We need to check the following conditions
for the elements kfa;amomi,’Si

(1) k+1fo¢;a6,i0~--il = kfa;aﬁ,io~~-il (mod mk+1)0;0

(2) kfa;aﬂ = (kfa;aﬁ,io---il)(io,~-~,il)EI S kTWo;;aB (see Definition ;

(3) letting *£05 := (*fa:08, “9as(*fa.as)), we have
(329) kgaﬁ,io-“il (k:fa;aﬁ,iomn) = (kgaﬁ7i() o T([kﬁ,@a,iomip ]) © kAa)(kﬁﬁa,iomil) + 1‘1 X kf,@;aﬁ,i07

where kfﬁ’;aﬁﬂ'o = (kwaﬁ,io ° T([kaﬁa,iov ])o kAOc)(kaﬁa,io) - kmﬁa,io; and

(4) that (*£,5)as is a Cech 1-cocycle in kél(TWO’O, q9).
The properties (1)-(4) are proven by applying the comparison ([2.9)) of the volume forms in Definition
2.22| (which can be regarded as a more refined piece of information than the comparison of BV

operators in (2.3))) and Lemma in the same manner, together with some rather tedious (at least
notationally) calculations. For simplicity, we shall only present the proof of (1) here.

To prove (1), first notice that the term (*gga.io 0T(Fap.ig-iss 1) 0¥ A8) (FVap i) already satisfies
the equality, so we only need to consider the case for [ = 0. In the rest of this proof, we shall work
(mod m**1), meaning that all equalities hold (mod m**1). First of all, the equation k+1’kb5 o

k+1 _k k+1,k k+1
gagic = "Gapio 0" e ( 1)

exp(—[Faagig, 1) 0 exp([F M ang ig, 1) 0 05 = Fihag i 0 FT b 0 K g, 4

= exp([*T*b a4, 1) 0 " Fbg

mod m can be rewritten as

using (3.5) and (2.4)), so we have
_ k—Haaﬁ,io — (_ k+1’kb,8a,io) ® (_ kaaﬁ,io)
by the injectivity of kg[gl — Der(kg%).
Applying Lemma [2.5 to the dgLa (kg};, [, FAp), we get

(exp(— k“’kb@a’io) * exp(— kaamo)) * 0 = exp(— k+1aa57i0) * 0, which can be expanded as

0=— (eXp(_[kJrl’kbﬁfMo’ ]) ° T([kaaﬁyiov ]) o kAﬁ)(kaaﬁ,io)

- (T([k+l7kbﬁa,i07 ]) © kA,B)(k—i_l’kbﬁa,io) + (T<[k+1aa,3,i07 ]) © kA,B)(k+1aoz,6’,io)'
Applying *™45, . to both sides (note that vy € kg*ﬁ, so when we write ¥4, (7), we mean
kﬂwﬁa,io (%) where 5 € kHQZ is an arbitrary lifting of v; as we are working (mod m**1), kﬂwﬁa,io ()
is independent of the choice of the lifting), we obtain
0 =~ ("¥pa,io © T(["dapio: 1) © *A5) ("aapie) — " pasi o T *bsasia, 1) 0 *Ag) (“F bga,)
+ (kJrlQpﬁa,io ° T([kJrlaOéﬁ,iov ]) 0 kAﬂ)(kJrlaaﬁuio)

aas: + k+1m0¢57i0 - (kwﬁaﬂ'o ° T(_[kJrLkbﬁa:iov ])o kAﬂ)(k+1’kbﬁa7io)'

k k
="Taa8i0 = WaB,ip — a;afyio

From (2.9), we learn that 145, (*0ag.i,) = — F1034.i,- Hence it remains to show that
k k k+1 k+1,k k k+1,k
W3, + waﬁ,io( + maﬁyio) = (T(*[ +h bﬂa,im ]) © Aﬁ)( +h bﬁa,io)a
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which follows from the relation

k ~ k+1.k k+1 ~
exp(* 105010 + Fapio T 0as.0)) 3 ws = ((Wagio © T P00 ) (FTws)
= eXp(Ek;J,-l,kaa’io)(kwlB)

= exp([*9p, (= *0ga0) 1)) (Fwp),
coming from Definition and using Lemma [2.8 U

The same results hold with the same proofs for the homotopy Cech-Thom-Whitney complex with
gluing morphisms *h,g : kTWZ-Z,B(‘l) — kTW;’.zﬁ(Al), where kTW:’f;B(Al) and kTWE’.*aB(Al) are
equipped with the differentials *D,, := da, ®1+1® kéa and kDg =dy, ®14+1® kég and BV
operators A, and kAg respectively. Such results are summarized in the following Lemma.

-1,1
a,af

Lemma 3.33. There exist ’fwa;ag e kTw
0 (mod m) and ¥Fu..5 = 0 (mod m), and

"hga o "DgoFhas — Do = Maas |, “hpa o "Agorhas —F Ay = "Faiap, .

(A1) and FFoap € FTWOS 5(A1) such that Mo =

Furthermore, if we let
kwaﬂ = (kwa;aﬁ’ khocﬁ(kwa;aﬁ))? kFocﬁ = (kFa;a,kaha,B(kFa;aﬁ))a

then ("Wag)ap and (¥Fap)ap are Cech 1-cocycles in k(f*(TW, h).

We conclude this subsection by the following theorem:
Theorem 3.34. There exist elements 0 = (00)a = @k(kba)a e CUTW 1L g) and | = (§a)a =
l'glk(kfa)a € COTWOO, g) such that
9pa © (O +108,7]) © gap = 0a + [0ar ], 9pa © (Ap + [f5:7]) © gap = Ao + [fas -
Also, (Oq + [0a,))a and (Mg + [fa, ])a glue to give operators O and A on PV**(g) such that
(1) 0 is a derivation of [-,-] and A in the sense that
Au, v] = [Ou,v] + (=D, dv],  B(uAv) = (Bu) Av+ (=D A (Bv),

where |u| and |v| denote respectively the total degrees (i.e. |u| = p+ q if u € PVP4(g)) of
the homogeneous elements u,v € PV*(g);
(2) the BV operator A satisfies the BV equation and is a derivation for the bracket [-, ], i.e.

Alu, v] = [Au, v] + (=1)"“F 1w, Av],
A(uAv) = (Au) Ao+ (=D)u A (Av) + (=) [u, 0],

for homogeneous elements u,v € PV*(g); and
(3) we have A? =0 and

9 =0=0A+ Ad (mod m),
so (PV** A\,0,A) (mod m) is an almost dgBV algebra.
Moreover, if (3',f) is another pair of such elements defining operators 0’ and A', then we have
d—09=1v1,"], A —A=]vy,],
for some v1 € PV~Y1(g) and vy € PVO0(g).
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Pmof In view of Lemmas and we have a Cech 1-cocycle w = (Wap)ag = Lk kwaﬁ)aﬁ and
f=(fap)as = L . faB)as- USlng the exactness of the Cech-Thom-Whitney complex in Lemma

. we obtain 0 € CO(TW 11, g) and § € CO(TW®0, g) such that the images of — 0 and — § under
the Cech differential 8y are w and f respectively, and also @ = 0 (mod m) and f = 0 (mod m).
Therefore we obtain the identities

9pa © (5ﬂ + [0,37 ]) © Jas = 504 + [ocw ']7 9pa © (Aﬁ + [fﬂv ]) © gaB = Aq + [fa; ]

Also notice that if we have another choice of " and § such that the images of — ?" and — ' under the
Cech differential §( are w and £ respectively, then we must have o' —0 = §_1(v1) and §/ —f = d_1(b2)
for some elements v; € PV ~51(g) and vy € PVO0(g).

It remains to show that the operators 0 and A defined by d and f satisfying the desired properties.
First note that we have an injection 6_1 : PVP4(g) — CO(TWP4, g) = [[, TW?, where we write
TWH .= Hm, FTWEA. Also the product A and the Lie bracket [-, -] on PV**(g) are induced by those

on each TW5". Since d and A are defined by gluing the operators (g + [0a; ])a and (Aq + [fas ] as
we only have to check the required identities on each TWy™, which hold because both [0, ]’s and
[fa, -] are derivations of degree 1 and @ = 0 = § (mod m). Also, (Ay+[fa,])? = A2 +[Au(fa),"] =0
(Aq(fo) = 0 for degree reason), so we have A2 = 0. O

For the homotopy Cech-Thom-Whitney complex we have the following proposition which is par-
allel to Theorem [3.34¢

Proposition 3.35. There exist elements © = (D4)a = l'&nk(k@a)a € CO%TW=LL h) and § =
(Ba)a = lim, (*Fa)a € CUTWOO, h) such that
hga o (Dg + [Dp,]) © hap = Da + [Da, ],
hga o (Ap 4 [8p,°]) © hap = Ao + [Fa, |-
)

Furthermore, (Dg + [Da,-])a and (A + [§a,])a glue to give operators D and A on PV**(h) so
that (PV**(h), A\, D, A) satisfies (1) — (3) of Theorem 34 (with D playing the role of ).

4. ABSTRACT CONSTRUCTION OF THE DE RHAM DIFFERENTIAL COMPLEX

4.1. The de Rham complex. Given a set of compatible gluing morphisms g = {kgag}, the goal
of this subsection is to glue the local filtered de Rham modules K, over V, to form a global
differential graded algebra over X. Similar to §3.2] we consider a sheaf of filtered de Rham modules
(KC*, JC*, A, 0) over a sheaf of BV algebras (G*,A,A) on V and a countable acyclic cover U =
{Ui}iez, of V which satisfies the condition that H>0(UZ0 i1y »K7) =0 for all j, r and and all finite
intersections Uj...;, := Uy N ---NU;,.

Definition 4.1. We let
TWPAK) = {(ig-ir) io,..iv)ez | Mig-is € AT (A1) @ KP (Uig-oiy)s d51(ig-wir) = Mgy [Uigroy 1o
and TW**(K) ==, , TWP4(K). It is equipped with a natural filtration TW**(,K) inherited from
JC and the structures (A, 0,0) defined componentwise by
(ar @ ur) A (Br @ wr) = (=)l (ap A Br) @ (ur Awr),
Aar ®up) = (day) @ur, 0oy @up) = (—1)a; @ (dur),
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for ar,pr € A*(A;) and ur,w; € K*(Ur) where | = |I| — 1. Furthermore, there is an action
Lo =@a1: TW*(,K) — TW*HPl(K) defined componentwise by

(ar @v1)a(Br @ ur) == (—1)Brlvl (o A Br) @ (vroug),

for ar, Br € A*(Ay), v € G*(Ur) and ur € K*(Ur), where |p| = p+ q for ¢ € TWPI(,K) and
l=|I|—1.

Direct computation shows that (TW*(,K), A, 0) is a filtered de Rham module over the BV algebra
(TW*(G), A, A) with the identity Lo, @, (81 @ ur) = (=1)11HBl(ar A Br) @ (Ly,ur) for ar, Br €
A*(A), v € G*(Uy) and ur € K*(Ur) where [ = |I| — 1. Also, (TW*(,K),A,0) is a dga with the
relation 0(p_n) = d(v)un + (—1)¥le.(dn) for p € TW*(G) and n € TW*(,K)).

Proposition 4.2. There is an exact sequence
0— TWPI, 1K) = TWPI(K) = TWPI K/, 1K) =0
induced naturally by the exact sequence 0 — , K = K — K/, 1K —0.

Proof. The only nontrivial part is the surjectivity of the map p : TW?4( . K) — TWPI( I/ ., 1K),
which is induced from surjective maps p : KP(Uiy...;) — (KP/,. 1KP)(Uiy...i). We fix n =
(lig-id) o, € TWPI(IC/ 1K) with iys, € AY(() @ (JCP/ 1K) (Usgry), and show by in-
duction on I that there exists a lifting 7,5, € AY(Ay) @ KP(U..q,,) for any I' < I satisfying
P(Mig-—iy ) = Mig-iyy and 45 (i) = m|Um ’ for all 0 < j <!’. The initial case | = ¢ follows
from the surjectivity of the map p : . KP(Uiy...;,) = (,KP/ ,11KP)(Usy...i,) over the Stein open subset
Uig--i,- For the induction step, we set 0(Tig--i,) == (5 -+, 7) € AN (A1) ® . KP(Uig...iy). Then
the Lifting Lemma gives an extension 7;,..;, € AY(A;) ® KP(Uyy...;;) such that (7ig..q,)|a, =

O(Mig-i;) and Pig.i, (Mig-—iy) = Nig--i;» as desired. O
Notation 4.3. We will write ,. . T’;K* = le*/ k/C;; for any r1 < ra, and extend the notation K%,

by allowing e =1 orry:19. We also write kICZ = le:; as before.

Given a set of compatible gluing morphisms g = {kgag} as in we can extend them to gluing
morphisms acting on ]fAZ’;aO...ae = TW*7*(]:ICaj|Va0---aZ)'

Definition 4.4. For each pair V,,, Vs C V, the morphism *§,5 = (kf]a,g,io...il)(i07.__7,~l)61 : lfA:;*aﬁ —

kA 0 U defined componentwise by

N k ~
gaﬁ,iomiz (Mig-iy) = (exp(ﬁ’“ﬁaﬁ,io~-il) © eXp(ﬁkaa@iO) ° waﬁ,io)(momiz)
for any multi-index (io, .. .,i;) € T such that Us; C Vag for every 0 < j <.

k ~
From Definition [2.22), we see that the differences between the morphisms v,3;’s are captured

by taking Lie derivatives of the same elements ¥ l[]ag i S, kpag ij’s and k 0ap~,i's as for the morphisms
kwa57i’s. So the morphisms kgaﬁ : kA:;*aﬁ kA 08 s are well-defined and satisfying ¥4 Jas =

kgaﬁ (mod m*+1), ’“gw o ’“gm 0"gop = id. As a result, we can define the Cech-Thom-Whitney
complex C*(,A, §) as in

Definition 4.5. For{ > 0, we let kA&0 ae( ) C 691 0 ’fAZZ*aO ., be the set of elements (no, - - ,n¢)
such that 0 = "Ga,a;(m;). Then we set Ce(,qu,g) =11 KADI ., (§) for each k € Z>g

QO ®

and kCVK(,A,g) = @nq kCVK(,Ap’q,g), which is equipped with the natural restriction maps tj, :
(AL ) = T LA ).
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We let %6, := Zﬁié(—l)jt‘j7€+1 : kCVE(,A,g) — kCVZH(,A,Lf]) be the Cech differential. The k™

order total de Rham complex over X is then defined to be *A**(§) := Ker(*6y). Denoting the
natural inclusion k¥ A**(§) — kéo(,A, §) by ¥6_1, we obtain the following sequence of maps

(11) §AP(g) PO AP, ) = "CU (AP, G) 5 o NI APT )

(4.2) APUG) = CO((AP, §) = CM (AP, §) = -+ — C'(LAPY, §) = -+,

where the second sequence is obtained by taking inverse limits lglk of the first sequence.

Furthermore, we let "8 and ¥ be the operators on ]fA*’*(g) obtained by gluing of the operators
(kéa + Ly, )a’s (where (F04)q € kél(TW_l’l, g) 1is the element obtained from Theorem |3.34) and

k94 ’s on ]an;a, and 0 = @k "o and & = @k k9 be the corresponding inverse limits.

Proposition 4.6. Let ,A**(g) be the filtration inherited from that of JC for ¢ = 0,...,s. Then
(eA™*(9), A\, 0) is a filtered de Rham module over the BV algebra (PV**(g),A, A), and we have
0> =0=00+ 00 (mod m) as well as the relations

O A ) =3m) Ap+ (=) A (Dp),  (em) = (Dp)m + (—=1)Fo.(m),
for o € PV**(g) and n,u € A%*(g). Furthermore, the filtration ,A**(§) satisfies the relation

PAT(9)) it AT(G) = it AT(G)-

Proof. Since 0 and 9 are constructed from the operators (kéa + Ekaa)a’s and ¥9,’s on ]an;a, we

only have to check the relations for each (lan;a, A,*9), which is a filtered de Rham module over
the BV algebra (kTWa;a, A, kA). To see the last relation, note that there is an exact sequence of

Cech-Thom-Whitney complexes 0 — ko (1 AP G) — ké*(rAp7q, g) — ke (prs1 AP G) — 0 using
Proposition [£.2] Taking the kernel and inverse limits then gives the exact sequence

0— T+1Ap,q(g) — TAp,q(g) — T:r+1Ap,q(g) — 0.
The result follows. O
Notation 4.7. We will simplify notations by writing A** = ,A(g) and PV** = PV**(g) if the
gluing morphisms § = {’fgaﬁ} and g = {kgag} are clear from the context. We will further denote
the relative de Rham complex (over spf(R)) as JAT = gAY [ LAY = o AT

Proposition 4.8. Using the element (*f4)a € k(fo(TWO’O, g) obtained from Theorem we obtain

the element (exp(*fan) *wa)a € kéo(0:1Ad70,§) whose components glue to form a global element
ko e ﬁAd’O, i.e. we have (*§op 0 exp(¥faa))(Fwa) = exp(*f50)(Fwg). Furthermore, we have *1w =

kw (mod mFTY). In view of this, we define the relative volume form to be w := an kw.

Proof. Similar to the proof of Lemma we use the power series T(x) in (3.27) to simplify
notations. We fix V5 and Uj,..;, such that U;; C Vg for all 0 < j < 1. We need to show that

(exp(Liy ) ©*gag,io © exD(“faioii)) (*wa) = exp(*aig-i ) (“ws).

aB,ig i

We begin with the case [ = 0. Making use of the identities

exp([0, -])(u A v) = (exp([V, ) (u)) A (exp([¥, -])(v)),
exp(Ly)(vaw) = (exp([¥,-])(v))s(exp(Ly) (w))
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for v € kggl(UiO...il), u,v € ’“g%(UiO...il) and w € Ozlflcg(U’iO"'il)? we have

(“Gasio © xD(*fa i) (Fwa) =(exp(Lrq,, ) © Dasi © exD(*faig))(Fwa)
= exp(*gag,io (Mfasio) + exp([*aapios 1) (*105a,i0)) s exp(Lig, ) (Fwp)
= exp (kfﬁ,z‘o +*£p.08.i0
+ 908,10 (— " Wap.io + Vpaio © T([Faapig: 1) © kAﬁ)(kaaﬂ,io))> Fwg
= exp(*f5,10) 1 "wg,

where #5054 = *gagio("fanpio) = ¥apio(—(*gaiq 0 T([Faagio, 1) © *A8) (Faagis) + Foagi,) is
the component of the term *£ 8:ap Obtained in Lemma

The general case [ > 0 is similar, as we have

(*Gap.io-i © exp(MFasig-ii 1)) Fwa)

:<eXp(£k,§ ) o kgaﬁ,io © exp(kfa,iomil—‘))(kwa)

aBrig-i)
=exp(“fgigiy + "Eg08,i0it — XP(MVapivivs 1) (" pias,i0)
+ (T(=["Papig-ir>]) © " D) Mg ig-ir)) 2 Fwp
=exp (kfg’io..,il + kfg;amo...iﬂ—
kgab’,io-uil ((kgﬁa,io o T([kﬁaﬁ,i0~--ila ])o kA,B)(kﬁoc,B,iomil) - kfa;aﬁ,i0)> - kw,B
= exp(kf/g,io..lil)_n ku)g.
Il

Lemma 4.9. The elements *l, := kéa(kba)+%[kaa, Fo] and Fy, = kAa(kDa)+k5a(kfa)+[kba, R
glue to give global elements *1 = (*1,)o € FPV 12 and ¥y = (Fyo)o € FPVO respectively.

Proof. For the element *I,,, we have

k -

("o + [M0a, 1)? = [lay ]
on *TW5* and since "“g@OCO(k55+[k05, 1)o*gas = k5a+[k0a, J, we deduce that [gas(*la), ] = [Fl5, ]
and hence *g,5("l,) = *I5 by the injectivity of ¥G~' < Der(*G?).

For the element kt)a, we have kgag(kba) = kbg + kw&ag and kgag kfa = kfg + kfﬁ;aﬁ from the
constructions in Theorem Making use of the relations kagokgaﬁ =kg.5 0"+ 508, 1 9%gas
and "‘Aﬁ 0kgas ="*gaso Ao + [*£5.08, "] © ¥gap from Lemmas and we have

k= k=
kgaﬁ(kAa(kaa) + aa(kfoz) + [kaowkfa]) :kgaﬁ(kAa(kaa)) + [kfﬁ;a57 kaﬁ] + kgaﬁ( aa(kfa))
+ [Fugaps gl + Migap, " gias] + 705, F)
k —_
=(*Ap(*05) +"05(*5) + [*05, *fs]) + *Ap(*wsap)
k, —
+"05(*5:08) — ["gap, "E5,0p].

*, %

Hence it remains to show *Ag(Fug.a5) + kég(kfﬁ;aﬁ) — 5.0, *f5.a8) = 0 in kTWﬁ .
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We fix a multi-index (ip,...,%) € Z, and recall from the proofs of Lemmas and the

formulas:
05" t5aio-t) = = Vp(T(—[Vapio-i 1) © *28)*Vapip-i)) + (Ds 0 *gapiy-i) Faasi).
EAs(Fasiapio-i) = — ("85 0 T(=[Magigmiis]) 0 *08) “Vapio-a),
where T is the formal series introduced in (3.27). Now we consider the dgLa (A* (AZ)®]€Q%(U¢OA..,~Z), FAg+
kég, [-,-]). We apply Lemma and notice that

.
A = exp("agipi) * 0 = (T(=["Papipirs 1) © ("D +705)) ("Vapioir)-

Since A is gauge equivalent to 0 in the above dgla, we have the equation (kAB + kéﬂ)A + %[A, Al=0
whose component in A'(A;) ® kg%(UiO...il) can be extracted as

“05((T(—[F0ag io-is 1) © *A8) (g igiy))+
EA((T(~["apigeirs 1) © " 0) (Vapigeir))+
[(T(*[kﬁaﬂ,iomil’ ]) o kAﬁ)(kﬁaﬂ,i()“-iz)a (T(*[kﬁaﬁ,iomizv ]) © kéﬁ)(kﬁaﬁiomil)] =0.

Therefore, the (i, . . . ,4;)-component of *Ag(Fug..5) + kéﬁ(kfg;ag) — [Mg.a8, *£5.08] is given by

k k k3 k k k
Ap(MWpiapiio-i) + 08("Epapiio-i) = ["Wsiaioiry L Bi0B.ioi]
ka k k k k k
="08("gapiiois("faaBio)) — ["WaiaBio-its " JaBio-it (" Tasapio)]
k/,7
:kgaﬂyiomiz( 8a(kfa;a5,io)) =0.
U
Definition 4.10. We let | := T&Hkk[ € PV=12 and vy := lglk ky € PVOL. The operator d =

04 0+ L, which acts on ,A** preserves the filtration, is called the total de Rham differential. We
also denote the pull back of d to PV*™* under the isomorphism Jw : PV** — ||Ad+*’* by d.

Proposition 4.11. The pair (,A*,d) forms a filtered complex, i.e. d?> = 0 and d preserves the
filtration. We also have d = 0 + A + (I+ y)A on PV*.

Proof. From the discussion right before Proposition we compute d? = (0+0+1,)? = (0+09)*— L.

If we compute (0+3)? locally on A5, we obtain (Oy+Lo, +04)? = Eéa(ba)_'_ﬁ%a =L;, Yot Loada] =
Li,. So we get (0+ 0)? = £; and hence d? = 0. As for d, we compute locally on T Waie. Taking
v E TWZ’;Z, we have
d(vuexp(fas)(wWa)) = (Fa + Lo, + Ja + las) (v A exp(fa)) s wa)
= (505(7) + [aaap)/] + Aa<7) + [fch’)/] +la Ay + Do A ’Y)J(exp(fa)J wa)a

which gives the identity d = 8 + A + ([ 4 p)A. O
4.2. The Gauss-Manin connection. Using the natural isomorphisms %o, : (15K%,%0,) = K @7
(0¥ [1],%0,) from Definition we obtain isomorphisms

k . kAR kA k%
10a 1 15A0, = K@z 0 7ALL -1,
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which can be patched together to give an isomorphism of complexes ¥o : | EA** =& g#* /& g+
K ®7z ﬁA*’*[—l] which is equipped with the differential *d. This produces an exact sequence of
complexes:

(4.3) 0> K®yz ﬁA*,*[_l] N ’SA*7*/’§A*7* N ﬁA*’* s O,
which we use to define the Gauss-Manin connection (cf. Definition [2.12)).

Definition 4.12. Taking the long exact sequence associated to (4.3)), we get the map
(4.4) "V HY (A ) —» K @z H* ([ A, "d),

which is called the k™-order Gauss-Manin (abbrev. GM) connection over ¥R. Taking inverse limit
over k gives the formal Gauss-Manin connection over R:

V(A ) K T Ad),

The modules H*(ﬁ.A, kd) and HT(HTd) over *R and R are respectively called the k*™-order Hodge
bundle and the formal Hodge bundle.

Remark 4.13. By its construction, the complex (ﬁA*’*,Od) serves as a resolution of the complex
(ﬁIC*,Oﬁ), and the cohomology H*(ﬂA, °d) computes the hypercohomology H*(ﬁIC,Oa). So the 0%-
order Gauss-Manin connection °V agrees with the one introduced in Definition .

Proposition 4.14. The Gauss-Manin connection V defined in Definition|{.12is a flat connection,
i.e. the map V? : H*(jA,d) — N (Kc) ®c H*(}A,d) is a zero map.

Proof. Tt suffices to show the k*-order Gauss-Manin connection *V is flat for every k. Consider
the short exact sequence (4.3]), and take a cohomology class [ € H *(ﬁA,kd) represented by an

element 7 € ﬁA*. Then we take a lifting 77 € KA* so that *V([n)]) is represented by the element
Fd(7) € EA* /K A*. We write *V([n]) = 3,y ® [&] for a; € kQ}qT and [§] € H*(ﬁ.A, *d). Once again
we take a representative &; € ﬁA* for [¢;] and by our construction we have an element e € 5.4* such

that ) . a; ®& = *d(7) + e. Therefore if we consider the exact sequence of complexes
0 — 5A/5A" = TA*/5A" = JA*/5A* — 0,

we have Fd (3, a; ® &) = *d(e) € 5A*/5A*. Note that (*V)2([n]) is represented by the coho-
mology class of the element *d (3, s ® ;) € KA*/ kA" = kQ?gT ®(kR) ﬁA*[—Q] using the isomor-
phism induced by 50,’s from Definition m Hence we have [*d (3, ; ® &)] = [Fd(e)] = 0 in
FOL @iy H(FA, *d)[-2]. O

4.3. Freeness of the Hodge bundle from a local criterion. To prove the desired unobstructed-
ness result, we need freeness of the Hodge bundle; in geometric situations, this has been established
in various cases [38, [63, 4], 29]. In this subsection, we generalize the techniques in [29] 41}, [63]
to prove the freeness of the k*-order Hodge bundle H* (ﬁA*, *d) over ¥R in our abstract setting

(Lemma [4.18]) under a local criterion (Assumption [4.15).
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4.3.1. A local condition. Recall from Notation that we have a strictly convex polyhedral cone
Qr C Kg, the coefficient ring R = C[Q], and the log space ST (or the formal log space S’T)
parametrizing the moduli space near the degenerate Calabi-Yau variety (X, Ox). For every primitive
element n € int(Q) N K, we have a natural ring homomorphism i, : C[Q] — C|g], ¢™ q(mn),
where (-,-) denotes the natural pairing between K and KV, and then taking spectra gives a map
in : AV — ST (or Fiy - FALT — K ST for ecach k € Z>o), where AL is the log space associated to the
log ring Clg]" which is equipped with the monoid homomorphism N — C[q], k — ¢*.

Geometrically, taking base change with the map AT — ST should be viewed as restricting the
family to the 1-dimensional family determined by n. In our abstract setting, we consider the tensor
product *G, == *G @iy (Clg]/(¢°+!)). Then tensoring the maps "1,5,’s with Clg]/(¢"*!) give
patching morphisms for the kg;“m’s which will be denoted as kUJn:aﬁ,i- Similarly we use k’lbn;a/g,i’s,
kpn:ag’l-j’s, kon;a577i’s and kmn;am’s to denote the tensor products of the corresponding terms ap-
pearing in Definition with C[q]/(¢"'). Note that all the relations in Definition still hold
after taking the tensor products.

In view of the isomorphism _¥w : ¥ PV** — ﬁAd+*’* in Definition and the fact that the com-
kv
plex (*PV** "d) is free over ¥R (meaning that the differential is ¥ R-linear), we see that (ﬁAdJr*’*, kqQ)

is also free over *R. Then taking tensor product with C[g]/(¢**!) (for a fixed n), we obtain the
relative de Rham complex (A" @ (Clq)/(¢"*1)), d) over Clq]/(¢"T1).

Now the filtered de Rham module lfICZ plays the role of the sheaf of holomorphic de Rham complex
on the thickening of V,. We need to consider restrictions of these holomorphic differential forms
to the 1-dimensional family Spec(C[q]/(¢**!)), but naively taking tensor product with C[q]/(¢**!)
does not give the desired answer. In our abstract setting, the existence of such restrictions can be
formulated as the following assumption (which is motivated by the proof of [29, Theorem 4.1]):

Assumption 4.15. For each n € int(Qy) NKY, k € Z>p and Vo € V, we assume there exists a
coherent sheaf of dga’s

(i N, "0

n:o’

equipped with a dg module structure over kQXM, the natural filtration
k k k k
,C::a = Olclﬁ:a ) 1]C;:a > ZIC:;OL = {0}

where ¥ICE.,, = dlog(q) A EK: 1], and a de Rham module structure over (*G¥ ., A, *Anq) sat-
isfying all the conditions in Definitions and (in particular, we have surjective mor-
phisms Py« KKE, — UK, for k > 1, a volume element Fwy, € KL /EKE :
phism Fona © (YKo ) 5Kk 0 FOna) = (BKE.o/ S [—1],%Ona), and patching isomorphisms Vg.ap.; :
MK olu — ]flel:B\Ui for triples (Uy; Vi, Vg) with U; C Vg fulfilling all the required conditions). We

an 1somor-

—~—

further assume that the complex (*ICX, [u],*On.0), where

—

kanza(z vsu®) 1= Z(kan:avs)us + sdlog(q) A veut 1,

s=0 s
satisfies the holomorphic Poirlgz/xré Lemma in the sense that for each Stein open su/bfg U and any
S vstu® € FICE o (U)[u] with ¥0n.a (v) = 0, we have Y- nsu® € P, (U)[u] satisfying ¥On.o (3, nsu®) =
Yo vsu® on U, and if in addition k’obn;a(uo) =01in (glCn;a/?ICn;a)(U), then Y nsu® can be chosen
so that k’obn;a(no) =0 in ((Kna/ Kaa)(U).
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Assumption allows us to construct the total de Rham complex (,A;’*, d, = 0, + 0y + lha)
as a dg-module over 2}, ; such that A" ®p (Clg)/(¢"1)) = EAS™* /b AR =: ﬁA;*

Example 4.16. In the log smooth case (see Ezamples and , Assumption which

s local in nature, can be checked by simply taking base change of the family 7 : VL — kSt with
a : AT — ST and working on KX, using the local computations from 63, §2]. Alternatively,

n:«x
and more conveniently, one can use (analytification of) the local computations in [29, proof of

Theorem 4.1] (or more appropriately [16, Theorem 1.10]; see footnote @ Actually Assumption
is motivated from [29] proof of Theorem 4.1], for which the d-semistable log smooth local model ¥V
is included as a special case.

4.3.2. Freeness of the Hodge bundle. We consider a general monomial ideal I of R such that m* c I
for some integer k € Z, and we let ﬁ A* = ﬁA* ®kp (R/I) equipped with the differential by taking

tensor product which is also denoted by Td. We should omit the dependence of our notation on
the operator d when it is clear from the contents. We consider two such ideals I C J such that
m - J C I and the following exact sequence of complexes

"7 J g
HA 0.

(4.5) 0—={\A* &c (J/1) A"
Then we consider the long exact sequence associated to and let
(4.6) L5 HA((AY) = H*(§AY[1] @c (J/1)
as in the proof of [41, Lemma 4.1].

Lemma 4.17. Suppose we have a filtration [ = I} C I;_ 1 C --- C Iy = J of monomial ideals.
Then the connecting homomorphism 178 in (4.6) is zero if and only if the corresponding connecting
homomorphism 1i+v1§ (abbrev. by 7T198) is zero for each j =0,...,1—1.

Proof. First assume that the homomorphism /4 is non-zero. Let m be the minimum of those
j=1,...,1 such that the composition

I,Js

H (A7) H L (QA) @ (J/1)—=H* (A @ (J/1;)

is non-zero. Then we consider the commutative diagram

1,J

H (| Ay H (] A°) L A @ (1)
Imu’é l

H (I A"y H* ({ A") H* Y (0 A) @ (J/Im)
m,mfl(s T

H* (A7) —H* (") A") H (A7) ©c (Tn-1/Im)

Notice that the connecting homomorphism ™74 is non-zero with its image lying in the subspace
H*H(ﬁA*) @c (Im—1/Im)- So mm=1§ is non-zero.

Conversely, using the above commutative diagram, we observe that if ™™ 1§ is non-zero for some
0 <m <1 —1 then the connecting homomorphism ©/§ cannot be zero. O
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To prove triviality of the Hodge bundle, we need a decreasing tower of ideals m=J; D Jo D - --
such that m - J; C J;41 for each ¢, J;/J;41 is at most one-dimensional and R = @z(R/ Ji). We
should show that the connecting homomorphism

Tendis s HY (AT = HH (AT @c (i) Jin)
is zero for i = 1,2, .

To construct such a tower, we take an element ng € mt(QR) N K" and define the monomial
ideal J; := (¢"™ | m € Q, (m,ng) > i), giving a sequence J; D Jy O ---, which should be further
refined. For each i, notice that the finite dimensional vector space J; / ji+1 has a basis ¢ given by
the lattice points m € @ with (m,ng) = i. We take a generic element e € int(Qy) N K" such that
(mq,e) # (ma,e), for all m; # mq lying in the set {m € Q | (m,ng) = i} (this can be done since there
are only finitely many such m’s). We further take L large enough so that if we let n = Lno +e, there
is an integer [ such that (m,n) > [ for m € Q with (m,ng) > i+1, and (m’,n) < I—1for m’ € Q with
(m/,ng) = i. We can therefore define the refined filtration Jz+1 =L, Cljj1C--Cljp= J; such
that I; ¢ is the monomial ideal generated by those ¢™ with m € @, (m,ng) > ¢ and (m,n) > s. Such
a ch01ce ensures that there is at most one m € @ such that (m,ng) =i and (m,n) = s for a fixed s,
and hence I s_1/1; s is at most one-dimensional. Making such a refinement for each J D) Jz+1 and
possibly renumbering the sequence, we obtain the desired sequence J; D J;+1 D ---. For each pair
Jj/JJH C, we notice that there is an n together with iy : R — C[¢] and some k € Zy4 such that
in1(¢") = Jj and ig Y (¢"Y) = Jjp with iy ¢ J; /g0 =2 C - gh

n

We have the following commutative diagram of complexes:

Ti+1:7i

* Jj * i g%
4>ﬁ./4 Q¢ (Jj/Jj+1)4> ]Jri.A |]|.A 0

such that the induced map i} H*(O.A*) ®c (J; /J]+1) — H*( A*) ®@c C - ¢* is an isomorphism.
Therefore it remains to show that H *(”An) is a free Clq]/(q k+1) module for each k.

Lemma 4.18. Under Assumption H*(Iﬁ.A) is a free R/K module for any ideal K C m
satisfying m* C K for some L.

Proof. We first consider the case K = J; for some j. Similar to [4I, p. 404] and the proof of
[29, Theorem 4.1], it suffices to show that the map "%, : H*(ﬁA,*l,kdn) — H*(ﬂAﬁ,Odn), which

is induced by the maps *%b,..’s in Assumption is surjective for all k € Z>o. Following the
proof of [29, Theorem 4.1], we consider the complex (¥ Az ¥d,) constructed from the complexes

(K. [u], FOa:a)’s as in Definition |4.10, There is a natural restriction map *%by : ¥ A% — An defined

N4 k’obnu(zls:o Nsu®) = k’obn;a(no) on le;:a[u] for each a. Since k’ob (and hence the induced ed map

on cohomology) factors through ., we only need to show that the map ’Ob - H* (P Az, kd n) —
H* (OAn, d,) is an isomorphism.

By gluing the sheaves *X%.’s (resp. K., [u]’s) as in Definition we can construct the Cech-
Thom-Whitney complexes k(f*(A:;, Jn) (resp. ké*(B;, Jn)) and obtain the exact sequences

0= EAL (ga) = "CO (AL Gn) = - = "CAL G) = -+
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o ~ k 5 X,k A k5 *,k A
0= SAT"(9n) = "CO(By*, gn) = - = "C (B, gu) = -+

Now we have a commutative diagram

A C*(B}, n)
lkﬁgn kﬁgn

5 05 .
ﬁA; 1 C*(OzlA;kn gn)

where the horizontal arrows are quasi-isomorphisms. So what we need is to show that ROh
k5 . 05 N .. .
C*(BE, gn) = C*(p.1 AL, Gn) is a quasi-isomorphism.
The decreasing filtrations

P (T (B gw)) o= (B ),

05 N 05 ~
F=! ( C*(OslA;gn)) = "C*(01A57", Gn)
induce spectral sequences with
k 54 % A k5 ~
B (" By gn)) = @D "CU(BL, G),
p+Hl=r
0 5% £ A 05 N
qu( c (OzlAnvgn)> = @ 66(011A§7q7 gn)
p+é=r
respectively converging to their cohomologies. Therefore it remains to prove that the map
’{:O\/ k g4 ) P 0 24 ’ p
bIl : @ C (ng;gn) - @ ¢ (D:lAﬁ qa gn)
p+l=r pHl=r

induces an isomorphism on the cohomology of the Ey-page for each fixed q.

If we further consider the filtrations @ ket (B2, gy) and

p+e=r
>
@ Oée(o:lAﬁ’q, Jn), then we only need to show that the induced map
p+l=r
>

k n 05

CK(O:IAI?q’ gn)

C' (B2, jn)

k.0,

n

k ) ~ ) A
D20 [ag--a “Brido-a(9n) Dy>0 [ag-ap 01 AR 0, (9n)
k‘Bp7q

on the corresponding Ep-page is a quasi-isomorphism for any fixed ¢ and q, where “Bpla...a, (Gn) 1S
constructed by gluing together the sheaves ¥z, [u]’s as in Definition

Note that the differential on @p>0 Hao---az kBﬁZEO..W(Qn) is given componentwise by the differ-

a1 k . kppa kprt+la kppa ~ ¢ kppa ;
ential “On.a; @ "Bulaj;a0-ap — " Buajiag-a, (Where the term "Bplag...a,(gn) C @FO Brlajia0-ay 18
defined as in Definition using ﬁC/;‘;a[u] ’s). Using similar argument as in Lemma we can see

that the bottom horizontal map k0, in the above diagram is surjective. Finally, the kernel com-
plex of this map is acyclic by the holomorphic Poincaré Lemma in Assumption and arguments
similar to Lemma
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For a general ideal K C m, one can argue that H *(IﬁA*) is a free R/K module as follows. We
consider the sequence of ideals m = J; + K D Jo+ K D ---J; + K = K for some [. Then one can
prove that H*(JjHHﬁA*) — H*(JjJrﬁA*) is surjective by induction on j. Details are left to the

readers. 0

5. AN ABSTRACT UNOBSTRUCTEDNESS THEOREM

Theorem m produces an almost differential graded Batalin-Vilkovisky (abbrev. dgBV) algebra
(PV**,0, A, \) (where “almost” means (0 + A)? is zero only at 0*'-order), together with an almost
de Rham module (HA*’*,é, 0,A) (where “almost” means (0 + 9)? is zero only at 0''-order) and
the volume element w € ”.Ad’o. From these we can prove an unobstructedness theorem, using the
techniques from [}, 42 [39] 65].

5.1. Solving the Maurer-Cartan equation from the almost dgBV algebra structure. We
first introduce some notations, following Barannikov [1]:

Notation 5.1. Lett be a formal variable. We consider the spaces of formal power series or Laurent
1
series in t or t2 with values in polyvector fields
EPYPA(i], FPVPA[e]), FPYPAfiez, 2,
1
2

1 q—p—2

together with a scaling morphism |, : kPVp”][[t%,t_%] — kpyra[t2, t72] induced by l;(¢) =t 2 ¢
kv kv _

for ¢ € kPVp’q[[t%,t_%]. We have the identification d; := tél;l o"dol, ="5+ t(*A) + 1R+

t(*9))A. We also consider spaces of formal power series or Laurent series in t or t3 with values in

the relative de Rham module

]
1 d—p+q—2
2

[t2,t72] given by (o) = t7 2 — « which

together with the rescaling l; : kAp’q[[t%,t_%] — kAP
It (pa*w) and kd, = télgl okdol, = ko +

preserves the filtration on XA, and gives 1;(¢)o(Fw) =
t(k9) +t=1(*1).

For the purpose of constructing log Frobenius structures in the next section, we consider a finite-
dimensional graded vector space V* and the associated graded symmetric algebra T = Sym*(VY),
equipped with the maximal ideal I generated by VY. We will abuse notations by using m and I again
to denote the respective ideals of Rt := RQc T, where R is the coefficient ring introduced in Notation

. We also let T := m~+1 be the ideal generated by m@ T+ R®1 and write * Ry := (Ry/IF1). We
write "PV 1 :=*PV @c T @p, (Rr/T"*") and ﬁAT = ﬁA@C T ®@py (Rr/IFY), and let *PVE[1]],

kPV*T[[t%,t_%] and ﬁA}[[t%,t_%] be the complexes of formal series or Laurent series in t2 ort with
values in those coefficient rings.

Remark 5.2. We can also define the Hodge bundle Im@f over the formal power series ring
Ry = ILmk ¥Ry, which is equipped with the Gauss-Manin connection V defined as in Deﬁm’tz’on.
Then Lemma |4.18 implies that the Hodge bundle H*(”A*, d)®T s free over Ry, or equivalently,
H*(*PV%, k&) is free over *Ry for each k € Zxg.

Definition 5.3. An element o € KPVY[[t]] with *¢ = 0 (mod m + 1) is called a Maurer-Cartan

element over Rr/TFT! if it satisfies the Maurer-Cartan equation

(1) (5 -+ 1(58)) P + 5, Mol + (L 1) =0,



GEOMETRY OF THE MC EQUATION NEAR DEGENERATE CY 39
or equivalently, (kg +t(*A) + [Fp, )2 = 0.

Notice that the MC equation (5.1 is also equivalent to kd(e't(%b w) = 0, which can in turn be
rewritten as

Fd(e ) = (K 4+ FA + (L4 Fg)a) (") = 0.
In order to solve (5.1)) using algebraic techniques as in [39], we need Assumption which guaran-
tees freeness of the Hodge bundle, as well as a suitable version of the Hodge-to-de Rham degeneracy;

recall that these are also the essential conditions for unobstructedness of smoothing of log smooth
Calabi-Yau varieties in [41].

Remark said that H *(ﬁA,Od) computes the hypercohomology H*(ﬁIC*,Oa), so the Hodge
filtration F=PH* = H*(ﬁAZP’*,Od) (where °d = 0 4 99) is induced by the filtration fzp(ﬁfl) =
ﬁAzpfk on the complex (ﬁA*, °q).

Assumption 5.4 (Hodge-to-de Rham degeneracy). We assume that the spectral sequence associated
to the decreasing filtration .7-"2'(|(|)A) degenerates at the Fy term.

Assumption [5.4|is equivalent to the condition that H*(*PV[t]], ‘d=d+ t(°A)) (or equivalently,
that H*(ﬁA[[t]], 9 +t(°0))) is a finite rank free C[[t]]-module (cf. [39]).

Example 5.5. For the log smooth case (Example , a cohomological mized Hodge complex of
sheaves (Az, (AQ, W), (AL, W, F)), in the sense of [56, Definition 3.13], is constructed in [41, proof
of Lemma 4.1, p.406], where

At= D A = D (KT ML),

p+q=k p+q=Fk
> ) . +q+1 +q+1,
FErAL = D@D AL and Wy AR i= Wipap i Q0 /W L
P q2r

here W, refers to the subsheaf with at most q log poles. There is a natural quasi-isomorphism
T (Q}T/OSJr7 F2r .= Q)E(:/Osf) — (AL, F) preserving the Hodge filtration F. Applying [56, Theorem
3.18] gives a mized Hodge structure (H*(A7), (H*(Ag), W), (H*(Ag), W, F)), as well as the Hodge-
to-de Rham degeneracy, i.e. Assumption as in [56l, proof of Lemma 4.1].

Theorem 5.6. Suppose Assumptions and hold. Then for any degree 0 element 1) €
OPV([t] ®@c (I/12) with (05 +t(°A))i = 0, there exists a Maurer-Cartan element *¢ € PVt
over Ry /I for each k € Z>qo such that 1o =*p (mod TF1) and * = ¢ (mod m + 1?).

Proof. We will consider the surjective map "™ : ¥1pyra[[t]] — *PVP[[t] obtained from
Corollary and inductively solve for ¢ € *PVY[[t]] for each k € Zsq so that we have
WLk (]“'lgo) = kp, ko = ¢ (mod m +1I2?) and ¥y satisfies the Maurer-Cartan equation (5.1]) in
“PVE[t]

Tl[t]]-

We begin with °%¢ = 0 and try to solve for . As the operator d=0+A+ (I 4+ n)A satisfies
d? = 0, we have d([+ 1) = (0+ A)(I+1) = 0 (mod Z?) (where = 0 (mod Z?) means being mapped
to zero under °'h). Together with the fact that ([+1) = 0 (mod Z), we see that [(I+ )] represents
a cohomology class in (OPV*,Oa) ®c (Z/7?). Since d(1) = (I + 1), we deduce that [[+ y] = 0 in
PV, 1&) Now applying Lemma [4.18| or Remark (freeness of the Hodge bundle) to (%A*, 1d)
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gives the short exact sequence

0— H*("PV*) ®¢ (Z/T%) — H*(*PVE) — H*(°PV*) = 0
under the identification by the volume element w. We conclude that the class [[ + y] is zero in
H*("PV*)® (Z/T?) which means that ([+19) = (0+ A)(—¢) (mod Z?) for some ¢ € "PV°® (Z/I?),
and we have (I+t1) = (0 +t A)(—C) for some ¢ € "PVO[[t,t7 ] & (Z/T?).

Applying Assumption and using the technique from [65, Proof of Theorem 2], we can modify
¢ to satisfy ¢ € "PVO[[t]] ® (Z/Z?) (i.e. removing all the negative powers in t), and then we can
take 1o to be the image of ¢ in 'PVY[[]]. We further observe the Maurer-Cartan element !¢ can
be modified by adding any ¢ € ' PVY[[¢]] with £ = 0 (mod Z) and 1&,55 = 0 (mod Z?). Therefore we

can always achieve o +¢ = v (mod m + I?) by choosing a suitable & and letting ‘¢ + ¢ be the new

1@'

Suppose #~1¢ satisfying the Maurer-Cartan equation d (e't(k71¢)> = 0 (mod Z¥) up to order k—1

has been constructed. Take an arbitrary lifting ’f/—Tg/p in * PV[[t]] and let
ko .= "4 <e|t(k_1@)> = télt <k(§lt(ek_1“0/t)> (mod ZF*1).

[FO] represents a cohomology class in (OPV1[[t%,t_%] ® (TF/TF ), 0&). We again apply LemmaM
to obtain a short exact sequence

0 — H*(OPV*[[t2, ¢ 2] @ (TF/TFY)) — H*(*PV*([t2,t"2]) — H* ("' PV*[[t2,t"2]) — 0,
which forces [k O] = 0 as in the initial case. Hence, applying Assumption and using the technique
from [65, Proof of Theorem 2] again, we can find ¢ € "PVO[[t]] ® (Z¥/Z*') such that (°0 +
t(°A))(=¢) = 171(*0) and then set ¥ := k~1p 4 ¢ to solve the equation. O

5.2. Homotopy between Maurer-Cartan elements for different sets of gluing morphisms.
Theoremis proven for a fixed set of compatible gluing morphisms g = {* gap}- In this subsection,
we study how Maurer-Cartan elements for two different sets of compatible gluing morphisms g(0) =
{*945(0)} and g(1) = {¥g,5(1)} are related through a fixed homotopy h = {¥h,z}.

We begin by assuming that the data ® = (D) € CO(TW 11 h) and § = (Fa)a € CO(TWO, h)
for the construction of the operators D and A in Proposition are related to the data 9; and §;
for the construction of the operators 9; and A; in Theorem by the relations

rj(®) =0 @) =1
for j = 0,1, where r; : PV**(h) — PV**(g(j)) is the map introduced in Definition
Notation 5.7. Similar to Lemma we let £4 = Do(Dq) + %[@a,ga] and €, == Ay(Dy) +
Do (Fa) + [Da,Tal; (L£a)a and (€4)a glue to give global terms £ € PV?~Y(h) and ¢ € PV1O(h)

respectively.

We set D := D+ A+ (L4 €)A, which defines an operator acting on PV*(h) (and we will use )
to denote the corresponding operator acting on *PV*(h)). We have D*> = 0 as in Proposition .
We introduce a scaling |, : kPVp’q(h)[[t%,t_%] — kPVp’q(h)[[t%,t_%] defined by 1,(p) = tq_g_zgo

for p € KPVPI(h). Then we have the identity kf)t = télgl oklv)olt =*D -t A) 7 (Fe+t(ReE))A
as in Notation [51]
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Similar to Notatz'on we consider the complex ¥ PV5.(h)[[t]] (or formal power series or Laurent
series in t or t%) for any graded ring T = C[V*].

k

Lemma 5.8. The natural restriction map r; : (*PV*(h),"D) — (kPV*(g(j)),ka) is a quasi-

isomorphism for j = 0,1 and all k € Z>.

Proof. We will only give a proof of the case j = 0 because the other case is similar. We first consider
the following diagram

"LV (h) ®c (m/m*f———=FPV*(h) PPV () ——0

* * *

*1PV*(9(0) ®c (m/m*f—="PV*(4(0))—="PV*(9(0))—0

with exact horizontal rows. By passing to the corresponding long exact sequence, we see that it
suffices to prove that r : ("PV*(h),°D + °A) — (OPV*(g(O)),05 +9A) is a quasi-isomorphism.
In this case we have °h = id (mod m) and °g(0) = id (mod m), from which we deduce that
OPV*(h) = A*(A1) @c "PV*(g(0)) in which the operators are related by D + A = %5 + OA + ds,
where s is the coordinate function on the 1-simplex A and dy is the usual de Rham differential acting
on A*(A1). The quasi-isomorphism is then obtained using the homotopy operator constructed by
integration fos along the 1-simplex. Details are left to the readers. O

The following proposition relates Maurer-Cartan elements ¢g of the almost dgBV PV7.(g(0))][t]]
and those of PV7%.(h)[[t]].

Proposition 5.9. Given any Maurer-Cartan element

koo € *PV.(g(0)[[t]] as in Theorem there exists a lifting *¢o € *PV9.(R)[[t]] which is a Maurer-
Cartan element for each k such that "o = ¥ (mod ZF1) and tij(*p) = *po. If there are two
liftings (*@)r. and ")y of (F¢o)k, then there exists a gauge element *9 € *PV 1 (h)([t] for each k
such that rj(*9) = 0, ¥19 = *9 (mod TF+1) and eV xkp =y,

Proof. We construct ¢ by induction on k. Given a Maurer-Cartan element *~1p € ¥=1 PV.[[¢]]
such that r(*~1¢p) = *¥~1yg, our goal is to construct a lifting ¢ of ¥~ with r}j(¥p) = F .

By surjectivity of ®¥ 71 : ¥ PV (R)[[t] = *-LPV 1 (h)[[t]], we get a lifting k/_Tg/o of ¥=1p. From the
surjectivity of rf : FPVY.(h)[[t] — *PV$(g(0))[[t]] for any k from Lemma we further obtain a
lifting n of Fyg — rg(@) such that n = 0 (mod Z¥) in *PVY.(h)[[t]]. Then we set ,?(; = kf_@ +n
so that ré("f/g;) = Fp. Similar to the proof of Theorem we define the obstruction class

0 1= Myt ) = (D + 1(FA)Fp + L, R + (e 4 i)

in *PV L[] which satisfies **15(*0) = 0 and "D,(*0) = 0.
Considering the short exact sequences

"
To

—1
It

*%(’fpvyhf[tn,’“zﬁt)

K (P (B[t 3], *D) 2 (* PV (g(0) [t 2],



42 CHAN, LEUNG, AND MA

and observing that (¥, kﬁt) is acyclic, we conclude that *O € K. Hence we can find ¢ € K° such
that kjjt(C) =*0 and ¢ =0 (mod Z¥). Then ¥ := *¢ + ¢ is the desired lifting of ¥~1¢.

The gauge (’%9) can be constructed by a similar inductive process. Given *719, we need to
construct a lifting 9 € ¥ PV 2! (R)[[t]] which serves as a homotopy from ¥ to ¥ Again we take a

lifting ¥ satisfying ®*~1h(*9) = *~19 and ri(*9) = 0, and consider the obstruction

exp([F0, ) — 1

"0 :=Fyp — exp([*0, ) (") + —~ ("D +t(*A))*,
[k'ﬂ, ]
which satisfies *~1h(¥0) = 0 and r}(*0) = 0. We can find ¢ € 0PV [t @ (ZF /ZF1) with £j(¢) = 0
such that —(°D + t(°A))¢ = *0 and letting *9 := ¥9 + ¢ gives the desired gauge element. O

Given a homotopy h, we define a map Fj, from the set of Maurer-Cartan elements modulo gauge
equivalence with respect to g(0) to that with respect to g(1) by Fp ((Feo)k) = (rj(*¢))x with
kp e kPVQf[[t]]. Proposition says that this map is well-defined, and its inverse F;l is given by
reversing the roles of g(0) and g(1), so Fy, is a bijection.

Next we consider the situation where we have a fixed set of compatible gluing morphisms g =
{]’C Jap} but the complex kPV* is equipped with two different choices of operators "9 and ¥ A, k& and

FA’ whose differences are captured by elements v; € PV ~11(g) and vy € PV?9(g), as in Theorem
We write b = v + b9 and consider the complex A*(A1) ®c kPV* equipped with the differential

ke ke - t2
D:="d+da, +tio, ] + (t1(Fd+FA)0 + 5 [o.0]) A+ (dy A o)A,

where t; is the coordinate function on the 1-simplex A; and d,, is the de Rham differential for
_ 2
A*(A1). We let *Oy,, := (tl(k@ +FA)o + t71[0, v]) + (¥1 4 *y) and compute

(D)2 =(*0 + A +t1[v, )2 - [FOupp, 1+

dti A 0 (FOgy0) A —dtr A ("0 +*A)(0) + t1]o, 0])A

oty
k —
:[kotlvv ] - [kotw’ ] +dty A (( 0+ kA)(b) + tl[nv U])/\
—dty A (PO +FA)(b) + t1[v, b]))A = 0.
Repeating the argument in this subsection but replacing (¥ PV*(h), kﬁ) by (A* @c *PV*, kb) and
arguing as in the proof of Proposition [5.9] yields the following:

Proposition 5.10. Given any Maurer-Cartan element

koo € PPVI[[t]] with respect to the operators *8 and *A as in Theorem there exists a lifting
ko € A*(A1) @ FPVE[[t]] which is a Maurer-Cartan element with respect to the operators (kg +

_ 2
da, +t1[01,-]) and *A+ [vg,-] (meaning that ((’“a +da, +t1]o1,]) FEPA + [v2,]) + [Fo, ]) =0)
or each k satisfying 1o = ko (mod TFY) and ri(F@) = k. If there are two liftings (F)i and
¥ P o\ ¥ ¥ 14

*)i of (Fpo)k, then there exists a gauge element *9 € A*(A1) ® EPV[[t]] for each k such that
ri(*9) = 0, ¥ = %9 (mod TF) and ¥ xFp = *4.

Propositions 5.9 and [5.10] together show that the set of gauge equivalence classes of Maurer-Cartan
elements is independent of the choice of the gluing morphisms g = {kgag} and the choices of the
operators d and A in the construction of * PV%.[[t]].
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5.3. From Maurer-Cartan elements to geometric Cech gluings. In this subsection, we show
that a Maurer-Cartan (MC) element ¢ = (¥¢)ez>0 as defined in Definition contains the data
for gluing the sheaves ng’s consistently.

We fix a set of gluing morphisms g = {kgag} and consider a MC element ¢ = (¥¢)rez>0 (where
we take T = C) obtained in Theorem Setting ¢ = 0, we have the element ¥¢ := kp|i—o which
satisfies the following extended MC equation (5.2)).

Definition 5.11. An element *¢ € *PVO is said to be a Maurer-Cartan element in *PV* if it
satisfies the extended Maurer-Cartan equation:

(5.2) "ok ) + %[kqb, kol +Fr=o.

Note that (kPV_l’*[—l],ké, [-,-]) forms a dgLa, and an element *p € *PV—11 is called a classical
Maurer-Cartan element if it satisfies (5.2]).

Lemma 5.12. In the proof of Theorem the Maurer-Cartan element *p = *¢o +*pitt + .- +
Foith + - € *PVO[t]], where o = Fapg + Fopy + - -+ + Fopg with Fop; € *PV 4, can be constructed
so that ¥y = 0. In particular, *1p1 € *PV =11 is a classical Maurer-Cartan element.

Proof. We prove by induction on k. Recall from the initial step of the inductive proof of Theorem
that !¢ € 1 PVO[[t]] was constructed so that (15 +t(A) (o) =+ tly. As e 'PV12 and
Iy € 1PVO1, we have 15(1¢0) = 0. Also, we know 'A(14g) = 0 by degree reasons, so we obtain the
equation (15+t(1A))(1<p— Lipg) = H+t1y. Hence we can replace o by 1o — 14 in the construction
so that the desired condition is satisfied.

For the induction step, suppose that ¥t = ¥~1gg + g1t + ... € F1PVO with ¥y = 0
has been constructed. Again recall from the construction in Theorem that we have solved the
equation

_ ko _
(‘0 + (" a)) (@) = "dy (1" 0")
for 7 € *PVO[[t]]. We are only interested in the coefficient of t of the component lying in PV
k- _
on the RHS of the above equation, which we denote as [ d, (te’C lﬁ"/t”o. By writing * ¢y =

k=lp1 + -+ + =1y, using the induction hypothesis, we have

[ ()], =

kA k— _ 1ok _ _
K A1) + (") (o) + S M - Mt t(kn)> A exp(* lgo/t)] =0.
0

Therefore by writing 7 = (o + Cot' + - - -, and (o = & + - - - + & with & € *PV "% we conclude that

ké(fo) = 0 and hence (k5+t(kA))(§o) = 0. As a result, if we replace 7 by 7 —&p in the construction,
we get the desired element * for the induction step.

The second statement follows from the first because *¢g = F1p1 + - - - + F1)4 satisfies the extended

MC equation (5.2)). Then by degree reasons, we conclude that ké(kim) + %[’“1/}1, k@bl] +*k=0. O

In view of Lemma we restrict ourself to the dgLa (*PV~—1*[—1]) and a classical Maurer-
Cartan element kw c Fpy—L1. We write kw = (kwa)a where kwa S kTW;ldl with regard to the
Cech-Thom-Whitney complexes in Definition
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Since V,, is Stein and *G% is a coherent sheaf over V,, we have H>O(*TW%Y, [p],kga) = 0 for
any p (here [p| is the degree shift so that kTWﬁ’% is at degree 0). In particular, the operator
"D+ [Foa, -] + [F1pa, -] is gauge equivalent to k9, via a gauge element ¥, € kTW;}O;O. As FHly, =

F4h (mod m**1), we can further construct ¥, via induction on k so that **19, = *9,, (mod m*+1).

Given any open subset W C V3, we use the restrictions "ol € FTW=10(*G,|w), *95 €
FTW=19(*G4lw) to define an isomorphism *g.5 : *TW**(*G,|lw) — *TW**(*Gs|w) which fits
into the following commutative diagram

Jap

kTW*’*(kga ’W)
exp([*9a,]) exp([*9p,])

CTW*(“Galw), *0a) CTW*(*Gslw). D)

kTW*’*(kggfw)

gapB

here we emphasis that kgag identifies the differentials kéa and kég.

There is an identification *G% (W) = HO(kTWp’*(kQa|W)[p],kéa), enabling us to treat g,z :
kGx (W) — kgE(W) as an isomorphism of Gerstenhaber algebrasm These isomorphisms can then be
put together to give an isomorphism of sheaves of Gerstenhaber algebras kgag : kQZ]Va 5 kggm 5
Furthermore, the cocycle condition for the gluing morphisms * Jap (see Definition implies the
cocycle condition kgm o kg/gv o kgaﬁ =id.

Definition 5.13. A set of k-th order geometric gluing morphisms *g consists of, for any pair
Vo, Vs €V, an isomorphism of sheaves of Gerstenhaber algebras kgaﬂ : ’“gj;\vaﬁ — ’fgg|va6 satisfying
kgag = id (mod m), and the cocycle condition kgm o kgM o kgag = id. Two such sets of k-th order
geometric gluing morphisms g and *h are said to be equivalent if there exists a set of isomorphisms
of sheaves of Gerstenhaber algebras Fay, : *G* — ¥G* with *a, = id (mod m) fitting into the following
commutative diagram

kgaﬁ
"Gl "G5l

lkaa \Lkaﬁ
k

hog
"Gl "Gl

If we have two classical Maurer-Cartan elements *¢ and kzﬁ which are gauge equivalent via
*0 = (*0,)a, then we can construct an isomorphism exp(—[kﬁa, 1) o exp([Fb4,]) o exp([F¥a,]) :
(kTWZ’*,k(%) — (kTWZ’*,kéa) inducing an isomorphism *a, : *G*(V,) — *G*(V,) by taking
HO (kTWZ’*, kéa), so that the two sets of k-th order geometric gluing morphisms *g and *g associated

k

k ~
to F4p and "¢ respectively are equivalent via “a = (kaa)a. This gives the following;:

Proposition 5.14. Given classical Maurer-Cartan elements ¥y € FPV=L1 such that ¥ty =
Ky (mod m* 1) and *p = 0 (mod m), there exists an associated set of geometric gluing morphisms

kg for each k satisfying *t1g = Fg (mod m**1). For two classical Maurer-Cartan elements K and

k ~
¥ which are gauge equivalent via *0 such that *710 = %0 (mod m* 1), there exists an equivalence
ka, satisfying **1a = *a (mod mF*t1) between the associated geometric gluing data *g and kg

1\We thank Simon Felten for pointing out that this should be an isomorphism of Gerstenhaber algebras, instead
of just an isomorphism of graded Lie algebras.
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Lemma together with Proposition produces a geometric Cech gluing of the sheaves
kgg’s, unique up to equivalence, from a gauge equivalence class of the MC elements obtained in

Theorem [5.6

In the log smooth case, Example Example [5.5] Theorem Lemma and Proposition
together imply the following;:

Corollary 5.15. In the log smooth case (i.e. in the setting of Example , the complex analytic
space (X,Ox) is smoothable, i.e. there exists a k™-order thickening (*X,*O) over *St locally
modeled on ¥V, (which is d-semistable) for each k € Z>q, and these thickenings are compatible.

6. ABSTRACT SEMI-INFINITE VARIATION OF HODGE STRUCTURES

In this section, we apply techniques developed in [2| [1l B9, 48] to our abstract framework. Un-
der Assumptions (existence of opposite filtration) and @ (nondegeneracy of pairing), this
constructs the structure of a logarithmic Frobenius manifold (introduced in [58]) on the formal
neighborhood of the singular Calabi-Yau variety X in the extended moduli space.

6.1. Brief review of the relevant structures.

Notation 6.1. Following Notation let Ry = I&Hk Rr be the completion of RQ T. We will

abuse notations and use m, I and T to denote the corresponding ideals in Rr. As in Notation
we have a monoid homomorphism Q — ¥R sending m — ¢™ which equips *Rp with the
structure of a (graded) log ring (whose grading is inherited from that on T = Sym*(VV) associated
to graded vector space V). We also denote the corresponding formal germ of log spaces by kS;.

We define the module of log differentials over S; by
Yy = P U ecToc Sym(VV[-1)),
l1+1a=1

and write element in Sym*(VV[—1]) as dz; for some multi-index I. It is equipped with a de Rham

differential d satisfying the graded Leibniz rule, the relations d(¢™) = ¢™(dlogq™) for m € Q and

d(z) = dz for z € VY. We also define the k*-order module of log differentials ngf by quotienting
T

out ideal Jy, generated by Uy, 1,1 ps>ki1 mF @12 @ Sym=ks (VV[-1]). In particular we have kQ}g; =
(*Rr @c Ke[-1]) ® (* 'Ry @c VY[—1]) as *Ry module.
We also let ©4 = R ®c (K¢ @ V)[1] be the space of log derivations and kGST = ("R @¢
T T
K1) @ (* ' Rr®V1]) be the space of k*™-order log derivations, which is equipped with a Lie bracket

[-,:] and a natural pairing between X € k(%sf and o € kQ}gT .
T T

Similarly we can talk about Q*ST

and © gt by taking inverse limits.
T T

Definition 6.2. A log semi-infinite variation of Hodge structure (abbrev. <$-LVHS) over Rr

consists of triples (*H,*V, k(-, ) for each k € Z>y and *Rp-linear maps Rly bl = for k > 1,
where

(1) *H =*1* is a graded free * Rp[[t] module, called the (sections of the) Hodge bundle;

15Here we abuse notations by writing ¢™ in place of ¢™ ® 1.
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(2) ¥V is the Gauss-Manin (partial) connection of the form
(6.1) R R ( QL )®kR FH

which is flat and compatible with the maps ’lb S;
(3) () "M x *H — FRy[[t][~2d] is a degree preserving pairing which is compatible with the
maps *'b s,
satisfying the following conditions (when there is no danger of confusion, we will omit the dependence
on k and simply write V and (-,-) instead of *V and *(-,-)):

(1) (s1,s9)(t) = (=1)I5tl1s2l (55 51 )(— ) where |s;| is the degree of the homogeneous element s;;
(2) (f(t)s1,52) = (~1)lt {51, f(—t)s2) = f(t)(s1,52) for s; € *H and f(t) € *Re[[t]);
(3) Vx(s1,s2) = (Vxs1,82) + (— )|51|(|X|+1)<51 Vxsa) for X € ’“@S;,

(4) the induced pairing g(-,-) : ("H/t*H) x (*H/t*H) — *Ry[—2d] is non-degenerate.

Definition 6.3. Given a $-LVHS ("H*,V,(-,-)), a grading structure is an extension of the Gauss-

Manin connection V along the t-coordinate
V,o "H =t H),
ot
which is compatible with the maps ®'’s and such that Vx, Vtag] =0, i.e. it is a flat connection on
t
kS:T'F x (C,0). We further require the pairing (-,-) to be flat with respect to Vtag in the sense that
t

t%@l, S9) = (Vt%81782> + (s1, Vt%szf
Notation 6.4. Let "H := H®C[[t”(C[[t t=1] be a module over ® Ry [[t, t™Y] equipped with the natural
submodule *H . 1= *H C *H which is closed under multiplication by *Rr|[t]. There is a natural
symplectic structure *w(-,-) : ¥Hi x *Hy — ¥Ry defined by Fw(a, B) = Resi—o(a, B)dt.

Also let Hy = lim, kU, which is a module over m,t\_l] = lim, FRr[[t,t7'], equipped with
a Rrpl[[t]] submodule Hy := lim, . and the symplectic structure w := lim, kw. We also write

RT[t_l] = l&lk kRT[t_l].

Definition 6.5. An opposite filtration is a choice of *Rp[t™'] submodule *H_ C *Hy for each
k € Z>o, compatible with the maps Flbos and satisfying the following conditions for each k:

(1) "H, o FH_ = Hy;

(2) Vx H_ C*H_ (resp. Vx*"H_ C*H_) for X e "Ry @ KY (resp. X € " 1Ry @ V);
(3) k3 _ is isotropic with respect to the symplectic structure kw(‘, ;5

(4) *H_ is preserved by the Vt%.

We also write H_ = lglk by

Given an opposite filtration H_, we have a natural isomorphism (cf. [26], [47])

(6.2) MH M) 2 R ne(PH) = e (PH ) P H
for each k, giving identifications
(6.3) 7 M (R @ ClIE) - A,

Here f(—t) € *Ry[[t]] is the element obtained from f(t) by substituting ¢ with —t.



GEOMETRY OF THE MC EQUATION NEAR DEGENERATE CY 47

(6.4) TR Nt MH ) @c CltT — t(MH o).
Using arguments from [47], we see that

FHontFH),*Hy nt(*H_)) € *Rp and (FH_ *H_) e FRp[t™ 2.

Morally speaking, a choice of an opposite filtration H_ gives rise to a (trivial) bundle H over
5’} x P!, where t is a coordinate on P!, as follows. We let the sections of germ of *H near * S} x (C,0)
be given by *H,, and that of *H over kS; x (P'\ {0}) be given by t(*H_). Then and
give a trivialization of the bundle *H over kSr} x P! whose global sections are ¥, Nt(*H_).

The pairing (-, -) can be extended to 5‘; x P! using the trivialization in , and V extends to

give a flat connection on S“;rw x P! which preserves the pairing (-, -), has an order 2 irregular singularity

at t = 0 and an order 1 regular pole at ¢ = oo (besides those coming from the log structure on S'T)
The extended pairing and the extended connection give a so-called (logD-trTLEP(w))-structure [58].
Finally, let us recall the notion of a miniversal element from [58].

Definition 6.6. A miniversal section £ = (kf)kezzo is an element *¢ € *H ., N t(*H_) such that
(1) H1€ = K¢ (mod TH7);
(2) Vx*¢ =0 in t("H_)/*H_ (resp. t(*YH_)/* 1) for X € FRr @ KY (resp. X €
M1Rr @ V) for each k;
(3) Via ke =r(*€) for each k on t(*H_)/*H_, with the same r € C;
t

(4) the Kodaira-Spencer map KS : K¢ @V — "M, /t(*Hy) given by KS(X) = tVxE is an
isomorphism.

By [58, Proposition 1.11], an opposite filtration H_ together with a miniversal element £ give the
structure of a (germ of a) logarithmic Frobenius manifold.

6.2. Construction of a F-LVHS. Following [2, 1} 39} 48], we will construct a %*-LVHS from the
dgBV algebra * PV%.[[t]] in Notation [5.1{ and its unobstructed deformations.

Condition 6.7. For the 0"-order Kodaira-Spencer map °V([w]) : K¢ — FZ4"1HC defined after
Pmposition we assume that the induced map °V ([°w]) : Kt — fzd*lHO/}"Zd_%Ho is injective.
We fix the choice of the graded vector space V* := Grx(H*)/Im(°V ([°w])).

For example, in the log smooth case (Example [2.10)), injectivity of °V([°w]) can easily be verified
using the cohomological mixed Hodge complex (Ac, F, W) in Example [5.5

Notation 6.8. From Lemmal[{.1§ and Remark[5.9, we define the relative de Rham complex with
coefficient in T' as ﬁA* = (ﬁ.A ®c T) ®@r, (Rr/IFTY) and, for each k, consider H*(ﬁAT)[[t%,t_%]

which is free over kRT[[t%,t_%}.

Since the ring T is itself graded, for an element ¢ € (FPVP1® T)/IF c KPVp (resp. a €
kAP @ T) /TFY c K Ap), we define the index of ¢ (« resp.) as p+ q and denoted by @ (resp. @).
I I

6.2.1. Construction of H.

Definition 6.9. We consider the scaling morphism

o HE PVl 71, ) — B (FA7)[[t3,t 73],
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and define (the sections of) the Hodge bundle over °ST to be “H, := It(H*(OPV[[t]],Oat)), as a
submodule of *Rr[[t] = C[[t]]. We further take

"Hy = Im(l)[t ) = P (Hd+e”(ﬁ,4)[[t, t @ Hd+0dd(ﬁ,4)[[t,t—1]t%) kg "R

(resp. Hy = lim, . ), as a module over ¥Ry ([t,t™1] (resp. m)

Given a Maurer-Cartan element ¢ = (F¢)y as in Theorem note that H*(kPVT[[t]],ké +
t(*A) + [Fp,-]) is again a free module over *Ry([t]]. We define

4 = {(() A O R0 | ae APV L[] 0 +(*A) + [, )
as the *Rp[[t]] submodule of *H . Similarly, we let H, = Jim, *H . be the Ry[[t]] module.
Remark 6.10. Notice that

d
O/Hglr—i-ev _ @ (]_—Zr N Hd-i—ev((‘)‘.A)) C[[t]]t—r—i—d—l’
r=0
d—1
"Lt = @ (FErE  HT A ) Cll)e O
r=0
in relation to the Hodge filtration given in Definition and hence "H/t("H) = Gre(H* (ﬁA)) as
vector spaces.

We define the Gauss-Manin connection by taking ¥V as in Definition for X € "Ry @ KY.,
and extend it to k@s; by setting ka% = f% for f% e*1Rr@V.

Lemma 6.11. The *Ry[[t] submodule ¥, is preserved under the operation t(*Vx) for any X €
kGSTT‘ Therefore, we obtain V : ¥H, — %(kﬂklg}) Ok, R

Proof. Tt suffices to prove the first statement of lemma. We begin by considering the case & = 1 and
restricting the Maurer-Cartan element F¢ to the coefficient ring *R (because the extra coefficient
T is not involved in the differential *d for defining the Gauss-Manin connection in Definition .
Note that I,(1) A e't(k‘P)_:(kw) = It(ekwt_: Fw). Take a lifting w € §A0 /5 A%0 of the element *w for
computing the connection k¥ via the sequence . Direct computation shows that

d <It(ek‘p/t4W)> =t 2l (Z dlog¢™ ® ek(’p/t_l("l/h‘_l kw)) = Z dlog q™ @t~ (Ip(vy) A e't(k“"))J R

for some m; € K and ; € *PV*[[t]]. Since (I;(¢;) A" (")) k0w € ¥, we have ¥V (e't(%)J(ku)D €

%(kﬁéf) Rk R) (*#4). For the case of (lt(a) A e't(k@)_nkw, we may simply introduce a formal pa-

rameter € of degree —|a| such that €2 = 0, and repeat the above argument for the Maurer-Cartan
element ¥ + eav over the ring *R[e]/(€?). O

6.2.2. Construction of H_. The 0"-order Gauss-Manin connection in Definition induces an
endomorphism N, :=°V, : H*(YA) - H *(ﬁ.A) for every element v € KV. The flatness of the Gauss-

Manin connection (Proposition [4.14]) then implies that these are commuting operators: N,, N,, =
Ny,Ny,.
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Assumption 6.12. There is an increasing filtration Wg.H*(ﬁA)
{0} CWeo C--- CWep C--- CWa=H'(JA)
indexed by r € %ZZOE which is

e preserved by the 0" -order Gauss-Manin connection in the sense that N,W, C Wy_1 for any
veKY, and
e an opposite filtration to the Hodge filtration F=* in the sense that F=" @ We, 1= H*(ﬁA).
— 2

Example 6.13. In the log smooth case (continuing Example , we have Deligne’s splitting
HI(AL) = D, %" on each HY(AL) satisfying We,—; = DBy, I and For = D, 7. Since
the nilpotent operator N, is defined over Q such that N,\W<, C W<,_o, we deduce that N,I%' C
Is=44=1 . As the Hodge filtration .7:2°HZ(A(*&) n Deﬁnition is related to FE'HZ(A("C) by a shift:
Feregt = F=r, letting W_, _1-a = @,, I*" and W<,(H*(A})) := @, W<,(H'(A})) gives an
opposite filtration satisfying_AssZmption .

Under Assumption the commuting operators IV,’s are nilpotent.

Lemma 6.14. Under Assumption there exists an index (introduced in Notation and degree
preserving trivialization

7 H*(ﬁA) ®c Ry — E*/(H_A\T)
which identifies the connection form of the Gauss-Manin connection V with the nilpotent operator

N, i.e. for any v € K¢, we have V,(s ® 1) = N,(s) ® 1 for s € H*(ﬁA)-

Proof. Since the extra coefficient ring 7' does not couple with the differential d, we only need
to construct inductively a trivialization ¥ : H *(ﬁ.A) ®@c*R — H *(ﬁA) for every k such that

k+1 = k5 (mod m**+1) and which identifies *V with the nilpotent operator N.
To prove the induction step, we assume that #*~13¢ has been constructed and the aim is to construct
its lifting *s. We first choose an arbitary lifting *sc and a filtered basis e, ..., ey, of the finite

dimensional vector space H *(ﬁA), meaning that it is a lifting of a basis in the associated quotient

Gryy (H* (ﬁA)) We also write ¢é; for ¥3(e; ® 1). With respect to the frame €;’s of H* (ﬁA), we define

a connection V with @V(éi) = Zj(N,,)g (€;) for v € K{, where (N,,)g’s are the matrix coefficients
of the operator N, with respect to the basis {e;}. We may also treat N = (NZJ ) as Kc-valued
endomorphims on H* (ﬁ.A).

From the induction hypothesis, we have -V =0 (mod m*) and hence (*V — @)(éz) =
Do 2oy Q™ € OﬁlsT ®c H*(ﬁA) ®@c (m*/m**1). From the flatness of both *V and V, we notice

that (dlogg™) Ao’ . =0 and hence o/ . = ¢! .dlog ¢™ for some constant ¢/, € C for every m and
j. We will use ¢, to denote the endomorphism on H *(ﬁA) whose matrix coefficients are given by

em = (c,;) with respect to the basis e;’s.

1"\We follow Barannikov [1] in using half integers r € 7 as the weights for the filtration W<,; multiplying by 2
gives the usual indices W<o C --- C W<, - -+ C W<aq with r € Z.
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As a result, if we define a new frame égo) =& — Zm,j cfmequ and a new connection V(© by
S(0) (0 i ~(0
VI(E?) = 3, (M,)1(E"), then

7 (2
(V= VO)E™) = 3 lem, N (e))a™,
j7m
where [c;,, N]| is the usual Lie bracket with its Kc-valued matrix coefficient given by ([¢;n, N H) =
¢/ NI—¢ N7 Once again using flatness of both *V and V(O) we get some constant c( ) such
ml~ "t mit Yl g g g
that cm,Nj =4 )jdlogq . Taking an element v, € K with (m, v, 0, we obtain 07%) =
i Cmi C
]. Now if we define a new frame égl) = égo) =D im 07(72] etq™ and a new connection

VUm

v )( ) > N] , then we have ¢\ ) = (mlym)[c%),]\fl,m] = m[[cm,Nym],Nym] such that
ol dlog g™ = [cn ),Nym]

(mt/ )[CmvN

Repeating this process we get a frame {éz(?d)}. Setting V(2d)(él(-2d)) =2 Nijég-2 we get c2drl)
W(_[N”m’ 1?4+ (c,n) = 0. Therefore letting *s(e;®1) = él(?d) gives the desired trivialization
for the Hodge bundle. (|

With Assumption [6.12] we can take a filtered basis {e,.; }o<or<aq of the vector space H*(OA) such
0<i<m,

that e,; € W<, N (Hd+e”(ﬁA)) if r € Z and e,;; € W<, N (Hd“dd(o.A)) if r € Z+3, and {ei Yo<i<m,
forms a basis of W<,/ W, 1

Definition 6.15. Using the trivialization s in Lemma we let ¢ 1= (e ® 1), as a section

of the Hodge bundle H*(ﬁAT). The collection {e,,;}, which forms a frame of the Hodge bundle, is
called the set of elementary sections (cf. Deligne’s canonical extension [12]).

Note that the index of ¢,.;, introduced in Notation is the same as that of e,.;.
Lemma 6.16. If we let

d
OIH(i-‘rev — @ (Wgr N Hd—i—ev (l(l)A)) C[t—l]t—r+d—2 C OHt:it-&-ev’

r=0
d—1 )
0qyd-+odd . _ @ (W<r+1 n Hd+odd(HA)> Clt Y|t (r2)+d=2 - Ogydtodd
r=0
and use OH_ = OHITe @ Ofdtodd s the Clt—'] submodule of “H, then there exists a unique free

Ryt~ submodule H_ = Ijmk kH_ of Ha, which is preserved by Vx for any X € éST and satisfies
T
MU =*H_ (mod V).

Proof. For existence, we take a set of elementary sections {e,,; }o<2r<24 as in Definition [6.15| We can
0<i<my

take the free submodules kW‘g:e” = ®l§r @Oging KRy - L, de-i—odd @Kr ®O<z<m kRT )
€ Ly of H*(ﬁAT) and let

ka_ = @ kwtg:ev(c[ t r4d— 2@ @ de+odd(C ]tf(r+%)+d,2
Osr=d 0<r<d-1

be the desired V x invariant subspace.
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For uniqueness, we will prove the uniqueness of kRT[t_l] submodule *#_ of ¥ for each k by
induction. Again since the coefficient ring 7" does not couple with the differential d, we only need to
consider the corresponding statement for Hodge bundle over *R. For the induction step we assume

k —~
that there is another increasing filtration W<, of H *(ﬁA) satisfying the desired properties such
k—~
that they agree when passing to H *(k_ﬁ.A). We should prove that W<, C kWST for each r.

k—~— 0~
We take r € %Z with Wx, # 0. The proof of Lemma [6.14] gives a trivialization W<, ®c kR —

k—~ ~ . . . . . .
W, using the frame {¢,,;} which identifies kv with N ; in particular we must have r > 0. Let

k—~
lr > r be the minimum half integer such that W<, C kWSZT, and take the frame {e;,; }o<21<2;, for
0<i<my
the submodule ngl,» Then we can write

Er;i = Z fl;iel;i + Z fl;iel;i

0<2i<2r 2r+1<21<2I,
0<i<my 0<i<m

for some f,; € ¥R with fri =0 (mod m”) for r + % <.
We start with r = 0 and assume on the contrary that lop > 0. As ¢ = Y gcicpm, foitoi +
> 1<2<2ly fiieri, applying the connection kY gives

G<i<my
0= Z O(fosi)eosi + Z O(fri)ers + Z J:iN (e14).

0<i<mg 1<21<21ly 1<21<2ly
0<i<my 0<i<m,

Passing to the quotient kWSZO/kW<l 1 yields 0 = > 1<i<i, O(f;i)¢;; which implies that f;; = 0
0<z<ml
for I > 1 and hence Iy = 0. By induction on r, we have W<r7; C kW<r7; by the induction
=73 =73
hypothesis. We assume on the contrary that [, > r and consider

N(Ey) = Z MV (frieni) + Z O(fri)eri + Z JriN (erz;).-

0<21<2r 2r+1<21<2L, 2r+1<21<21,
0<i<my 0<i<my 0<i<my

This gives 0 = Y opt1<21<21, O(f1:i)er; when passing to the quotient kW<lT/kW<l _1 and thus
— — —_ —=ir 2

0<i<my
fri=0forl >r+ % This gives I, = r, which is a contradiction and hence completes the induction
step and the proof of the lemma. O

Remark 6.17. Lemma says that the opposite filtration H_ is determined uniquely by °H_
which is given by the opposite filtration in Assumption [6.13 In the case of mazimally degenerate
log Calabi- Yau varieties in QZ we expect the weight filration in [29, Remark 5.7] determined by the
nilpotent operators N, ’s to be the only oppostie filtration satisfying Assumption[6.13

6.2.3. Construction of the pairing {-,-). The next assumption concerns the existence of the pairing

(-, in Definition
Assumption 6.18. We assume that

. H*(OA Od) is nontrivial only when 0 < x < 2d;
. Hp’>d(0./4 0)=0 forall0<p<d;
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e there is a trace map tr : Hd’d(ﬁA,Oé) = sz(ﬁA,od) — C, so that we can define a pairing
Op(" ) on H*(ﬁAa Od) by
Op(a, B) :=tr (a A B)
fora, € H*(ﬁA, °d);
e the filtration W<, is isotropic with respect to Op(-,-), that means Op(WSS,WST) = 0 when
r4+s<d;
e the trace map tr and the corresponding pairing °p(-,-), when descended to Grz(H* (ﬁA)), are
non-degenerate.
Example 6.19. In the log smooth case (continuing E:mmple and Example , we use the trace
map tr defined in [23, Definition 7.11], which induces a pairing °p : H*(Q}T/Osf)@)H*(Q}t/OST) —C
by the product structure on Q}T/OsT ; this was denoted by Qp in [23, Definition 7.13]. The pairing
is compatible with the weight filtration W<, on H*(Q}T/OSQ by [23, Lemma 7.18] and is defined

over Q by [23, Lemma 7.14], which implies that the opposite filtration Wee is isotropic with respect
to °p. Furthermore, non-degeneracy of “p follows from that of the induced pairing (-,-) on L¢ =
Gy (H* (Q}T/Osf)) defined in [23), Definition 8.10], which in turn is a consequence of [23, Theorem

8.11] (where projectivity of X was used).

We will denote by tr : H*(ﬁA) — C the map which extends tr : sz(ﬁA) — C and is trivial
on H<2d(ﬁA). Note that by definition F=* is isotropic with respect to the pairing %p(-,-), i.e.
Op(F=r, F2%) = 0 when r + s > d. We have tr(N,(a)) = 0 for any o € H*(ﬁA) and v € K{.

Lemma 6.20. Suppose we take the subcomplex ﬁA*’>d — ﬁA*’*, then natural induced map between
the cohomology group H* (ﬁA*’>d) — H* (ﬁA**) is a zero map for each k.

Proof. We prove by induction on k that the induced map on cohomology is zero. For k = 0 it
follows from second requirement in Assumption together with the Hodge-de Rham degeneracy
Assumption For induction step we consider the commutative diagram

H*(ﬁA*’>d) ® mk/mk—l H*(ﬁA*’>d) H*(k_ﬁA*’>d).

| l

H*(ﬁA*’*) ® mk/mkfl H*(ﬁA*’*) H*(k_ﬁA*’*)

Exactly the same argument as in §4.3.2| tells us that the cohomology H*(ﬁA*’>d) is also a free R
module, which means the first row 1s exact. Therefore the two rows in the above diagram are exact.
We conclude that the vertical map in the center is zero from induction hypothesis that the other
two vertical maps being zero. O
Definition 6.21. Using the elementary sections {e,;} in Deﬁm’tion we extend the trace map
tr to the Hodge bundle H* (ﬁA)[[t%,f%] by the formula

tr(fer;i) = ftr(e’/‘;i)

for f € kRT[[t%,t_%], and extending linearly.

1

We also extend the pairing °p to H* (ﬁA)[[m,t‘é] by the formula

p(f(t)er;iag(t)el;j) = (_1)|9H€r;z‘|f(t)g(t> Op(e’r;i; el;j)7
for f(t),q(t) € kRT[[t%,t_%], and extending linearly.
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Finally we define a pairing (-,-) on H (”.A)[[t2 ,t72] by the formul

(a(t), B(D)) = (=)W= (1), B(-1)),
for a(t),B(t) € (‘.A)[[ t_%], where B is the index of
B e H*( A)[[t t2, 7%] (see Notation. This naturally induces a pairing on *Hi C H*(ﬁA)[[t%,f%].
Lemma 6.22. We have the identification p(«, 5) = tr(a A B) between the pairing and the trace map
in Definition [6.21 Furthermore, the pairing p is flat, i.e.
X(p(a, B)) = p(Vxa, B) + p(e, VxB)
for any o, B € H*(ﬁA) and X € k@s;

Proof. Using the short exact sequence
0 — Kc ®c A [-1] = §A*/5A" = A" = 0
which defines the k*-order Gauss-Manin connection ¥V, we have the flatness of the product:
F(anB) = (Va) A B+ (-1)¥a n (FVp).
To prove the identity p(a, 3) = tr(a A 8), we choose a basis {e,;} of H*(°.A) and the corresponding
elementary sections {e,.;} as in Deﬁnition We claim that the relation e,; Ae;; = > sk cifz sk

holds for some constant ¢’ lz ;€ C. This can be proved by an induction on the order k, followed

by an induction on the leX1cograph1cal order: (r,0) < (r',I')if r <7’ or r =7" and | < I’ for each
fixed k. So we fix r,[ and 1, j, consider the product e,,; A ¢;;;, and assume that the above relation

holds for any (r',1') < (r,1). Writing e,; Ae; = > cs?kes;k—l—zs;k > gmemt bfﬁkes;kqm and applying
the Gauss-Manin connection gives kV,,(em- Nepj) = (Nueri) A e + eri A (Nyegj). The induction
hypothesis then forces > ;> memk bfﬁkes;kqm = 0. As a result we have p(e,.j, e.;) = tr(e,; A eg;5)
and the general relation p(a, 8) = tr(a A 3) follows. Flatness of the pairing p now follows from that
of tr. 0

Lemma 6.23. The pairing in Definition satisfies (s1,s2) € FRr[[t]] for any s1,s2 € "M,
and (s1,$2) € /ICRT[zf_l]t_2 for any s1,s0 € "H_. Furthermore, it decends to give a non-degenerate
pairing g(-,-) : *Hy [e("HL) x FHy (M) = FRe[—2d].

Proof. From the description in Definition for *H. we first notice that the pairing (-,-) takes
value in * Rp[[t,t =] when restricted to ¥H{.. The statement for *H_ follows from flatness of pairing
with respect to Gauss-Manin connection in the above Lemma the fourth item in Assumption

and the explicit description of °%_ from Lemma

For the statement on ¥, we take two classes of H *( A7)t t3, 7%] represented by
|t(aek“"/t)_|kw, It(ﬁek‘p/t)_nkw € .AT[[ t3,t %]

for some elements «, 8 € kPVi}[[t]]. We consider the expression
(—1)*2d g ((It(a(t)ek‘p(t)/t)_nkw) A (|_t(5<—t)e—"v<—t>/t)J’%u)) ,

18This expression is motivated by [I].
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where & refers to the suitable exponent of (—1) appearing in the third formula in Definition
For computing the trace we can write

(—1)ke>d ((Ida(t)ewt)% Fw) A (I_g(B(—t)e™ P71 kw)) = p (1) + p_(t7Y),

2d

where the subscript (-),, refering to the index 2d part, py(t) € ﬁAT[[t%H and pu_(t) € ﬁAT[t_%}.
We claim that p_(t) € kA* >d[t 2] and it is zero in the cohomology group H*( Ap)|[t t3,t72

t~2] using
Lemma [6.20 If the clalm is true then we can conclude that
(Ie(ae" /) sk 1,(Be" ¢ s Fw) = tr(p (1)) € *Ro([1]).
[T, Proof of Proposition 5.9.4] gives the following formula
(6.5) (~1* (((a(t)e ?0/1)3 ) A (L(B(—t)e” P ) =
((at) A Byl =0 by k) 4x(t),

=
=
[¢]
=
@
H
—~
=
m
==
b
~.*
V
QU
"~
[
\'PF
l\)\»—‘

~2]. Since we have

/N

(a(t) A B(—t)e" O by n k) e hrft]
we prove the claim.

For non-degeneracy it suffices to consider the pairing for °%,, which follows from the non-
degeneracy condition in Assumption [6.18 g

The above constructions give a $-LVHS (H4, V,(-,-)) together with an opposite filtration H_
satisfying (1)-(3) in Definition It remains to construct the grading structure.

6.2.4. Construction of the grading structure.

Definition 6.24. For each k, we define the extended connection V, 2 acting on H*(HAT)[[ t2, 2]
by the rule that Vta@(s) = 2545 for s € H*(ﬁAT) and V, o (fs) = tat(f)s + f(Vtag( s)).
t t
Proposition 6.25. The extended connection V is a flat connection acting on ¥H, i.e. we have
[Vtag,VX] = 0 for any X € k@ST. The submodule *H_ is preserved by Vta@ and we have
t T t

V,o (Hy) Ct Y*H,). Furthermore, the pairing (-,-) is flat with respect to V, o .

ot ot

Proof. Beside V, 0 (H4) C t71(*H.), the other properties simply follow from definitions. Take
ot
o € *PV[[t]] and consider (Ii(a) A ("9} %y, Then

V,0 (h(c) AP Fy = (7,0 1(a)) A "9 +1,(a) A (V2 1:(*0)) A e ("e)y Ky,
t

ot ot

Since we can write both Vtaglt(a) = 1;(B) and Vtaglt(kgo) = ly(v) for some B,v € PV 7[[t]], we may
t t
rewrite

Y, (1) A ) R = ((1(8) + ¢ el A 7))e ) S,

which gives the desired result. O
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6.3. Construction of a miniversal section.

Notation 6.26. Consider the cohomology class ["w] € FZ4N Weq. We let k1 be the extension of
the cohomology classes [Pw] € t(*H ) Nt2("H_) by first expressing it as a linear combination of
the filtered basis ["w] = Zr;i Crii€rii, and then extend it by elementary sections in Deﬁnitian to

tQ(kH,) using the formula ¥y = Zr;i Criiersi for each k.

Notation 6.27. By our choice of the graded vector space V* = Gr]:(H*(ﬂ.A))/Im(OV([Ow])) in

Condition we further make a choice of a degree 0 element 1 € °PV[t]] ® VY such that its
cohomology class [l;(1)]|i=0 € (“Hi/t("Hy)) @ VY = Grf(H*(ﬁA)) ® VY maps to the identity
element id € V@ VV under the natural quotient Gr]:(H*(ﬁA)) RVY - Ve VY.

Definition 6.28. For the b chosen in Notation let o = (K@), be the corresponding Maurer-
Cartan element constructed in Theorem . Then (t_le't(k¢)4kw s called a primitive section if

k
it further satisfies the condition

tt (e't(k“”)J o — ku) erH_
for each k, where Fw is the element constructed in Proposition .
Proposition 6.29. We can modify the Maurer-Cartan element ¢ = (F¢);. constructed in Theorem

by ¢ — @ +t¢ for some ¢ = (PO € Jim, *PVY.[t]] to get a primitive section. Furthermore, H
18 unchanged under this modification.

Proof. The proof is a refinement of that of Theorem by the same argument as in [I, Theorem
1]. O

The following theorem concludes this section:

Theorem 6.30. The triple (*H.,V,(-,")) is a F-LVHS, and kU _ is an opposite filtration. Fur-

thermore, the element kﬁ = tile't(kﬂp)_n(kw) constructed in Proposition s a miniversal section
in the sense of Definition 6.0,

Proof. It remains to check that £ is a miniversal section. We write £ = @k k¢ and prove the
condition for each k. First of all, we have *¢ € *H . n¢(*#_) from its construction, and that
Fe =t (Fp) in t(*H_)/*H_. So V,(*¢) = t7(V,)(Fu) = t7IN,(Fu) € *H_ for any v € K.
We have computed the action of V, 2 in the proof of Proposition and the formula gives
Vt%(flelt(k@)) € (1—d)e"“®) 4 (*3{_). Therefore we have Vt%(ké) =1 —d)(*¢)in *H_)/ *H_.
Finally, to check that the Kodaira-Spencer map is an isomorphism, we only need to show this for

OS;, which follows from our choice of the input v for solving the Maurer-Cartan equation (5.1) in
Theorem [5.6] O

Example Example and Theorem together gives the following corollary.

Corollary 6.31. There exists a structure of logarithmic Frobenius manifold on the formal extended
moduli S;ﬂ near the log smooth Calabi-Yau variety (X, Ox) in Example .

Remark 6.32. Following [1, 48], we can define the semi-infinite period map P : 5’} —tH_/H_ as
B(s) := [P 0w — p). In the case of mazimally degenerate log Calabi-Yau varicties studied in
[29], we expect this gives the canonical coordinates on the (extended) moduli space.
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7. SMOOTHING OF MAXIMALLY DEGENERATE LOG CALABI-YAU VARIETIES

In this section, we apply our results to the case of maximally degenerate log Calabi-Yau varieties
studied by Kontsevich-Soibelman [45] and Gross-Siebert in [28, 29, [30]. We will mainly follow |28, 29]
and assume the reader is familiar with these papers.

Notation 7.1. The characteristic 0 algebraically closed field k in [28] is always chosen to be C. We
work with a d-dimensional integral affine manifold B with holonomy in 7% x SLy(Z) and codimension
2 singularities A as in [28, Definition 1.15], together with a toric polyhedral decomposition P of B
into lattice polytopes as in [28, Definition 1.22]. Following [28|, we take Q = N for simplicity. We
also fix an open gluing data s as in Definition |28, Definition 2.25] for the pair (B,P) satisfying the
lifting condition in [28, Proposition 4.25].

Assumption 7.2. We assume that (B, P) satisfies the assumption in [29, Theorem 3.21] (in order
to get Hodge-to-de Rham degeneracy using results from [29] ).

Definition 7.3. Given (B, P,s), we let (X,Ox) be the d-dimensional complex analytic space given
by the analytification of the log scheme Xo(B,P,s) constructed in |28, Theorem 5.2]. It is equipped
with a log structure over the Q-log point °ST.

We denote the log-space by XT if we want to emphasize the log-structure. Let Z C X be
the codimension 2 singular locus of the log-structure (i.e. X' is log-smooth away from Z) and
j: X\ Z — X be the inclusion as in [29].

7.1. The 0*"-order deformation data. Following the notations from [28, 29], the 0*"-order de-
formation data in Definition 2.9]is described as follows:

Definition 7.4. e the 0"-order complex of polyvector fields is given by the pushforward of the
analytic sheaf of relative polyvector fields °G* = j.(\~* ®XT/OST) equipped with the natural
wedge product;

o the 0%"-order de Rham complex is given by the pushforward of the analytic sheaf of de Rham
differential forms °K* := j*(Qﬁ(T/(C), equipped with the de Rham differential °0 = 0 as in
[29] first paragraph of §3.2];

e the volume element "w is given via the trivialization j*(le(T/Ost) >~ Ox by [29, Theorem

3.23], and then the BV operator is defined by °A(p). % :=29(p1w).

The map Yo' : 0%, @c (9K*/IK*[-r]) — PK*/,,9K* given by taking wedge product in
Jx (%4 /<C> is a morphism of sheaves of BV modules.

To show that the data in Definition [7.4] satisfies all the conditions in Definition [2.9, we need to
verify that °G* and °C* are coherent, Yo is an isomorphism and there is an identification ﬁlC* =
0K ) VK =~ j*(Q}T/OsT). Let us briefly explain how to obtain all these from [29].

Notation 7.5. Following [29, Construction 2.1], we consider the monoids Q, P, the corresponding
toric varieties V = Spec(C[P]) and V = Spec(C[Q]) and the associated analytic spaces V.=V and
V = V¥ respectively. V is equipped with a divisorial log structure induced from the divisor V, and
V is equipped with the pull-back of the log structure from V. [29, Theorem 2.6] shows that for every
geometric point T € Xo(B,P,s), there is an étale neighborhood W of T which can be identified with
an €tale neighborhood of V as a log scheme in the sense that there are étale maps

wW

Vv Xo(B,P,s).
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Taking analytification of these maps, we can find an open subset (or a sheet) W C W mapping
homeomorphically to both an open subset in V" and an open subset in V C X.

The desired statements are local on X, and we work on the local model V. As in [29] proof of
Proposition 1.12], we let V be the log scheme equipped with the smooth divisorial log structure

induced by the boundary toric divisor Spec(C[0P]). Then we have ]*(Q\a}f/z:) > Jx (Q%}f/’é) Wz =

(nglfg;c) v, where the notation Q*&* refers to algebraic sheaves. From these we obtain the identifica-

an an
tion [j*(Qil/lfg;C)} = j*(Q;T/C) which globalizes to give [j*(Qig%ZB,P,s)T/C)] = j*(Q}T/(c)v and simi-
. lg,* an . . lg,* . lg,*
larly, |Ju( Q3 pgiost)| = 3+(Qr o) Because both ju(Q3E 5. 1/c) and 4+ (@ o 01)

are coherent sheaves, so are °G* and °C* via the analytification functor. Taking analytification of
the exact sequence

0N 1 . lg,* . lg,* . lg,*
0= Qi ©c Ju (x5 p gyt 0571 = (U mp sy c) = 3 pgy1 j0s1) = 0

in [29 line 4 in proof of Theorem 5.1], we see that Yo is an isomorphism and we also obtain the

identification ﬁlC* = 0K/ = 4, (Q}T/Osf)'

7.2. The higher order deformation data. From Notation , we have, at every point € XT,
an analytic neighborhood V together with a log space VI and a log morphism 7 : VI — ST such
that the diagram

(7.1) ve vt

Lk

Ogtc . gf

is a fiber product of log spaces. We fix an open covering )V by Stein open subsets V,’s with local
thickening VL’S given as above, and write kVTa for the k*™-order thickening over *ST. We also write
Jj: Vo \ Z =V, for the inclusion.

The higher order deformation data in Definitions and are described as follows:
Definition 7.6. For each k € Z>o,

o the k™-order polyvector fields is given by *G% := j (N ™* @kvf/ksf) (i.e. polyvector fields on
o the k-order de Rham complex is given by kICZ = j*(QZVJr I
differentials) equipped with the de Rham differential k9, = & which is naturally a dg module

kOox .
over "Ygy;

o the local k™-order volume element is given by a lifting we of *w as an element in j,.(Q

) (i.e. the space of log de Rham

d

vi /ST)
and taking *w, = wa (mod m*t1), and then the BV operator is defined by *Ay(p)s*w =
kaa((PJ kw);

e the morphism ko~ : ngT @k (B L [=7]) — *K2 ), 5KCE of sheaves of BV modules is

[e%
given by taking wedge product.

k:+1,kb

For both leZ’s and * G?’s, the natural restriction map « is given by the isomorphism kVL &

k+1VTa X kt1 gt kgt
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Similar to the 0'-order case, we need to check that *G* and ¥KC¥ are coherent sheaves which
are free over ¥R for each k, and that ¥o is an isomorphism which induces an identification ﬁICZ =
j*(Q?kVL/kST))' Such verification can be done using [29, Proposition 1.12 and Corollary 1.13], using
similar argument as in

7.2.1. Higher order patching data. To obtain the patching data we again need to take suitable
analytification of statements from [29]. Given z € V,3, we consider the following diagram of étale
neighborhoods

Wa X Xo W,B

Wa/ \WB
NN

"Wa D Va
where Xo = Xo(B,P,s), and *V,, (resp. ng) is the k*P-order neighborhood of V,, (resp. V). Using

[29, Lemma 2.15] on local uniqueness of thickening (see also [59] for a more detailed study on local
uniqueness), and further passing to an étale cover Wy5 of W, x x, Wg, we get an isomorphism

kEaﬁﬂ; : Waﬂ XV kVa i) Wag XVB kVﬂ.
Taking analytification, we can find a (small enough) open subset in (W,z3)*"
phically onto a Stein open neighborhood U; C V3 of Z.

mapping homeomor-

Definition 7.7. Restriction of the analytification of kEagﬂ- on U; gives the gluing map k\Ilag,l-:

k\yaﬁ,i

kVL|U¢ kVTﬁ|Uz
T

The patching isomorphisms

kd)a,&i : ]*(/\ @kVL/kST”Ui — ]*(/\ ®kvg/ksf)|Ui
ko~
and o, are then induced by k\IlaW.

The existence of the vector fields k’lbaﬁ,i, kpa/gyij and koaﬁw in Definition follows from the
analytic version of [29, Theorem 2.11] which says that any log automorphism of the space kVi¥|UZ.
(resp. kVL\Uij) fixing X|y, (or X|y;;) is obtained by exponentiating the action of a vector field in
®kVL/kST(Ui) (resp. @kvl/ksT(Uiﬂ'»' The element kma@i in Definition [2.22| indeed measures the

difference between the volume elements, namely, * v 5 i(kwg) = exp(kma@p) ‘wa.

7.2.2. Clriterion for freeness of the Hodge bundle. To verify Assumption which is needed for
proving the freeness of the Hodge bundle in notice that by taking () = N, we are already in
the situation of a 1-parameter family. The holomorphic Poincaré Lemma in Assumption follows
by taking the analytification of the results from [29, proof of Theorem 4.1]. (As aforementioned,
there was a gap in [29], proof of Theorem 4.1] as pointed out and filled by [16]; readers may see [16],
Theorem 1.10] for details.)
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7.3. The Hodge theoretic data. Since we have

. 1g,* an . *
[j*(Qifi(B,’P,S)T/OST)} f— j*(QXT/OST)’
the Hodge-to-de Rham degeneracy (Assumption follows by applying Serre’s GAGA theorems
[62] to [29, Theorem 3.26] using the same argument as in the proof of Grothendieck’s algebraic de

Rham theorem. Applying Theorem and Proposition we obtain an alternative proof of the
following unobstructedness result due to Gross-Siebert [30]:

Corollary 7.8. Under Assumption the complex analytic space (X, Ox) is smoothable, i.e. there
exists a k™-order thickening (X, kO) over ¥St locally modeled on ¥V, for each for each k € Z>0,
and these thickenings are compatible.

7.4. F-manifold structure near a LCSL. Finally we demonstrate how to apply Theorem [6.30
to the Gross-Siebert setting.

7.4.1. The universal monoid Q. First of all, we consider (B, P) as in Notation and work with the
cone picture as in [30]. We also need the notion of an multivalued integral piecewise affine function
on B as described before [30, Remark 1.15]. Let MPA(B, N) be the monoid of multivalued convex
integral piecewise affine function on B, take () = Hom(MPA(B,N),N) to be the universal monoid
and consider the universal multivalued strictly convex integral piecewise affine function ¢ : B — @
as in [27, equation A.2] (it was denoted as ¢ there). Since we work in the cone picture, we fix an
open gluing data s as in [30, Definition 1.18] and replace the monodromy polytopes in Assumption
[7-2] by the dual monodromy polytopes associated to each T € P.

7.4.2. Construction of X7 = Xo(B,P,s, ). We now take an element n € int,.(Qy)NK" and define
a multivalued strictly convex piecewise affine function ¢, : B — R. The cone picture construction
described in [30, Construction 1.17] gives a log scheme X! = Xo(B, P, s,¢q)! over CT (here CT is
the standard Z.-log point) which is log smooth away from a codimension 2 locus i : Z — X. [27,

Construction A.6] then gives a log scheme X1 (with the same underlying scheme as X;[) over VST,
Definition [7.4] can be carried through.

7.4.3. Local model on thickening of Xt. For each T € P, let Q; be the normal lattice as defined in
[28, Definition 1.33]. We denote by X, the normal fan of 7 defined in [28, Definition 1.35] on Q, R,
equipped with the strictly convex piecewise linear function ¢ : [¥,| = Qg — Q%’ induced by . We
let Ay,..., A, be the dual monodromy polytopes associated to 7 as defined in [28, Definitions 1.58
& 1.60], and ¢;(m) := —inf{(m,n) | m € Q; g, n € A;} be the integral piecewise linear function on
Q- Rr.

We define monoids P, and Q, by
P :={(m,ap,...,a;) | m € Qr, ap € Q%, a; € Z, ag — p(m) € Q,
a; —Pi(m) =2 0 for 1 <i<r},
Q, :={(m,ag,...,a;) | me Qr, ag € Q®, a; € Z, ay = p(m)} U {0},
where the monoid structure on Q. is given as in [29, p. 22 in Construction 2.1]. Also let V, =

Spec(C[P,]) which comes with a natural family 7 : V., — Spec(C[Q]) = ST, V, = 771(0) =
Spec(C[Q,]) and ¥V, = 7= 1(¥ST) be the k-th order thickening of V., in V.
Fori=1,...,r and a vertex v € A@-, we define a submonoid D; ,, := wifv NP, where w; , = v+e;/,

and let D;, be the corresponding toric divisor of V.. To simplify notations, we often omit the
dependence on v and write w;, D;, D; instead of w;,, D;, D;. Let vi,...,v be the generators
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of 1-dimensional cones in the dual cone P other than the w;’s, with corresponding toric divisors

D1,...,D;. Writing D = Uj D;, we equip V; with the divisorial log structure induced by the divisor

D — V., which is denoted as VL. Pull back the log structure from V.. give the log schemes VI and
-

kvl [29, Theorem 2.6] holds for this setting as described in Notation |7.5, by taking P = P, and
Q = Q. for some 7 € P.

As in 31 analytification of the log schemes VI and #vI give the log analytic schemes VI and
kVi respectively, and Definition can be carried through. We can deduce that ’“g;; and lej; are

coherent sheaves which are also sheaves of free modules over ¥R, and that ko~1 is an isomorphism,
by using the following variant of [29, Proposition 1.12 & Corollary 1.13].

Proposition 7.9. Let Z := V. N Dy — | kVT| = |V,| be the inclusion. Then we have the following
decomposition into P.-homogeneous pieces as

LV \2,9,) = b A () P¥ez0),

pGPT\PT+kQ+ {j‘peDj}
PVAZ %000 = D A () (BF/Q7) 20).
pEPT\PT""kQJr {j‘pGIDj}

The construction of the higher order patching data described in §7.2.1] can be carried through
because divisorial deformations over ST can be defined as in [29, Definition 2.7], and [29, Theorem
2.11 & Lemma 2.15] hold accordingly with the local models V,’s.

7.4.4. Opposite filtration and pairing. The weight filtration in Assumption is taken to be the
filtration described in [29, Remark 5.7], which is opposite to the Hodge filtration and preserved
by the nilpotent operators N,’s. The trace map tr in Assumption [6.18| can be defined via the

isomorphism tr : H¥(X, j*(leﬁ/OsT)) ~ g?4(X, j, (Q;(T/OST)) = C. We conjecture that the induced

pairing ’p is non-degenerate.

Corollary 7.10. There exists a structure of log F-manifold on the formal extended moduli S‘; near
the maximally degenerate log Calabi-Yau variety (X,Ox). If the pairing %p is non-degenerate, it
can be enhanced to a logarithmic Frobenius manifold structure.
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