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SUMMARY

With e!ective bandwidth concept encapsulating cell-level behaviour, asynchronous transfer mode (ATM)
network design and analysis at the call-level may be formulated in the framework of circuit-switched loss
networks. In this paper, we develop an analytical framework for a kind of multiparty videoconferencing in
the VP-based ATM network at call-level. For this kind of conference, only the video of the current speaker is
broadcast to other conferees. We "rst address several conference management issues in the VP-based ATM
network, including the bandwidth allocation strategies, routing rule, call admission policy and speaker
change management. Next, we formulate a tra$c model for the conferences. Since an exact analysis of such
a multiparty conference network is mathematically intractable, an approximate analysis for such conferen-
ces in a fully connected VP network is performed. The key of our method is to make use of the reduced-load
approximation and open Jackson network model to derive the tra$c loads from new conferences as well as
that from the speaker change of the on-going conferences. Our study shows that the proposed analysis can
give accurate predictions of the blocking probabilities for the new conference calls as well as video freeze
probabilities for the on-going conferences. Copyright ( 2000 John Wiley & Sons, Ltd.
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1. INTRODUCTION

ATM is rapidly becoming the dominant transport technology for broadband services and
real-time multimedia applications such as multiparty videoconferencing will undoubtedly be one
of the most important applications. Traditional conferencing systems have been designed for
deployment on the narrowband leased-line and circuit-switched networks. The advent of low-
cost codecs has even brought conferencing to the desktop over telephone-networks. But ATM
networks is a much better platform for videoconferencing.

Previous research on videoconferencing in ATM networks includes system architecture, system
design,1 tra$c descriptors for VBR video,2 call admission control,3 and routing algorithms etc.4}7

However, to the best of our knowledge, there is no paper on the analysis of multiparty
videoconferencing in ATM network on the call level appeared in the literature.

Di!erent kinds of videoconferences have di!erent con"gurations, user-interactions, quality
of service (QOS) requirements,8}11 and network resource requirements. Selectable media, common
media,10 and virtual space conferences9 are some examples of the proposed multiparty videocon-
ferencing types. For these kinds of conferences, each conference has a central server called



conference bridge that performs the functions of collecting the video and audio signals from the
conference sites, mixing the audio signals, composing the speci"c video signals and distributing
the resulting video and audio signals to the individual conference sites.

In this paper we focus our study on a special type of conference called speaker-video
conference. Speaker-video conference only requires the video of the current speaker be broadcast
to all other conferees. The audio signals, on the other hand, are handled in the usual way, i.e.,
mixed and then sent back. Speaker-video conference has the advantage of demanding the least
amount of equipment and bandwidth compared to those conference methods requiring a central
server.

In speaker-video conferences, since the conference network under consideration allows statis-
tical multiplexing of di!erent conference tra$c streams to share a link at the call level, the
bandwidth on a link may not always be available when a video source(speaker) turns active.
When that occurs, video freeze will be experienced by certain conferees. In this paper, The call
blocking probability and the video freeze probability are chosen as the QOS measures for the
speaker-video conferences at the call level.

The video bandwidth allocation problems of the speaker-video conferences were "rst studied in
Reference 12. Tra$c engineering aspects for this kind of conference were also studied in
References 13 and 14 where the video freeze probability was obtained using a closed queuing
network model. Based on this model, the capacity space of a conferencing network was derived
and the call blocking probability was computed. However, this model is mathematically intrac-
table for any reasonable size conferencing networks.

The analysis of multiparty videoconferencing in a general network is very di$cult and no
e!ective analytical technique is available. Because a conference typically requires the simulta-
neous possession of the bandwidth from several links, even without the alternate routing or call
waiting (which we do not consider in this paper), the analysis is quite complicated. Kelly15
investigated the blocking probability in the circtuit switched networks where each customer
requests a "xed number of channels from a set of links. However, Kelly's model requires the
enumeration of all the possible paths in the networks. Therefore, for any non-trivial network, this
model cannot lead to numerical solutions.

Whitt16 analysed a mathematical model of blocking system with a simultaneous resources
possession. In his model, there are several multiserver service facilities at which several classes of
customers arrive in independent Poisson processes. Each customer requests service from one
server in each facility in a subset of the service facilities, with the subset depending on the
customer class. Whitt concluded that although exact blocking probability expression for each
customer class is available, it is very complicated to be useful. He henceforth proposed two kinds
of upper bounds and a computing scheme based on an improved reduced-load approximation.

In this paper, we construct a tra$c model for speaker-video conferences in networks which
takes into account the dynamics of the conference arrival, conference departure, and the change
of speakers in a conference. If we regard each group of links required by a conference call as
a facility and the conference making such request as a customer, the queuing model can be
formulated as follows. Let there be several classes of customers arriving in independent Poisson
processes to several multiserver facilities. Each customer requests service from one server in each
facility in a subset of the service facilities, with the subset depending on the customer class. If
service can be provided immediately upon arrival at all the required facilities, then service begins
and all servers assigned to the customer start together. Otherwise, the arrival is blocked and lost.
When the service "nishes, the customer requests service from one server in each facility in another
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subset of the service facilities with a certain probability. The problem is to determine the blocking
probability for each customer class. For this model, exact analysis is even more complicated than
Whitt's model. On the other hand, if speaker change is not allowed, our model reduces to Whitt's
model.

In Section 2, we "rst describe the VP network carrying the speaker-video conferences and then
present the conference management issues including VP bandwidth reservation strategies, rout-
ing and call admission control policy. Section 3 presents the tra$c model of speaker-video
conference network. In our model, the VP-based ATM network carrying the speaker-video
conferences is assumed to be an N-node fully connected network, as commonly assumed in the
homogeneous VP-based ATM networks. This is the same assumption used in References 17 and
9 and was regarded as a reasonable assumption because the connectivity of the backbone ATM
network is usually very high. In Section 4, we derive the o!ered tra$c load of new and on-going
conference calls, and make use of the &reduced-load approximation' to derive the "xed-point
equations. Section 5 gives the exact analysis for the speaker-video conferencing network. An exact
evaluation of the link congestion probability is available, but it is shown to be complicated. In
Section 6, we derive the conference level call blocking probability and video freeze probability. In
Section 7, we study a 5-node network example whereby analytical and simulation results are
provided and compared. Finally, Section 8 concludes this paper.

2. SPEAKER-VIDEO CONFERENCE IN VP-BASED ATM NETWORKS

2.1. VP network

An important feature of ATM networks is the virtual path (VP).18 A VP is a direct logical
connection between the two nodes with some assigned capacity. Typically, each node, while not
physically connected to all the nodes in the network, can have an assigned VP to all the other
nodes in the network. Each VP contains a bundle of virtual circuits (VCs) that are routed together
as a unit. There are many advantages of using VP. For example, it can reduce call set-up delays,
simplify node structure, segregate di!erent types of tra$c with di!erent QOS requirements,
reduce nodal processing and simplify routing. The price to pay is the decrease of statistical
multiplexing gains among tra$c sources from di!erent VPs in the same physical link.

A logical VP network can be de"ned by viewing the VP endpoints as nodes and VPs as links.
For instance, consider the physical network shown in Figure 1(a), which consists of four switches
(nodes). If a VP is assigned to each node pair, as shown in Figure 1(b), an N-node fully connected
to VP network is formed consisting of N(N!1) unidirectional links (VPs).

We assume that the topology of the VP subnetwork remains "xed for purposes of routing VCs,
as the time scale of interest is signi"cantly smaller than those involved with the dynamics of VP
subnetwork.19 From now on, we refer to the VP subnetwork as a conference network and a VP as
a link. Then the network under consideration can be viewed as a graph with ATM switches as
nodes and VPs as links.

2.2. Bandwidth allocation

In an ATM network, tra$c can be considered at the VP level, the call level, the burst level or
the cell level.20 In videoconferencing network, various multicast connections may be established
by either VCs or VPs on an ATM network. In this paper, we assume that the speaker-video
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Figure 1. A 4-node network and its corresponding VP network. (a) Physical network. (b) Virtual path network

conferences are established through setting up VPs. A route-con"guration for a conference can
thus be realized by setting up a VC multicast tree on the VP network. To construct a VP based
conference network, an essential problem is the bandwidth allocation of VPs. Generally, there are
two VP bandwidth reservation strategies: deterministic strategy6 and statistical strategy.18

The deterministic strategy6 reserves separate link capacity for each VP passing through the
link. A certain amount of bu!er space at the source node and bandwidth at each physical link on
this VP are dedicated to this VP to ensure the QOS of videoconferencing at the cell level, such as
cell loss rate, maximum and mean end-to-end cell transfer delay, cell delay variation, etc. Since
there is no statistical multiplexing among the VPs at the link-level, the sum of the reserved VP
bandwidth allocations on a link is not permitted to exceed the total capacity of this link.

The statistical strategy18 allows statistical multiplexing of cells from di!erent VPs onto
a physical link. In this approach, instead of explicitly reserving link bandwidth for each VP, each
VP is allocated a dedicated number of virtual circuits, each with a guaranteed QOS. Then the call
setup processing can still be done so long as the number of existing virtual circuits within the VP
is less than this number. The actual reservation is made as if each VP has accepted as many as the
dedicated number of virtual circuits into the network. Statistical strategy can provide higher cell
multiplexing gain than the deterministic strategy. However, this advantage is o!set by the fact
that when some connections are routed over multiple VPs a more stringent QOS guarantee needs
to be provided by each component VP.

Deterministic or statistical multiplexing can both be used for capacity reservation at all the
levels of ATM networks. For example, consider a network that does not use any virtual path
connection (VPC); then all the tra$c can be statistically multiplexed on virtual circuit connec-
tions (VCC) sharing common network links. Although this may result in a higher bandwidth
utilization, the VCC call establishment cost could be signi"cant because each VCC would need to
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negotiate a connection request at each intermediate node between the source and destination. On
the other hand, if peak rates are allocated at each level, the network resources would be poorly
utilized.

When capacity is reserved on each VP, it may be desirable to dynamically adjust the allocation
to improve link bandwidth utilization as well as to adapt to dynamic changes in network tra$c
#ows. In this paper, we argue that the re-allocation of VP capacity should be done periodically on
a much longer time scale than the inter-arrival time of successive calls. Furthermore, we assume
that the time interval between the two VP capacity re-allocations is signi"cantly larger than
a typical call duration. That is, we assume that the capacity of each VP in the videoconferencing
network is constant. Engineering on the VP network level can hide the stochastic behavior of the
cell level and this is essential for the tractability of the design problem. The VP network can now
be seen as o!ering conferencing service as a circuit-switched loss network.

2.3. Routing

Let there be a conference bridge which performs the functions of routing, admission control,
and the management of the change of active nodes. When a new conference is initiated or when
there is a change of active node in an on-going conference, a conference management process is
created. The conference bridge collects information such as the number of conferees, their
location, and their busy/idle status, etc., and tries to set up a VC route-con"guration in the VP
network.

To make the routing and admission control algorithm simple, only routes (VCs) consisting of
a single VP (direct) are tried. In other words, shortest path routing is used. For example, in the VP
network shown in Figure 1(a), if we let node 1, 2 and 3 be the conference nodes and node 1 has the
current speaker attached. Then, the obtained route-con"guration under the shortest path routing
rule is shown in Figure 2(a). When a conferee at node 2 becomes the next speaker, the route-
con"guration is changed to that in Figure 2(b).

Of course, if a direct link for a connection request is not available, an alternate path consisting
of multiple VPs can be used, just like that in the least-loaded type of routings.7,17 As the
performance evaluation under dynamic routing rules is beyond the scope of this paper, we restrict
our analysis to the "xed routing case.

2.4. Call admission

When a new call arrives, the conference bridge should carry out a call admission policy. For the
ease of network management and control, we propose the following admission policy:

Identify a route-con"guration in the VP network according to the shortest path routing rule
and check the route-con"guration whether a VC with guaranteed QOS can be established on all
the involved VPs. If &yes' accept the call; otherwise, reject the call.

2.5. Speaker change management

In the speaker-video conference network, the network resources should be dynamically allocated
and released in response to change of speakers throughout the conference session. The conference
bridge needs to perform a management process when there is a change of speaker. Speci-
"cally, if the next speaker is attached to the same node, the conference bridge only needs to
switch the video source from the former speaker to the next one and keep the existing
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Figure 2. Route-con"guration for a conference with 3-conference nodes in VP-based conference network. (a) Node 1
transmitting. (b) Node 2 transmitting

route-con"guration in the VP network. Otherwise, a new route-con"guration of VCs with
guaranteed QOS on all the involved VPs is identi"ed and established and the VCs in the former
route-con"guration are released. If there is a temporary shortage of bandwidth, the conference
will experience a temporary video freeze. For the mathematical tractability, we will not consider
the case with dynamic joining and withdrawing of conferees during a conference session in the
analysis.

3. CONFERENCE TRAFFIC MODEL IN VP NETWORK

In the last section, we introduced a framework for network design and management for the
videoconferencing in an ATM-based backbone network based on VP. Next, we need to relate the
network capacity to the tra$c and the quality of service (QOS) quantitatively. For simplicity, we
do it on an N-node fully connected network under the shortest path routing.

Let the capacity of links be characterized in terms of the number of video channels it can
support and let c

i
denote the capacity of link l

i
. Moreover, let l

(i, j )
denote the speci"c link from

node i to node j and let E"N (N!1) be the total number of links in the fully connected network.
We assume that all the videos are transmitted in the same format and the voice tra$c is

unrestricted. Hence in the case of a video freeze event, conference activities are not a!ected, and
only the conference quality is a!ected by the delayed onset of video when there is a change of
speaker. Nodes that have at least one conferee attached are called conference nodes. Among the
conference nodes, we de"ne the active node as the node which has the current speaker attached.
A conference spanning K conference nodes has K modes of operation where each mode corres-
ponds to one of the conference nodes being active. The mode determines the route-con"guration.
Links currently used by an on-going conference are called active links.
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Let S
0
be the maximum number of conferees allowed in a conference. Then, the conference calls

can be classi"ed into S
0
!1 types, where a type s (s"2, 3,2 , S

0
) call is a conference call with

s conferees.
Let b

i
be the total numbers of conference subscribers at node i and let all conferees have equal

community interest on all the others. Then the probability q
i
that a conferee is located at node i is

q
i
"b

i
/+N

j/1
b
j
. Let the arrivals of each type of conference calls be a Poisson process and let

c
s

(s"2, 3,2 , S
0
) be the arrive rate of the s-party calls. Speech duration of any speaker is

assumed to be exponentially distributed with mean 1/k. When a conferee "nishes speaking, the
conference ends and leaves the network immediately with probability p

%
and continues with

probability 1!p
%
. If the conference continues, the new speaker is equally likely to be any one of

the other conferees. It was shown in Reference 12 that the duration of a conference call in the
network is a geometric sum of the independent and identically distributed exponential random
variables and is therefore exponentially distributed with mean (kp

%
)~1.

4. ANALYSIS

In this section, we make use of the link independence assumption and the reduced-load approxi-
mation21 to derive the blocking probability and video freeze probability. The o!ered tra$c to
each VP is assumed to be Poisson, with the rate reduced suitably to account for blocking. The
approximation leads to a set of "xed-point equations which can be solved recursively. We start
with the derivation of the o!ered loads from the new and on-going calls.

4.1. A new call trazc

A conference requires a channel on each of the active links simultaneously. Therefore, we can
decompose an s-party call into a set of channel requests on the set of active links. This
decomposition is allowed because of the two properties of Poisson processes: (1) independent
random splitting of a Poisson process produces independent Poisson processes, and (2) the
superposition of independent Poisson processes is a Poisson process.

For an s-party conference, let Ks,(K
1
, K

2
,2 , K

N
) be the conferee distribution with

K
i

being the number of conferees located at node i and K
1
#K

2
#2#K

N
"s. Let

k"(k
1
, k

2
,2 , k

N
) where the k

i
's are non-negative integers. Under the assumption that all the

conferees have equal community interest to all the others, we have

Prob [Ks"k]"G A
s

k
1
, k

2
,2 , k

N
B

N
<
i/1

qk
i
i

for all k with
N
+
j/1

k
j
"s

0 otherwise

(1)

Let r be the link number of l
(i, j )

and let b
s
(l

r
Dk ) be the probability that an s-party call with the

conferee distribution Ks"k is admissible and requires a channel on link l
r
. Moreover, let B

r
be the

congestion probability on link l
r
. Under the shortest path routing rule, a channel is required on

each of the links from the active node to all the other conference nodes. Let C
i
be the set of links

used by the conference under consideration when the current speaker is located at node i. Then,
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Figure 3. Decomposition of tra$c load of an s-party conference on each link in the network

with the link independence assumption,22 we have

b
s
(l

(i, j )
Dk)"Prob [node i is the source node] )Prob [node j is a conference node]

]Prob [links in set C
i
Cl

r
are all non-blocking]

"

k
i

s
u (k

j
)C <

m3C
i
Cr

(1!B
m
)D ∀i, j ; iOj (2)

where the term [ ) ] indicates the &load reduction' factor and u ( ) ) is the unit step function.
By removing the conditioning on the conferee distribution Ks , the probability that an s-party

call can be admitted and it requests a channel on link l
r
, denoted as b

s
(l

r
), is given by

b
s
(l

r
)" +

k3)
s

b
s
(l

(i, j )
Dk ) Prob [K

s
"k], r"1, 2,2 , E (3)

where

)
s
"Gk K

N
+
i/1

k
i
"sH

The &reduced' tra$c load contribution to link l
r
, denoted by j

s
(l

r
) is therefore,

j
s
(l

r
)"c

s
b
s
(l

r
)

"c
s

+
k3)

s
C
k
i

s
u(k

j
)A <

m3C
i
Cl

r

(1!B
m
)BProb [K

s
"k]D, r"1, 2,2E (4)

Figure 3 illustrates this decomposition.

4.2. Trazc from on-going conferences

Under the assumption that the next speaker is equally likely to be any one of the other
conferees, when the current speaker of a conference located at node i "nishes speaking, the next
speaker will be the conferee at the same node with probability ((K

i
!1)/(s!1)) and the conferee

at the other nodes with the remaining probability. The channel holding time > of link ij is thus
a geometric sum of the exponential random variables and can be shown to be exponentially
distributed with the mean (s!1)/(s!K

i
)k.12
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Figure 4. Link set used by a 3-node conference. (a) Mode 1: C
1
"Ml

(1,2)
, l

(1,3)
N. (b) Mode 3: C

3
"Ml

(3,1)
, l

(3,2)
N

Let h
ij

be the probability that a conferee at node i "nishes speaking and the next speaker is
located at node j. under Ks"k, we have

h
ij
(k)"Prob [conference continues]Prob [the next speaker is located at node j]

"G
(1!p

%
)

k
j

s!1
, iOj ; k

i
*1; k

j
*1

0 k
i
"0 or k

j
"0

(5)

If the next speaker is located at the same node, we have

h
ij
(k)"Prob [conference continues] Prob [the next speaker is located at node j ]

"G
(1!p

%
)

k
i

s!1
, k

i
*2

0 otherwise
(6)

For a speci"c on-going conference with conferee distribution k, let C
i
and C

m
be the link sets

used by this conference in operation mode i and m, respectively. When the operation mode
changes from i to m, the tra$c load on the links in C

i
is transferred to the links in C

m
. Figure 4

shows an example of a conference with K4"(2, 1, 1) in a three-node network changing from
modes 1 and 3.

Without loss of generality, let us consider the transfer of tra$c load from link l
1

which is the
link from node i to node j (l

(i, j )
) to link l

2
which is the link from node m to node n (l

(m, n )
). Let

¹
s
(l

2
Dk, l

1
,) be the event that under conferee distribution k an s-party conference using link

l
1

(among others) uses link l
2

(also among others) after a mode change. Under the shortest path
routing rule, for di!erent operation modes, the corresponding sets of links being used are
exclusive to each other. Thus we have

Prob[¹
s
(l

2
Dl

1
, k )]"h

im
(k)

Removing the conditioning on k, we have

Prob[¹
s
(l

2
Dl

1
)]" +

k3)@
s

Prob [¹
s
(l

2
Dl

1
, k)] Prob [K

s
"k Dl

1
]
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where

)@
s
"Gk K

N
+
p/1

k
p
"s and k

i
*1; k

j
*1H

and

Prob[K
s
"k Dl

1
]

"Prob [K
s
"k Dl

(i, j )
is used before the mode change]

"A
s!2

k
1
, k

2
,2 , k

i
!1,2 , k

j
!1,2 , k

N
B (q

i
)k

i
!1 (q

j
)kj!1 N

<
p"1

pOi, j

(q
p
)k

p

As l
2

can receive contributions from the links other than l
1
, the relative portion that comes from

l
1
, which we denote as the tra$c transition probability f

s
(l

2
Dl

1
, conference continues) is simply

f
s
(l

2
Dl

1
, conference continues)"

Prob[¹
s
(l

2
Dl

1
)]

+E
r/1

Prob[¹
s
(l

r
Dl

1
)]

But the conference can end with probability p
%
. If so, f

s
(l

2
Dl

1
, conference ends)"0. Therefore,

f
s
(l

2
Dl

1
)"(1!p

%
)

Prob[¹
s
(l

2
Dl

1
)]

+E
r/1

Prob[¹
s
(l

3
Dl

1
)]

(7)

As a check, +E
i/1

f
s
(l

i
Dl

1
)#p

%
"1 as it should.

Continue the example in Figure 4, to derive the transition probability from l
(1, 2)

to l
(2, 3)

, the
set of conferee distributions to be considered is )@

4
"M(2, 1, 1), (1, 2, 1), (1, 1, 2)N. Similarly, for

transition from l
(1,2)

l
(1,2)

, )@
4
"M(2, 1, 1), (2, 2, 0), (3, 1, 0)N.

Let "
s
(l

i
) denote the total tra$c rate (including the new and the on-going conferences) from all

type s conferences on link l
i
. Then the transferred tra$c load from l

1
to l

2
has the rate

"
s
(l

1
) f

s
(l

2
Dl

1
).

By adding the external and internal tra$c contributions to the speci"c link l
i
, we have

"
s
(l

i
)"j

s
(l

i
)#

E
+
j/1

"
s
(l

i
) f

s
(l

i
Dl

j
), i"1, 2,2 , E (8)

where j
s
(l

i
) is given by (4). This set of equations can be solved by the Guassian elimination or

Guass}Sidel iteration.
The combine &new call arrival plus mode change' process on link l

i
has the rate " (l

i
) given by

" (l )"
S
0

+
s/2

"
s
(l) (9)

Let ¸
i
be the occupancy at link i and let p (n)"Prob[¸

1
"n

1
, ¸

2
"n

2
,2 ,¸

E
"n

E
]. Under the

link independence assumption, the above becomes a Jackson open queuing network and its
steady-state solution [7] is

p (n)"
E
<
i/1
A
" (l

i
)

k B
n
i p (0)

n
i
!

(10)
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Table I. Number of Jackson queuing networks to be solved

N 4 5 6 7 8 9 10

S
0
"3 20 35 56 84 120 165 220

S
0
"5 56 126 252 462 792 1287 2002

S
0
"7 120 330 792 1716 3432 6435 11 440

S
0
"9 220 715 2002 5005 11 440 24 310 48 620

where

p (0)"C +
n3# A

E
<
i/1

(" (l
i
)/k )ni

n
i
! BD

~1
and #,Mn D0)n

i
)c

i
, i"1, 2,2 ,EN

The link congestion probability can be obtained from (10) by appropriately summing over the
states of all the other links:

B
i
" +

n3#
i

p (n), i"1, 2,2 , E (11)

where #
i
,Mn Dn

i
"c

i
N .

4.3. Fixed-point equations

Equations (4) and (11) are of the forms "3 "( (BI ) and BI "' ("3 ), respectively, where
"3 "M"

i
Ni"1, 2,2 , E and BI "MB

i
Ni"1, 2,2 , E . The method of successive approximation is typically

e!ective for their solutions. This method starts with a certain initial values "3 (0) and iterates,

BI (k`1)"' ("3 (k) )
(12)

"3 (k`1)"( (BI (k`1))

until a convergence criterion is satis"ed.

4.4. Numerical solution

In the above analytical framework, we need to compute the tra$c rates for new calls and the
ongoing conferences for each of the s types of conferences. N(N!1) tra$c rates on all the links
are computed by iteratively solving the "xed-point equations of (12). In each iteration, the
running time is dominated by the computation of equation (4) which includes a summation of
many terms. For a pair of speci"c s and N values, the number of terms is the same as that listed in
Table I. We can see that if the maximum conference size S

0
)7 and N)9, the number of

summation terms is limited to a few thousands. In addition, an e$cient recursive algorithm23 can
be employed to compute the marginal probabilities in equation (11). The number of iterations
needed to satisfy the convergence criterion of the "xed-point equations is generally between 10
and 20. Compared to the exact analysis for speaker-video conferences in References 13 and 14, the
present method can solve a conference network of much larger size.
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Figure 5. State transition diagram

5. THE EXACT ANALYSIS

In this subsection, we generalize Whitt's model so as to capture the speaker change dynamics in
the videoconferences and present the approach to compute the exact link congestion probability.
As before, let ¸

j
represent the occupancy of link j. Using theorem 4 in Reference 16, we can show

that the distribution of (¸
1
, ¸

2
,2 ,¸

E
N can be described in terms of the random vector

(¸4
1
, ¸4

2
, 2 ,¸4

E
N, where ¸=

j
represents the occupancy of link j when all the links have in"nitely

many channels. In the in"nite-sever model the steady-state distribution is easy to derive because
there is no blocking, so there is no interaction among the conferences. Therefore, we shall assume
all links to have in"nite capacity in the following.

In the conferencing network, we regard each group of links being used simultaneously under
a speci"c operation mode as a &facility' and the conference making such request as a &customer'.
Then, along with the changes of modes, the customer changes the facilities it uses accordingly. For
a speci"c conference with conferee distribution k, the conference network can be formulated as
a Jackson queuing network. Because the conferences are truly independent (as contrast to
&assumed independent' in the last section), we can derive the o!ered load to a particular link of the
network by adding the load from all the conferences using it. Referring to the example in Figure 4,
we can "nd the corresponding transition diagram in Figure 5. Here, state i refers to the situation
that the group i links are used. When a customer received his service at facility i (group i), he
moves on to use facility j with probability t

ij
(k) (i, j"1, 2, 3) where t

ij
(k) is the tra$c transition

probability under the conferee distribution k which can be obtained using (5) and (6).
Now consider the general case. Let y(k)"+N

j/1
u (k

i
) be the number of conference node for

s-party conference with a conferee distribution k. Then there are y link groups in our model. Let
"

s
(i Dk) denote the total tra$c rate to each link in group i from this conference. For this Jackson

queuing network, the #ow balance equations says

"
s
(i Dk)"j

s
(i Dk)#

y(k)
+
j/1

t
ji
(k)"

s
( j Dk), i"1, 2,2 , y (13)
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where j
s
(i Dk ) is the arrival rate of &external' s-party calls which is similar to that in (4) except that

there is no &load reduction' factor in (2). This set of equations can be solved in the usual manner.
To determine the tra$c rate from each conference type to a speci"c link, we need to consider all

the possible conferee distributions of this type. Let X (l
r
)L)

s
be the set of all conferee

distributions using link l
r
. Then the total arrival rate to link l

r
from the s-party conferences,

denoted as "
s
(l

r
), can be obtained as

"
s
(l

r
)" +

k3X(l)

"
s
(i Dk) Prob[Ks"k], r"1,2,2 ,E

where l
r

belongs to the link group i of the respective conferee distribution k in each of the
summation term.

We then can obtain the total tra$c rate on link j by summing up the contributions from all
types of calls: " ( j)"+S

0s"2 "
s
( j). Thus, the steady-state distribution is given by

Prob [¸=
j
"n

j
, 1)j)E]"

E
<
j/1
A

" ( j)

k B
nj 1

n
j
!

Using Theorem 4 and Corollary 4.2 in Reference 16, we can obtain Prob [¸
j
"n

j
, 1)j)E],

in terms of Prob [¸=
j
"n

j
, 1)j)E] and hence the congestion probability of each link.

The complexity of the exact blocking probability for Whitt's model is high.16 With the
inclusion of the dynamics of speaker change in our model, the complexity increases as here we
need to solve the open Jackson queuing network many times, once for each conferee distribution.
Table I shows the number of Jackson queuing networks to be solved for some typical N (number
of network nodes) and S

0
(maximum conference size) values.

6. CONFERENCE BLOCKING PROBABILITY AND VIDEO FREEZE PROBABILITY

In this section, we compute the conference level call blocking probability and video freeze
probability.

6.1. Call blocking probability

When a conference call arrives, the conference bridge performs the admission control function.
According to the admission policy, when any link in the route-con"guration is in congestion, this
conference call is blocked. Let B (s Dm, k ) be the call blocking probability of an s-party conference,
given that the conference has conferee distribution Ks"k and the speaker is located at node m.

With the link independence assumption, B (s Dm,k ) can be computed as

B (s Dm, k)"1! <
i3C

m

[1!B
i
]

where B
i
is the probability that link l

i
is in congestion which is given by (11), and C

m
is the set of

links used by the conference in mode m.
By removing the conditioning on Ks"k and m, the probability that the call blocking

probability for an s-party conference, denoted as B(s), is simply given by

B(s)" +
k3)

s
C +

j3I(k )

k
j
s

B (s D j, k )D Prob [K (s)"k]
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Where I(k) is the set of conference nodes, i.e. I (k)"Mi Dk
i
'0N; Prob [K (s)"k] is given by (1) and

)
s
is given by (3).

6.2. Video freeze probability

For an on-going conference, when there is a change of operation mode, a new route-con"guration
should be established. When a link in the route-con"guration is in congestion, the conferee(s)
attached to the a!ected node will experience a period of video freeze. We now de"ne two video
freeze measures as follows:

1. F (s): Video freeze probability when there is a change of speaker:
Let the s-party conference has a conferee distribution k at mode m. If the next speaker is
located at the same node as the current speaker, the conference will not experience video
freeze. But if the next speaker is located elsewhere, we have

F (s Dm, k)"ProbMnext speaker at node iNProbMblocking D i, kN

"

N
+
i/1iOm

k
i

s!1
B (s D i, k )

For a particular conference with conferee distribution Ks"k, the probability that the
current speaker is located at node m is k

m
/s. Therefore, unconditioning on Ks"k and m, the

video freeze probability of an s-party conference when there is a change of speaker, denoted
as F(s), can be obtained as

F (s)" +
k3)

s
C

N
+
j/1

k
j
s

F (s D j, k)D Prob [K (s)"k]

where Prob [K (s)"k] is given by (1) and )
s
is given by (3).

2. F
#
(s): Probability of video freeze during a conference: The probability that an s-party

conference experiences video freeze during the entire conference session F
#
(s) is another QOS

measure of interest for the speaker-video conferencing service. It is given by

F
#
(s)"

=
+
i/1

p
%
(1!p

%
)i (1![1!F (s)]i)

where p
e

is the exit probability of a conference and p
%
(1!p

%
)i gives the probability that

there are total i speech sessions in the conference.

7. NUMERICAL EXPERIMENT

We check the accuracy and range of application of the proposed analytical framework via
a hypothetical 5-node fully connected VP network as shown in Figure 6. Each VP is assigned
a dedicated bandwidth in terms of the number of conferencing video channels, indicated besides
each link. For simplicity, the network has c

ij
"c

ji
in this example. However, it should be noted

that our analysis framework is valid for the network with c
ij
Oc

ji
.
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Figure 6. Five-node VP network carrying speaker-video conferences

Let there be four types of conference calls, corresponding to 2-, 3-, 4- and 5-party conferences.
We let the base tra.c intensity be (c

2
, c

3
, c

4
, c

5
)"(2)5, 5)0, 5)0, 2)5) and we assume that

conference exit probability p
%
"0)3. The mean speech duration time is normalized to one time

unit, i.e. 1/k"1.
The call blocking probabilities and the video freeze probabilities for each type of conference are

computed and checked by a computer simulation. The convergence criterion adopted for the
"xed-point equations in (12) is ((D" (k`1)

i
!" (k)

i
D)/" (k`1)

i
)(10~7 for all i. For all the simulation

results shown in the following "gures, enough number of simulation runs were performed to make
the 95% con"dence intervals smaller than the size of the markers.

Figure 7 shows the blocking probability as a function of load increase over that of the base
load. We can see that: (1) Under all tra$c conditions, the blocking probability obtained by
simulation is upper bounded by the analytical results. (2) There is no signi"cant di!erence
between the results at B)0)02.

Figure 8 shows the same for the video freeze probability. Again, we see a very tight upper
bound provided by the analytical result.

For the above example of a 5-node network, the compiled C program running on a DEC Alpha
workstation requires about 1 s to compute one probability value. As a comparison, computer
simulation on the same machine takes about 8 min for each point to meet the con"dence interval
requirement. We also test the analysis method on a larger size networks. The computing times are
about 2, 5, 14, 37 and 98 s for 6, 7, 8, 9 and 10 node networks, respectively.

8. CONCLUSION

The exact performance evaluation for multiparty videoconferencing network is mathematically
intractable. In this paper, we have developed an analytical framework for the speaker-video
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Figure 7. Call blocking versus load increase. (a) Types 2 and 3 conference call. (b) Types 4 and 5 conference call

videoconferencing in the VP based ATM network. The key of our approach is to make use of the
reduced-load approximation and open Jackson network model to derive the tra$c loads from the
new conferences as well as that from the speaker change of the on-going conferences. Further,
a set of "xed-point equations is derived for computing the call blocking probability and video
freeze probability. The numerical results show that this analytical framework is accurate and can
be used to evaluate the performance of a large size conference network.

Kelly15 and Whitt16 have proved that the reduced-load system has an unique solution and the
reduced-load approximation is asymptotically correct even in heavy tra$c. Our numerical results
show that these two properties hold also for our model. Further generalization to multirate case
for conferences with varying levels of qualities appears to be possible. It will be however be a topic
for further investigation.

In this paper, only the speaker-only videoconferencing has been studied. The tra$c models for
other types of conferencing such as common-media conferencing, selectable-media conferencing
are quite di!erent with that of the speaker-only conferencing, as the tra$c #ows among the
conferencing network do not change in the way of the speaker-only conferencing. This could lead
to more variations of queuing models. The analysis for these queuing models is an interesting
topic for further study.
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Figure 8. Video freeze probability versus load increase. (a) Types 2 and 3 conferences. (b) Types 4 and 5 conferences
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